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Abstract

Recently, Artificial Intelligence (AI) has invaded all areas of scientific research, for what it brings

in terms of solutions. The field of health is not an exception. Diabetes is one of the most com-

mon diseases in the world and in Algeria. One of its complications is diabetic retinopathy, which

can blur or distort the vision of the patient, it is one of the main causes of blindness. Early de-

tection of diabetic retinopathy can greatly help in the treatment. The recent development in the

field of AI and especially Deep learning provides ambitious solutions that can be used to predict,

forecast and diagnose several diseases in their early phases.

In our master project we have explored the potential of deep learning (DL) for retina image

analysis. We have studied DL concepts with a convolutional neural network (CNN) algorithm to

build a multi-classification model that can detect and classify retinopathy levels automatically.

We have used google colab which is an accessible platform by everyone to train our models. In

this project we have applied a CNN architecture with several parameters on 2 different datasets

of diabetic retinopathy with different structures.

Keywords: Healthcare, Health care Diabetes, Diabetic retinopathy, Artificial intelligence,

Machine learning, Deep learning.
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Résumé

Récemment, l’intelligence artificielle (IA) a envahi tous les domaines de la recherche scien-

tifique, pour ce qu’elle apporte en termes de solutions. Le domaine de la santé n’est pas une

exception. Le diabète est l’une des maladies les plus fréequente dans le monde et en Algérie.

L’une de ses complications est la rétinopathie diabétique, qui peut peut brouiller ou déformer

la vision du patient, elle est l’une des principales causes de cécité. La détection précoce de la

rétinopathie diabétique peut grandement aider au traitement. Le développement récent dans le

domaine de l’IA et surtout de l’apprentissage profond fournit des solutions ambitieuses qui peu-

vent être utilisées pour prédire, prévoir et diagnostiquer plusieurs maladies dans leurs phases

précoces.

Dans notre projet de master, nous avons exploré le potentiel de l’apprentissage profond (DL)

pour l’analyse d’images rétine. Nous avons étudié les concepts de DL avec un algorithme de

réseau neuronal convolutionnel (CNN) pour construire un modèle de multi-classification qui

peut détecter et classer automatiquement les niveaux de la rétinopathie diabetique. Nous avons

utilisé google colab qui est une plateforme accessible par tout le monde pour entraîner nos

modèles. Dans ce projet, nous avons appliqué une architecture CNN avec plusieurs paramètres

sur 2 base de données différentes de rétinopathie diabétique avec des différentes structures .

Mots-clés: Soins de santé, Santé, Diabète, Rétinopathie diabétique, Intelligence artificielle ,

Apprentissage automatique, Apprentissage profond.
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Chapter 1

General introduction
Nowadays, with the development of computers and their ability to perform high computational

tasks, many algorithms and learning techniques have been implemented to automate tasks or

to help humans in decisions making. The application of these techniques is used in several

areas such as online shopping, web search, Cybersecurity, Healthcare, etc. Indeed, healthcare

is one of the fields that has been well developed by the automation of tasks by machines [29].

Several systems have been created to diagnose diseases to help clinicians in decisions making

[38]. The majority of these systems use machine learning and deep learning to extract clinical

information from images.

Diabetes is one of the most widespread diseases, affecting about 425 million people world-

wide [1], one of its complications is the diabetic retinopathy [35].

Problematic
Diabetic retinopathy (which damages to the eyes: eye and retina) is a serious complication

of diabetes that affects 50% of type 21 diabetes patients [10]. Diabetic retinopathy is one of

the leading causes of blindness if it was diagnosed at a late stage, the patient will loose his vision

partially and maybe entirely. Diagnosing diabetic retinopathy at early stages can increase curing

1Type 1 diabetes is usually diagnosed in children, adolescents or young adults. Type 1 diabetes is not related
to lifestyle or obesity but to an abnormality in the secretion of an endocrine hormone (insulin) and the immune
system. Type 2 diabetes is mainly a lifestyle disease. This type is caused by a disruption of the blood sugar balance
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the patients and restore vision ability.

Objective of the work
The objective of this work is to propose deep learning models in order to detect and classify

the different diabetic retinopathy levels using retinal images.

After this general introduction, the dissertation is structured as follows:

• Chapter 2: Background of the Work. This chapter discusses healthcare, how Artificial in-

telligence impacted healthcare field, state of the art of machine learning and deep learning

techniques beside diabetes and diabetic retinopathy different levels.

• Chapter 3: System design and implementation of a deep learning architecture for di-

abetic retinopathy. This chapter describes the datasets, the system design phases, the

implementations tools, and details the code.

• Chapter 4: Experimentation and Results. This chapter presents the result of our work,

discusses how specific parameters influence on the obtained results and provides a com-

parative section to show the novelties of this work compared to previous ones.

• Conclusion and perspectives: In this last chapter, we summarize and review our ideas

and results and giving some perspectives.
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Chapter 2

Background

2.1 Introduction

AI is a rapidly expanding field of research with a great future, its applications concern all human

activities. The use of AI in healthcare has showed a big success. In this field, AI has the ability to

analyze medical data, to better serve patient, and to help healthcare systems, etc.

In this chapter we will define healthcare and its different stages, we will take an overview

on Machine learning and Deep learning, we will describe diabetes and the different levels of

diabetic retinopathy, and finally we will mention some previous related works.

2.2 Healthcare

Healthcare or Health care has many definitions according to different sites.

2.2.1 Definitions

In a medical dictionary healthcare is "The prevention, treatment, and management of illness and

the preservation of mental and physical well-being through the services offered by the medical and

allied health professions." [15].

According to Cambridge dictionary it is "The set of services provided by a country or an orga-

nization for the treatment of the physically and the mentally ill "[16].

The Definition of MBN (Market business news) is "Healthcare refers to the efforts that medical

professionals make to restore our physical and mental well-being. The term also includes the
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provision of services to maintain emotional well-being" [18].

2.2.2 Healthcare stages

Depending on health problem, healthcare is staged into 3 different stages.

1. Primary healthcare

Primary healthcare is essential healthcare made universally accessible to individuals and

families in the community. Primary healthcare addresses the majority of a person’s health

needs throughout their lifetime,including physical, mental and social well-being focused

in people-centred rather than disease-centred, primary healthcare includes health pro-

motion,disease prevention, treatment, rehabilitation and palliative care [34].

2. Secondary healthcare

When your primary care provider refers you to a specialist, you are then in secondary

care. Secondary care simply means, you will be taken care of by someone who has more

specific expertise in what is ailing you. Specialists focus either on a specific system of the

body or a specific disease or condition. For example, cardiologists focus on the heart and

its pumping system. Endocrinologists focus on hormone systems and some specialize

in diseases like diabetes or thyroid disease. Secondary healthcare is when people need

special healthcare [28].

3. Tertiary healthcare

Specialized care that offers a service to those referred from secondary care for diagnosis

or treatment, and which is not available in primary or secondary care. Tertiary care has

become a common feature in certain specialties for rare conditions, or where the diagnos-

tic or treatment facilities are scarce or require scarce combinations of resources, or which

remain essentially the subject of research. These facilities are commonly found in medical

schools and teaching hospitals [19].
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2.3 Artificial intelligence and healthcare

AI is the development of computer systems that simulate human intelligence such as decision

making, object detection, solving complex problems. The main benefits of AI are:

1. Prediction with high accuracy.

2. Helps us in decision making processes.

3. Solve complex problems.

4. Preforms high level computing that take days for human to solve.

AI has been impacting various domains including marketing, finance, gaming, and even the

musical arts, however the largest impact of AI has been in the field of healthcare for two major

reasons.

1. Availability of medical data.

Tons of medical data is available in the form of medical history and medical images, basi-

cally with the availability of data implementation of AI becomes much easier, AI is based

on technologies such as Deep learning and Machine learning which require tons and tons

of data, so with the availability of data it became easier to use AI in the healthcare industry.

2. Development of complex algorithms.

Machine learning was not capable of handling high dimensional data, however medical

data or healthcare data is very high dimension data, which contains thousands of at-

tributes, it is hard to analyse this data using ML, as soon as deep learning was introduced

so the development of ML and DL played a major role in healthcare.

These are some examples of how AI could impact different domains in healthcare field.

• AI in medical data.

Nuance is an example of how AI was used in medical data. Nuance is a pioneer and a

leading provider of conversational AI [23], Nuance could use AI to predict the intent of

a particular user, helped in storing, reformatting, and collecting data in order to provide
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faster and more consistent access to all the data so that any further analysis or any diag-

nosis can be preformed.

By using chatbots Nuance accelerated services,minimized the volume of inbound calls,

could also cancel or validate medical appointments based on the customers history, Nu-

ance increased the revenue, and could also send notifications via SMS or emails to doctors

and patients.

In the figure 2.1 are the services provided by Nuance using AI which we have explained in

the last paragraph.

Figure 2.1: Provided services by Nuance

• AI in medical diagnosis

MRI imaging is an example of how AI was used in medical diagnosis. With the help of

deep learning models, AI is actually revolutionising the image diagnosis field in medicine,

one of the major application of AI in medical diagnosis is MRI scan, AI has taken over

the complex analysis of MRI scans and it has made it much simpler process using a deep

learning models.

In the figure 2.2 an example of MRI image .

Figure 2.2: MRI imaging
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• AI in early detection

Smartwatches or trackers are examples of how AI was used in medical detection. AI has

played a very important role in the early predictions of medical condition such as heart

attacks, there are many health trackers that are being developed to monitor the health of

a person and display warnings, when the device detect something unusual.

In the figure 2.3 a smartwatch which can measure heart rate.

Figure 2.3: Smart watch

• AI in medical assistance

Our example here is virtual nurses. Virtual nurses are developed using AI, basically a nurse

but not physically present, this nurse can help in self care, clinical advice, scheduling an

appointment, etc.

With such revolutions in the filed of healthcare it is clear that AI is benefiting us in many

ways, and we have a total believe that AI will help and improve our situation in each and every

domain if we use it in the correct way.

2.4 Machine learning

2.4.1 Introduction

Machine learning is a branch of AI, according to Arthur Samuel definition it is: “the field of

study that gives computers the ability to learn without being explicitly programmed“, but this
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definition is informal.

Tom Mitchell provides a more modern definition: “A computer program is said to learn from

experience E with respect to some class of tasks T and performance measure P, if its performance

at tasks in T, as measured by P, improves with experience E.

The figure 2.4 shows the relation between Artificial intelligence (AI), Machine learning (ML),

and Deep learning (DL).

Figure 2.4: AI vs ML vs DL

From our point of view if we want to define machine learning: it is a set of techniques which

give the opportunity for a machine to learn, solve problems, do tasks. This set of techniques

also allow machines to do analysis and conception in order to solve hard or even implement

algorithms that we can’t implement.

2.4.2 Types of Machine learning algorithms

Depending on the nature of the data and the desired out-come of the algorithm, Machine learn-

ing algorithms can be divided into 3 types.

1. Supervised Learning

In supervised learning we feed the algorithm with labeled data, after the training, our al-

gorithm ( Model) will be able to classify new data using a function that maps inputs to the

desired output [20], in the figure 2.5 we did give apples to the model as a labeled data, after

the training the model will be able to classify new apples images as apples.

Examples of this type of algorithms : SVM, Random decision forest, etc.
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Figure 2.5: Supervised learning example

2. Unsupervised Learning

In the unsupervised learning we feed the algorithm with unlabeled data, after the train-

ing, our algorithm ( Model ) will find labels according to the similarities shared between

samples, our algorithm will be able to classify new data to the new labels created [20], in

the figure 2.6 we did give unlabeled data to the model, after the training the model could

make difference between the 3 classes, also the model created classes according to the

similarities between samples.

Examples of this type of algorithms : KNN, K-means, etc.

Figure 2.6: Unsupervised learning example

3. Reinforcement Learning

It is the ability of an agent to interact with the environment and find out what is the best

outcome. It follows the concept of hit and trial method. The agent is rewarded or penal-

ized with a point for a correct or a wrong answer, and on the basis of the positive reward
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points gained the model trains itself. And again once trained it gets ready to predict the

new data presented to it [20].

In the figure 2.7, the dog is playing the role of the agent, when the dog does a desired action

or a close one the trainer who is playing the role of the environment will provide a reward

for the dog otherwise no rewards or a negative reward.

Examples of this type of algorithms : Markov decision process, Approximate dynamic

programming, etc.

Figure 2.7: Reinforcement Learning example

2.5 Deep learning

Deep learning is an approach of Machine learning, which deals with the training of neural net-

works, DL is the most widely used in machine learning. It is also the most powerful technique in

classification, which justifies its presence in almost all applications and fields that use machine

learning.

The main difference between Deep learning and machine learning algorithms (see figure

2.8) is that deep learning algorithms focus on feature learning automatically but in machine

learning we have to extract feature manually.
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Figure 2.8: The main difference between ML and DL

2.5.1 Artificial neural networks

To understand artificial neural networks first, we need to know some basic notions of biological

neural networks and the adaptations made in the artificial neural network model.

• Biological neuron

A biological neuron (see figure 2.9) which is a cell composed of a nucleus. The cell body

is divided to form the dendrites, it is by the dendrites that the information is transported

from the outside to the soma (Cell body), the processed information continues its way

through an axon to be transmitted to the other neurons.

The transmission between two neurons is not direct, but rather there is a small space 10−9

between the axon of the afferent neuron and the dendrites of the other neuron. This space,

defined as inter cellular, is called a synapse [2][3].

Figure 2.9: Biological neuron

• Artificial neuron

An artificial neuron (see figure 2.10) which is a simplification of the biological neuron,

each artificial neuron is an elementary processor. It takes as input a number of variables
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X = {x1, x2, x3, ...xn} called input layer, each input of artificial neuron is associated to a

weight w representing the value of the connection.

An activation function f transforms the weighted sum of the input variables and their

weights
∑n

i=1(wi × xi ) to a value which will then be transmitted to the output layer to be

compared with a threshold value, and then provide an output response [39][3].

Figure 2.10: Artificial neuron

• Artificial neural networks

The artificial neural network (multi-layer) consisting of several layers of neurons: an input

layer, a hidden layer, and an output layer. This neural network is an improvement of the

previous one to address more complex problems.

Figure 2.11: An artificial neural network

The artificial neural network has 3 types of layers (see figure 2.11) .

• Types of layers
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– Input layer : first layer in the neural network it is the layer which receive data, com-

posed of input neurons.

– Hidden layer: this layer or these layers are located between the input and the out-

put layers, in these layers the problems will be solved, the choice of hidden layers

depends on the complexity of the problem.

– Output layer: this is the last layer of an artificial neural network, this last layer pro-

duces the output of the program, if we have a classification problem then the output

layer neuron size will be equal to number of classes.

• Activation function

We mentioned activation function in the last subsections, in this subsection we will detail

more about activation function.

The artificial neuron calculates the sum of the inputs and their weight
∑n

i=1(wi×xi )+bi as,

this sum can take any value between -∞ and∞, so that the neuron can know the threshold

value for its activation, an activation function is used.

For the bias, we add a bias value to the weighted sum to get final value for prediction by

our neuron [3].

The activation function is used to introduce a non-linearity in the functioning of the arti-

ficial neuron unlike biological neurons which have a binary activation.

The activation function of artificial neuron have continuous values which allows to have

an infinity of possible values included in an interval of [-1,1] or [0,1].

There are several forms of activation functions, each one is used in a specific context, we

will mention the most used of them.

– ReLU Function

Defined by the following equation:

A(x) = max(0, x)
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The activation function ReLU (Rectified Linear Unit) is a linear function that is con-

sidered the most popular and the most used activation function. Its operation is

based on the fact that it replaces any negative input value with 0, and without modi-

fying positive value [4].

The curve of ReLU function in the figure 2.12.

Figure 2.12: ReLU Function curve

– Sigmoid function

Defined by the following equation:

f (x) = 1

1+e−x

Two values are possible for this activation function 0 or 1, its curve takes the form of

an S ,this function is used in the output layer when we have a binary classification

problem [4].

The curve of Sigmoid function in the figure 2.13.
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Figure 2.13: Sigmoid function curve

– Tanh function curve

Defined by the following equation:

f (x) = 2

1+e−2x
−1

This function transforms any real input into a value between [-1,1] [4].

The curve of Tanh function in the figure 2.14.

Figure 2.14: Tanh Function curve

Tanh is a variant of the sigmoid function, the relation between Tanh function and
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sigmoid function:

t anh(x) = 2si g moi d(2x)−1

– Softmax Function

A normalized exponential function, it is used to represent a categorical law on a vec-

tor z = (z1, z2, ..., zk) of K real numbers by transforming them to a vector σ(z) with K

probabilities of possible outcomes or the sum of K probabilities equal to 1.

so f tmax(z)i =σ(z)i = ezi∑K
k=1 ezk

, z = (z1, z2, .., zK ) ∈ R

This function is used in the output layer for the case of k-classes classification with

k >= 2 in order to compute the probability to which class an input zi belongs (the

class with the highest probability) [5].

2.5.2 Convolutional neural networks

• CNN’s description

Convolutional neural networks are a sub-category of neural networks. They have all the

characteristics of neural networks. And they are specifically designed to process images.

The CNN’s architecture is more specific, it is composed of two main blocks (see figure

2.15), and new layers types according to tasks[6].

Figure 2.15: Convolutional neural network composition
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• CNN blocks

1. The first block

The first block is the particularity of this type of neural network, since it works as

a feature extractor by applying convolution filtering operations.The first layer filters

the image with several convolution kernels, and returns feature maps [6].

2. The second block

The second block is not characteristic of a CNN, it is in fact found at the end of all

neural networks used for classification. The values of the input vector are trans-

formed (with several linear combinations and activation functions) to return a new

output vector. The vector contains as many elements as there are classes, the ele-

ment i represents the probability that the image belongs to class, each element is

therefore between 0 and 1, and the sum of all is 1. These probabilities are calculated

by the last layer of this block, which uses a sigmoid function (binary classification)

or a softmax function (multi-class classification) as an activation function [6].

• CNN layers types according to tasks

– Convolutional layer

Its purpose is to identify the presence of a set of features in the images received as

input. To do this, convolution filtering is performed, the principle is to drag a window

representing the feature onto the image, and to calculate the convolution product

between the feature and each portion of the scanned image.

An image for a computer is a matrix of pixels with different values. Here is an example

of how the CNN can apply a filter. before applying CNN filter we have our image as a

matrix of pixels (see figure 2.16), with a filter of size = (3*3), this filter will be applied

on this image [7] [8].
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Figure 2.16: Convulitional layer filter

After taking a part of the image equal to the size of the filter, we will place the result

of filter in the new matrix (feature map). By multiplying the image matrix with the

filter, we sum the results, this is the first result, and we do the same to the other parts

of image like what we did in figure 2.17.

Figure 2.17: Convulitional layer filter first result

– Pooling layer

This type of layer is often placed between two convolution layers, it receives as in-

put several feature maps, and applies to each of them the pooling operation. The

pooling operation consists of reducing the size of the images, while preserving their

important features.

In this example for the the blue part in the left-bottom of the map features in figure
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2.18, the important feature is 4, and we do the same to the rest parts of the map

features [7] [8].

Figure 2.18: Maxpooling layer

– Fully connected layers

The last fully-connected layer is used to classify the input image of the network, this

layer computes the score for each class from the extracted features from the first

block[7] [8].

The examples given are simple when compared to the real CNN learning process, the ob-

jective was to explain how CNN layers do tasks.

This is an abstract example (see figure 2.19) of how the full process of learning is done by

a CNN.

Figure 2.19: CNN learning process

2.6 Popular CNN Architectures

There is an infinite number of architecture, we will describe some of the most popular architec-

tures like VGGNet, LeNet, and EfficientNet family.
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• VGGNet

This architecture, which was one of the first to appear, was introduced by Simonyan and

Zisserman in 2014. The VGGNet architecture in the figure 2.20 is composed of convo-

lutional layers, ReLU as an activation function, Maxpooling layers are inserted between

convoolutional layers in order to reduce the size of features parameters, the classificasion

block is composed from dense layers which uses ReLU also, the final layer uses softmax

for classification [37].

Figure 2.20: Basic architecture of VGGNet

• EfficientNet

This architecture or this family of architecture (B0,B1,..,B7), were realised by google in

2019. The EfficientNet-B0 architecture in figure 2.21 wasn’t developed by engineers but by

the neural network itself.They developed this model using a multi-objective neural archi-

tecture search that optimizes both accuracy and floating-point operations. Taking B0 as a

baseline model, the authors developed a full family of EfficientNets from B1 to B7 which

achieved state of the art accuracy on ImageNet while being very efficient to its competitors

[9].

Figure 2.21: EfficientnetB0 architecture

20



Background

• LeNet

LeNet was introduced by Yan LeCun for digit recognition. The basic configuration of

LeNet-5 is in the figure 2.22, 2 convolutions layers, 2 sub-sampling layers, 2 fully con-

nected layers, and an output layer with the Gaussian connection. The total number of

weights and Multiply and Accumulates (MACs) are 431k and 2.3M respectively.

Figure 2.22: Basic architecture LeNet-5

2.7 Transfer learning

Transfer Learning is a technique of deep learning which allows Deep Learning to be done with-

out the need to spend a lot of time on calculations. The principle is to use the knowledge ac-

quired by a neural network when solving a problem to solve another more or less similar one. In

this way, a transfer of knowledge is achieved [24].

Most of the popular CNN architectures can be used for transfer learning after some modifi-

cations.

2.8 Diabetic retinopathy

2.8.1 Diabetes

Diabetes is an abnormal rise in blood sugar. This increase in blood sugar can lead to damage

to various organs, such as the eyes, heart, kidneys, nerves and blood vessels. Almost 90% of

diabetics live with the disease for years without knowing it, as diabetes does not usually cause
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any symptoms at the beginning of its course. Diabetes is diagnosed when fasting blood glucose

levels are greater than or equal to 1.26 g/l [17].

Diabetes can effect different parts of the body (see figure 2.23) like:

Figure 2.23: Effects of diabetes on human body

• The effect of diabetes on the eyes

Diabetic retinopathy (eye and retina) is a serious complication of diabetes that affects 50%

of type 2 diabetic patients[11]. The eyes are particularly susceptible to damage to small

vessels.

• The effect of diabetes on the heart

Diabetes can lead to cardiovascular complications as it also affects the large blood vessels.

• The effect of diabetes on the kidneys

The kidney forms urine by filtering the blood. Because of diabetes, the kidney filter be-

comes clogged and can no longer eliminates certain waste products and allows molecules

to pass into the urine that should not.

• The effect of diabetes on the nerves

Diabetes can affect all the nerves in the body. It affects two types of nerves: the peripheral

nerves that control muscles and sense the skin; and the nerves of the autonomic nervous
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system that control the functioning of the viscera.

2.8.2 Diabetic retinopathy

The disease often sets in without giving any warning signs.It is therefore possible to suffer from

retinopathy even with good eyesight and in the absence of any symptoms. It is therefore im-

portant to have regular check-ups by a specialist and to have early detection. If the disease is

allowed to spread, it will eventually affect the centre of the eye and the retina, creating serious

and irreparable vision problems (see figure 2.24) [12].

Diabetic retinopathy symptoms:

• Eye pain or redness.

• blurred or patchy vision.

• gradually worsening vision.

• sudden vision loss.

Figure 2.24: The difference between a normal retina and diabetic retinopathy retina

Levels of diabetic retinopathy

1. Mild diabetic retinopathy
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The first stage of diabetic retinopathy (see figure 2.25), at this level the doctor can see tiny

areas of swelling in the blood vessels of the retina [12].

Figure 2.25: Mild diabetic retinopathy

2. Moderate diabetic retinopathy

Increased swelling of tiny blood vessels begins to interfere with blood flow to the retina

(see figure 2.26) [12].

Figure 2.26: Moderate diabetic retinopathy

3. Severe diabetic retinopathy

More of the blood vessels in the retina become blocked, causing a significant decrease in

blood flow to that area. At this point, the body receives signals to start growing new blood

vessels in the retina (see figure 2.27) [12].

Figure 2.27: Severe diabetic retinopathy
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4. Proliferate diabetic retinopathy

This is an advanced stage of the disease, in which new blood vessels form in the retina. As

these blood vessels are often fragile, the risk of fluid leakage is higher.This triggers various

vision problems such as blurring, a reduced field of vision and even blindness (see figure

2.28)[12].

Figure 2.28: Proliferate diabetic retinopathy

2.8.3 Retinal imaging

Ophthalmologist uses a machine to get retina images (see figure 2.29) to monitor changes in

the fundus This machine can be used to assess and monitor symptoms of retinal detachment,

diabetic retino- pathy, vascular or inflammatory conditions and various eye diseases such as

glaucoma [13].

Figure 2.29: The machine used to get retina images
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2.8.4 Related works

In this subsection we will mention some of the previous works on classifying retina images using

different ML and DL techniques.

• Healthcare using deep learning Diabetic retinopathy detection using deep learning

Berra erraid and Meadi nadjib, 2019 thesis from the university of mohamed khieder-Biskra,

They used transfer learning with different architecture to classify DR images of the kag-

gle dataset into 2, 3, and 5 classes. for the preprocessing they have used gaussian filter

and data augmentation.the image number used is 3662 .They reported an accuracy of

99.22% and a validation of 100% using EfficientNetB0 on binary classification, an accu-

racy of 98.82% and a validation of 100% using ResNet50 on 3 classes and an accuracy of

98.23% and a validation of 100% using RestNet50 on 5 classes [14].

• Classification of diabetic and normal fundus images using new deep learning method

M. T. Esfahan et al. They used a known CNN, which is ResNet34 in their study to classify

DR images of the Kaggle dataset into normal or DR image (see figure 2.30). ResNet34 is one

the available pre-trained CNN architecture on ImageNet database. They applied a set of

image preprocessing techniques to improve the quality of images. The image preprocess-

ing included the Gaussian filter, weighted addition and image normalization. The image

number was 35000 images and its size was (512,512) pixels. They reported an accuracy of

85 % and a sensitivity of 86 % [30].

Figure 2.30: Block diagram of the proposed method

• Decision tree CART algorithm for diabetic retinopathy classification

Aziza, Elaouaber Zineb, et al. Propose an automatic system for diabetic retinopathy de-

tection from color fundus images. The proposed approach is based on the segmentation
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of blood vessels and extracts the geometric features, which are used in the early detection

of diabetic retinopathy. The Hessian matrix, ISODATA algorithm and active contour are

used for the segmentation of the blood vessels, they have used. Finally, they have applied

the decision tree CART algorithm to classify images into normal (NO-DR) or DR (see figure

2.31). The proposed system was tested on the drive and Messidor datasets and achieved

an average sensitivity, specificity and accuracy of 89%, 99% , and 96%, respectively for the

segmentation of retinal vessels and 91%, 100% , and 93%, respectively for the classification

of diabetic retinopathy[27].

Figure 2.31: Flowchart of the proposed method

• A convolutional neural network for the screening and staging of diabetic retinopathy

Mohamed Shaban, Zeliha Ogur et al, they proposed a CNN architecture (see figure 2.32)

inspired form the VGGNet architecture, to classify DR images of the Kaggle dataset into

normal, mild and moderate in the same level, sever and proliferate in the same level

image, they augmented data , and resized images to (224,224) in order to improve the

performance[36].
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Figure 2.32: Proposed architecture

• Development and Validation of a Deep Learning Algorithm for Detection of Diabetic

Retinopathy in Retinal Fundus Photographs

Varun Gulshan, Lily Peng et al, they trained CNN model using a retrospective development

data set of 128 175 retinal images, which were graded 3 to 7 times for diabetic retinopathy,

diabetic macular edema, and image gradability[31].

2.8.5 Conclusion

In this chapter we have covered some main aspects which are the basic of our current work:

healthcare, Artificial intelligence, and diabetic retinopathy. We have described the different use

cases of AI in healthcare, we detailed the basics of machine learning and deep learning then

we have discussed diabetes and its complications, diabetic retinopathy, diabetic retinopathy

levels, and finally we have mentioned some of the previous related works. The next chapter will

introduce our system design and the implementation of a new deep learning architecture for

the detection of the diabetic retinopathy.
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Chapter 3

Design and implementation of a deep

learning architecture for Diabetic

Retinopathy detection

3.1 Introduction

In the past few years, diabetic retinopathy detection have gained huge attention, and due to the

rapid development of Machine learning and Deep learning algorithms and the successful ap-

plications in this field, Deep learning convolutional neural networks have proven very effective

in many areas such as image recognition applications, including those of diabetic retinopathy

detection. In our project we are interested in creating a convolutional neural network in order

to detect and classify diabetic retinopathy levels. Our models uses image processing methods

to detect and classify diabetic retinopathy levels. In this chapter we present the system design,

the different datasets and their different structures, the preprocessing phase, and finally our

proposed CNN-architecture. We will mention the used tools, frameworks, libraries, and we will

show how we have implemented our system.

3.2 System design

In order to build a deep learning Model for detecting and classifying diabetic retinopathy levels

(No DR, mild , moderate, severe, proliferate ), our System will be following certain steps depicted

29



Design and implementation of a deep learning architecture for Diabetic Retinopathy detection

in figure 3.1.

Figure 3.1: Diagram of our System

The system starts firstly by getting the dataset, do preproccessing on the dataset, split dataset,

then we feed the CNN model with the splitted dataset, by the end we will have a model which

can classify new diabetic retinopathy images.

3.2.1 Dataset

1. Dataset description:

We have used 2 datasets from Kaggle which are available at Resized 2015 & 2019 Blindness

Detection Image [40].

(a) The first original (2019) Dataset is available at APTOS 2019 Blindness Detection [26].

This dataset was used in [36].

(b) The second original (2015) dataset is available at Diabetic Retinopathy (resized) [32]

and was used in [30].

The third dataset from Kaggle is available at Diabetic retinopathy detection [33].

2. Datasets structure:

(a) Original structure of the available datasests: In this dataset there is 5 classes (see

figure 3.2) which are levels of diabetic retinopathy:

i. No DR which represent Level 0: The patient retina has no diabetic retinopathy.
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ii. Mild which represent Level 1: The patient retina has a mild diabetic retinopathy.

iii. Moderate which represent Level 2: The patient retina has a moderate diabetic

retinopathy.

iv. Severe which represent Level 3: The patient retina has a Severe diabetic retinopa-

thy.

v. Proliferate DR which represent Level 4: The patient retina has a proliferate dia-

betic retinopathy.

Figure 3.2: Original structure

(b) Our first structure: In this structure we will be working on Diabetic retinopathy de-

tection, to clarify we will be working on 2 classes (see figure 3.3), which are:

i. NO DR: The patient retina is healthy and has no diabetic retinopathy.

ii. YES DR: The patient retina has diabetic retinopathy.
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Figure 3.3: First proposed structure

(c) Our second structure: We proposed this structure (see figure 3.4)to replace the orig-

inal (see figure 3.2) one due to the lack of data in the some classes (Mild -Severe -

Proliferate ) and we will be classifying 3 classes instead of 5:

i. Level 0 : The patient retina has no diabetic retinopathy.

ii. Level 1&2 : The patient retina has a level 1 or 2 diabetic retinopathy.

iii. Level 3&4 : The patient retina has a level 3 or 4 diabetic retinopathy.

Figure 3.4: Second proposed structure
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3.2.2 Preprocessing:

Before providing the data to CNN model for the training we need to pass by preprocessing, it is a

crucial phase where we do modifications on data like resizing, applying filters, removing noises,

etc. For that we applied gaussian filter then we resized all images.

1. Gaussian filtering:

Gaussian filtering is used to blur images and remove noise and detail[25].

In 2D dimension, the Gaussian function is:

G(x, y) = 1

2πσ2
e− x2+y2

2σ2

(a) Gaussian filtering for diabetic retinopathy:

we applied gaussian filtering on our dataset images, parameters and the way we ap-

plied this filter will be discussed in the implementation section.

(b) Gaussian filtering results:

By applying Gaussian filtering the quality of the retina has improved, blood vessels

are clearer now (see figure 3.5).

Figure 3.5: Gaussian filtering on diabetic retinopathy image

2. Resize:

Original dataset images size were (1024x1024x3). We resized images to (224x224x3), where

the first two values refers to the width and the height of the image, and the third one refers

to the image channels, which means that images are in RGB (Red, Green, Blue).

Why resizing images ?
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If we do use images with a big size directly, we need to use a big input shape size in the

CNN architecture, this will affect the number of parameters of the CNN model, and the

training phase will take longer time.

3.2.3 Splitting dataset

In Deep learning, the splitting of dataset, is to divide the dataset into training subset, validation

subset, and testing subset. Our dataset is splitted into 3 subsets with 70% images per class for

training, 20% for validation, and 10% for testing.

3.2.4 CNN Learning

In order to make a CNN learn from the training subset and the validation subset, first we will

detail layers parameters, hyper-parameters, optimizers, and other model parameters.

How a CNN model can learn?

The CNN is a mathematical construction with layers of different types, we detailed layers and

blocks in the previous chapter page 17-18-19, each layer does a task on the image or on the set

of images in order to get features that can be anywhere in the image. From one layer to another

the features become more complicated. The performance of a model is measured using kernels,

weights and a function through forward propagation (see figure 3.6) on a training dataset, and

learnable parameters are updated according to the loss value through back propagation [41].

Figure 3.6: CNN Training algorithm

1. Layers in CNN :
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A CNN is formed by a stack of distinct layers, convolution layers, pooling layers, fully con-

nected layers, and dropout layers in particular cases, we described in chapter 2 page 18-19

CNN these layers, in the next table 3.1 we will detail the parameters and hyper-parameters

of each layer.

parameters Hyper-parameters
Convolutional layer Kernels Kernel size , number of kernels stride ,

padding and activation function
Pooling layer None Pooling method ,filter size , padding and strides
Fully connected layer weights number of weights
dropout layers None dropout rate

Table 3.1: CNN layers parameters and hyper-parameters

Why we use dropout layer?

Dropout layer is used with an arbitrary rate(generally from 0.1 to 0.5)in order to avoid over

fitting.

How dropout is done?

Dropout refers to dropping out units(from hidden and visible layers)in a neural network,

to clarify those units from layers wont be used in the training.

2. Loss function

Loss function quantifies how wrong would be if we use model to make prediction, we

always try to minimize this function value.

3. Optimizers in CNN

Optimizers are algorithms or methods used to change the attributes of a neural network

such as weights and learning rate in order to reduce the losses. There are a number of

available optimizers optimizers like:SGD, RMSprop, adam, adamx, etc.

4. Other CNN parameters:

Before we passe to the model training, some parameters need to be explained due to the

importance of these parameters.
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• Input shape(width,height ,channels): It is an image with the first two values refers to

the width and the height of the image, and the third one refers to the image channels.

• Padding: One of the layers parameters, when this value is set to ’same’, border ele-

ments of the shape wont be discarded.

• Epoch: When the entire dataset is passed through the CNN.

• Batch size: Total of training or validation example in a single batch,Our batch_size is

set to 32 in our experimentations.

• Shuffle: When this value is set to ’True’, the dataset will be shuffled before training.

• Class weight: How the CNN gives importance to classes, it is used when the dataset

is imbalanced.

• Step per epoch: The number of batch iterations before a training epoch is consid-

ered finished, it is generally calculated by dividing the number of samples in training

subset on batch size.

• Validation steps: The number of batch iterations before a validation epoch is con-

sidered finished, it is generally calculated by dividing the number of samples in vali-

dation subset on batch size.

• Lr or Learning rate: The learning rate controls how quickly the model is adapted to

the problem (usually very small).

3.2.5 Prediction

After the training phase, the prediction phase is the phase where a CNN model is ready to classify

images, for us we have the third subset from the dataset splitting and we will use it to test our

CNN model.

3.2.6 Evaluation of a CNN Model

In order to evaluate the performance of a CNN model, true positives(TP), true negatives(TN),

false positives (FP), and false negatives(FN). These prediction ensembles are used to calculate
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variety of performance metrics including Accuracy, Precision , and F1score according to the

following equations:

ACCU R AC Y = T P +T N

T P +T N +F P +F N

PREC I SION = T P

T P +F P

F 1SCORE = T P

T P + 1
2 (F P +F N )

3.3 Implementation of a Deep Learning architecture

In the previous section we detailed our system design. The objective of this section is to mention

tools and frameworks, implement our system design and present code.

3.3.1 Frameworks , tools and libraries

• Python

Python is a programming language created by Guido van Rossum and first released in

1991, Python is a general-purpose, versatile, and powerful programming language.

Figure 3.7: Python logo

• Google Colab

Google Colab, is a product from Google Research. Colab allows anybody to write and ex-

ecute arbitrary python code through the browser, and is especially well suited to machine
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learning, data analysis and education.

while using Google colab code is executed in a virtual machine, Virtual machines are re-

cycled when idle for a while.

Table 3.2: Google Colab resources

GPU Runtime RAM disk capacity

Google Colab K80 12h 12GB 60GB

Google Colab pro T4 & P100 24h 25GB 108GB

Figure 3.8: Google Colab logo

• OpenCv

Developed by Intel, OpenCv provides a real-time optimized Computer Vision library, tools,

and hardware.

Figure 3.9: OpenCv logo

• Anaconda spyder

Spyder is a Python development environment (IDE) .

Figure 3.10: Python logo
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• Matplotlib

Matlplotlib is a plotting library for the python programming language and its numerical

mathematics extension NumPy. It provides an object-oriented API for embedding plots

into applications using general-purpose GUI toolkits like Tkinter, wxPython, Qt, or GTK+.

Figure 3.11: Matplotlib logo

• Keras

Keras is a powerful open source Python library for developing and evaluating deep learn-

ing models.

Figure 3.12: Keras logo

• TennsorFlow

TensorFlow is open-source library for machine learning. It can be used across a range of

tasks but has a particular focus on training and inference of deep neural networks and

machine learning.

Figure 3.13: Tensorflow logo

• NumPy

NumPy is a python fundamental scientific computing library, it provides a high perfor-

mance multidimensional array object, and tools for working with these arrays.

Figure 3.14: NumPy logo
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• Kaggle

Kaggle is an online community of data scientists and machine learning practitioners. Kag-

gle allows users to find and publish datasets.

Figure 3.15: Kaggle logo

3.3.2 Dataset preparation and preprocessing

1. Download Dataset to Google Colab

First of all we have downloaded the Datasets from Kaggle to our google Colab account

using the dataset API.

1 !kaggle datasets download -d benjaminwarner/resized -2015 -2019 -
blindness -detection -images

2

2. Functions and parameters of the used gaussin filter

The gaussin filtering shown in the last section (page 34 figure 3.5) was obtained by using 2

functions from OpenCv.

(a) cv2.addWeighted(src1,alpha,src2,beta,gamma).

src1 - first input.

alpha – weight of the first array.

src2 – second input array of the same size and channel. number as src1.

beta - weight of the second array elements.

gamma - scalar added to each sum.

other function parameters were not modified [21].

(b) cv2.GaussianBlur(src, ksize, sigmaX)

src - input.

ksize - Gaussian Kernel Size.
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sigmaX - Kernel standard deviation along X-axis (horizontal direction).

other function parameters were not modified [22].

1 import cv2
2 import os
3 import glob
4 os.chdir("/content/dataset") # dataset path example
5 for file in glob.glob("*.jpg"):# look for this image format using glob

library ,our dataset images are in this format
6 img = cv2.imread(file) # load an image
7 gaussian = cv2.addWeighted(img , 4, cv2.GaussianBlur(img , (0,0),

10), -4, 128) #apply gaussin filtering
8 gaussian = cv2.resize(gaussian , (224, 224)) # resize images
9 cv2.imwrite(file ,gaussian) # save image

10

Listing 3.1: preprocessing

3. Splitting and preparing Dataset

We have used split_folder.ratio in order to split our dataset into 3 subsets as we mentioned

before. split_folder.ratio parameters:

splitfolders.ratio(input_folder,output,seed,ratio)

1 import splitfolders
2 input_folder="/content/dataset" #dataset path
3 output="/content/newDataset" #splitted dataset new path
4 splitfolders.ratio(input_folder ,output ,
5 seed =1337 ,# set seed value for shuffling the items.
6 ratio =(.7 ,.2 ,.1)) # 70% for training 20% for validation 10% for

testing
7

8

Listing 3.2: Splitting Dataset

Now we have a splitted dataset, we will prepare it for the CNN Model.

1 trdata = ImageDataGenerator ()
2 traindata = trdata.flow_from_directory(directory="/content/out/train"#

training dataset directory
3 ,target_size =(224 ,224))
4 tsdata = ImageDataGenerator ()
5 testdata = tsdata.flow_from_directory(directory="/content/out/val"#

validation dataset directory
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6 , target_size =(224 ,224))

Listing 3.3: Dataset preparation

description

ImageDataGenerator() Generate batches of tensor image
data with real-time data augmentation.

target_size if the images size is not equal to the target size ,
all images will be resized to (224,224) , for us
images are already resized in the prepocessing phase

Table 3.3: Compiling Model arguments

3.3.3 Building our CNN Model

1. Import libraries and modules

For building a CNN with keras we need to import libraries first.

1 import keras ,os
2 from keras.models import Sequential
3 from keras.layers import Dense , Conv2D , MaxPool2D , Flatten ,Dropout
4 from keras.preprocessing.image import ImageDataGenerator
5 import numpy as np
6 from keras.models import Sequential
7

8

9

Listing 3.4: necessary imports for building a CNN Molde

2. CNN parameters initialization

Since we have different data structures, we will delay the initialization to the next chapter,

in the next chapter we will give details of initialization for each structure.

3. Creating Diabetic Retinopathy Detection CNN Model

After trying many CNN configurations, the one that will be described had the best results.

(a) Used CNN Model:
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1 model = Sequential ()
2

Listing 3.5: Sequential model

The sequential model is a way of creating deep learning models where an instance of

the Sequential class is created and model layers are created and added to it.

(b) Used CNN Architecture

1 #Layer number 1
2 model.add(Conv2D(input_shape =(224 ,224 ,3),filters =32, kernel_size

=(3 ,3),padding="same", activation="relu"))
3 model.add(MaxPool2D(pool_size =(2 ,2),strides =(2,2)))
4 #Layer number 2
5 model.add(Conv2D(filters =32, kernel_size =(3,3), padding="same",

activation="relu"))
6 model.add(MaxPool2D(pool_size =(2 ,2),strides =(2,2)))
7 #Layer number 3
8 model.add(Conv2D(filters =64, kernel_size =(3,3), padding="same",

activation="relu"))
9 model.add(MaxPool2D(pool_size =(2 ,2),strides =(2,2)))

10 #Layer number 4
11 model.add(Conv2D(filters =64, kernel_size =(3,3), padding="same",

activation="relu"))
12 model.add(MaxPool2D(pool_size =(2 ,2),strides =(2,2)))
13 #Layer number 5
14 model.add(Conv2D(filters =128, kernel_size =(3,3), padding="same",

activation="relu"))
15 model.add(MaxPool2D(pool_size =(2 ,2),strides =(2,2)))
16 #Layer number 6
17 model.add(Flatten ())
18 model.add(Dense(units =512, activation="relu"))
19 #Layer number 7
20 model.add(Dense(units =256, activation="relu"))
21 model.add(Dropout (0.2))
22 #Layer number 8
23 model.add(Dense(number_of_classes , activation="softmax"))
24

Listing 3.6: Diabetic retinopathy Detection CNN Model Architecture
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Layers Formed from

Layer number 1 Conv2D(32,(3,3)),MaxPooling(2,2),

padding("same"),activation("relu")

Layer number 2 Conv2D(32,(3,3)),MaxPooling(2,2),

padding("same"),activation("relu")

Layer number 3 Conv2D(64,(3,3)),MaxPooling(2,2),

padding("same"),activation("relu")

Layer number 4 Conv2D(64,(3,3)),MaxPooling(2,2),

padding("same"),activation("relu")

Layer number 5 Conv2D(128,(3,3)),MaxPooling(2,2),

padding("same"),activation("relu")

Layer number 6 Flatten(),Dense(512),activation("relu")

Layer number 7 Dense(256),activation("relu"),

Dropout(dropOutRate)

Layer number 8 Dense(number_of_classes),

activation("softmax")

Table 3.4: CNN Layers composition

We have used add function to add layers to our CNN model, for the 2 hyper-parameters

number_of_classes and dropOutRate, these 2 hyper-parameters will be changed ac-

cording to the dataset structure.

(c) Used optimizer

1 from keras.optimizers import Adam
2 opt = Adam(lr=1e-4)

Listing 3.7: Optimizer used

An optimizer is one of the two arguments required for compiling a Keras model, the

optimizer controls learning rate, We have used adam as optimizer with a learning

rate= 0.0001.

(d) Used loss function
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A loss function is the second required argument for compiling a Keras model, the

loss function measures performance of a classification model.

(e) Used metrics

Metrics describe how good our model is doing in the training phase.

4. Compiling CNN Model

1 model.compile(optimizer=opt , loss=keras.losses.
categorical_crossentropy , metrics =[’Precision ’,’accuracy ’,’
FalseNegatives ’,’FalsePositives ’,’TrueNegatives ’,’TruePositives ’])

Listing 3.8: Compiling Model

Function Arguments

model.Compile() optimizer = adam
learning rate = 0.0001
Loss function = categorical crossentropy
Metrics = [’Precision’,’accuracy’,’FalseNegatives’
,’FalsePositives’,’TrueNegatives’,’TruePositives’]

Table 3.5: Compiling Model arguments

5. Model summary

Once our model is ready, we can call summary() method to display its contents.

1 model.summary ()

Listing 3.9: Model summary
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Figure 3.16: Model summary

6. Training CNN Model

To train the model we have used fit generator, ModelCheckpoint and EarlyStopping with

different arguments according to the structure, in this section we will explain the role of

each argument and other functions.

1 from keras.callbacks import ModelCheckpoint , EarlyStopping
2 checkpoint = ModelCheckpoint("modelName.h5", monitor=’monitor ’,

verbose=1, save_best_only=True , save_weights_only=False , mode=’auto
’,period =1)

3 early = EarlyStopping(monitor=’monitor ’, min_delta =0, patience=
Number_of_patience , verbose=0, mode=’auto’)

4 hist = model.fit_generator(steps_per_epoch=len(traindata),generator=
traindata , validation_data= testdata , validation_steps=len(testdata
),epochs =100, shuffle= True ,class_weight=class_weights ,callbacks =[
checkpoint ,early ])

Listing 3.10: Fitting Model

•
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• ModelCheckpoint

tf.keras.callbacks.ModelCheckpoint is used in conjunction with training using model.fit()

to save a model.

Function Arguments

ModelCheckpoint -Model name
-monitor of performance
-verbose mode 0,1 or 2 , we used 1 for an
animated progress
-save_best_only , if = true it only saves
when the model is considered the "best"
-save_weights_only , if = false , the full
model is saved
-mode ,one of max,min or auto ,in
our case the save_best_only will
overwrite the mode mode
period is just an additional argument
for backwards compatibility

Table 3.6: Function description for the Checkpoint

• EarlyStopping

Early stop is a method, used to specify arbitrary the number of epochs according to

a monitor once the model performance stops improving, the main objective of this

method is to avoid over fitting.
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Function Arguments

EarlyStopping -monitor of performance

min_delta is the minimum change in the ,

monitored quantity if the change is less

than min_delta ,will count

as no improvement

- patience is the number of epochs with no

improvement after which training will

be stopped

verbose mode if = 0 , silent , no animation

-mode is one of max,min or auto ,here it

will follow the monitor if val accuracy

then mode will be max,if val_loss

then the mode will be min

Table 3.7: Function description for the earlyStopping

• model.fit_generator This function will train our for model .

Function Arguments

fit_generator -step per epoch is calculated using len(traindata)
-validation_steps is calculated using len(testdata))
-epochs = 100
-shuffle , when = true , dataset will be shuffled
before the training CNN
class_weight , when data is unbalanced , class
weight takes the value ’balanced’
callbacks=[checkpoint,early] , fit_model uses the
2 previous functions

Table 3.8: Function description for the model fitting

Since we have different data structures, some parameters will be changed according to the

structure, in the next chapter we will give details and training results for each structure .
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3.4 Testing our CNN Model

In order to test our model on the third subset (test) we have used this code. This code was used

on the first proposed structure model, with some changes we used the same code for the other

structures.

1 import numpy as np
2 import tensorflow as tf
3 import matplotlib.pyplot as plt
4 from tensorflow import keras
5 from keras.models import load_model
6 from tensorflow import keras
7 from keras.preprocessing import image
8 import PIL
9 import os

10 import os.path
11 from PIL import Image
12 from os import listdir
13 from PIL import Image as PImage
14 import numpy as np
15 from keras.preprocessing.image import ImageDataGenerator
16 from keras.preprocessing.image import img_to_array
17 from keras.preprocessing.image import load_img
18 import numpy as np
19 import argparse
20 import glob
21 import PIL
22 import os
23 import os.path
24 from PIL import Image
25 indiceDR0 =0 #NO DR counter
26 indiceDR12 =0#YES DR counter
27 total=0# total of images
28

29 f = r’/content/out/test/NO’ #path of third subset for the no DR
30

31 for file in os.listdir(f):
32 f_img = f+"/"+file
33

34 img = image.load_img(f_img , target_size =(224, 224)) # use the same
target size of CNN model

35 img = np.asarray(img) #converte image to an array
36 img = np.expand_dims(img , axis =0)
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37 output = model.predict(img) #what the model predected , it is a matrix
with j(second index of the matrix)size equal to the same number of

classes
38

39

40 if output [0][0] > output [0][1] : # if the probability that this image
belongs to NO DR is bigger than the probability of that this image
belongs to the YES DR .

41 print("NO ", output [0])
42 indiceDR0 += 1
43 total += 1
44 if output [0][1] > output [0][0]:
45 print("YES ", output [0])
46 indiceDR12 += 1
47 total += 1
48 print("====================")
49 print("NO DR predict")
50 print("====================")
51 print("NO",indiceDR0)
52 print("YES",indiceDR12)

Listing 3.11: Testning Model

3.5 Conclusion

In this chapter we have presented our datasets structures, we have described also our system

design, what we did exactly in the preprocessing phase, we have mentioned the used tools, li-

braries and frameworks used, we have presented the implementation of a big part of our system

and we have detailed about our CNN model. In the next chapter, we will discuss different exper-

imentations and obtained results.
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Chapter 4

Experimentation and Results

4.1 Introduction

In the previous chapter, we have described our system design, we have showed the structures of

the Datasets, and we have also presented code for each system design phase. In this chapter, we

will specify the remaining parameters, hyper-parameters, and we will use the proposed struc-

tures. By the end of each subsection, we will discuss our experiments and the obtained results.

Finally, we will compare our obtained results with some of the previous related works.

4.2 First Dataset

The next table 4.1 shows the original dataset structure1 with the number of images per class (NO

DR: patient has no diabetic retinopathy, Mild: patient has a mild diabetic retinopathy, Moderate:

patient has a moderate diabetic retinopathy, Severe: patient has a sever diabetic retinopathy,

Profile DR: patient has a proliferate diabetic retinopathy).

Level Number of images

NO DR 1805
Mild 370

Moderate 999
Severe 193

Proliferate DR 295

Table 4.1: Original structure Dataset 1

1https://www.kaggle.com/c/aptos2019-blindness-detection/overview
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4.2.1 First proposed Structure (Binary classification)

This structure will be used to train a model for detecting diabetic retinopathy, which means we

will have 2 levels: NO DR and YES DR, as we have mentioned before. The Dataset will be splitted

into 3 subsets: training subset, validation subset and testing subset.

Training Validation Test Total

NO DR 1263 361 181 1805
YES DR 1299 371 187 1857

Total 2562 732 368 3662

Table 4.2: first proposed structure Dataset 1

1. Specification of parameters initialization for this structure: In this first structure, we

propose the following set of parameters in the table 4.3.

Informations

input shape (224,224,3)

Number of Epochs 31

early stopped

Step per Epoch total training images /

batch size =81

Class weight not used ,

balanced dataset

dropOutRate 20%

Patience 15

Last output Layer Dense(2)

ModelCheckpoint val_acc

Monitor

EarlyStopping val_loss

Monitor

Table 4.3: Table of parameters for first proposed structure
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2. Experimentation: We have evaluated the model using training accuracy, validation ac-

curacy, training loss and validation loss. To visualise the performance of the model, we

present the following plots.

• A plot of accuracy and validation accuracy over epochs:

Figure 4.1: The model Accuracy

• A plot of loss and validation loss over epochs over epochs:

Figure 4.2: The model Loss

• The plots of learning curves 4.1 and 4.2 show a good Fit because:

– The accuracy and validation accuracy are converging to the same value.

– The loss and loss validation are decreasing to the same value.
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3. Saving Model

The best model was saved in the epoch number 15, the the early stopping was in the epoch

31. Performance metrics of this model are in the table 4.3.

Figure 4.3: Saving best model first structure Dataset 1

Accuracy Validation accuracy Loss Validation Loss
CNN Model 96.93% 95.08% 9,14% 17,07%

Table 4.4: Table of results first proposed structure first Dataset

4. Testing Model

In this phase, we will use the third subset, in order to test how good our CNN model is

doing on new images from the Dataset.

Figure 4.4: Model for detection DR first structure

5. Results and discussion

After testing our model on the third subset:

• Metrics results on test subset
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Figure 4.5: Model testing first structure Dataset 1

• Confusion matrix

The confusion matrix is a table that is often used to describe the performance of a

classification model.

Figure 4.6: Confusion matrix first structure Dataset 1

– The model could predict 175 images right out of 181 from the NO DR test folder.

– The model could predict 177 images right out of 187 from the YES DR test folder.

– Our model could detect and make difference between the 2 classes.
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4.2.2 Second proposed structure

We have proposed this structure to replace the original one since we have a high unbalance

between classes as well the 2 last classes are poor (give the number of images of each class). The

idea is to keep level 0 as NO DR, to group the level 1 with level 2, the level 3 with level 4, after

splitting dataset with this structure.

Training Validation Test Total

Lvl 0 1263 361 181 1805
Lvl 1&2 958 273 138 1369
Lvl 3&4 341 97 50 488

Total 2562 731 369 3662

Table 4.5: Second proposed structure Dataset 1

1. Specification of parameters initialization for this structure: The following table 4.6 pro-

vides the values of the used parameters.

Informations

input shape (224,224,3)

Number of Epochs 23

early stopped

Step per Epoch total training images /

batch size = 81

Class weight ’balanced’

dropOutRate 10%

Patience 30

Last output Layer Dense(3)

ModelCheckpoint Val_acc

Monitor

EarlyStopping val_loss

Monitor

Table 4.6: Table of parameters for second proposed structure Dataset 1
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2. Experimentation: We have evaluated the model using training accuracy, validation accu-

racy, training loss and validation loss. To visualise the performance of the model, we give

the following plots.

• A plot of accuracy and validation accuracy over epochs:

Figure 4.7: The model Accuracy

• A plot of loss and validation loss over epochs over epochs:

Figure 4.8: The model Loss

• The plots of learning curves 4.7 and 4.8 show a good Fit.

– The accuracy and validation accuracy are converging to the same values .

– The loss and loss validation are decreasing to the same values .
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– The lack of data in the last class 3&4 had an effect on the learning .

3. Saving Model

The best model was saved in the epoch number 17, the early stopping was in the epoch

23. Performance metrics of this model are in the table 4.7.

Figure 4.9: Saving best model second proposed structure Dataset 1

Accuracy Validation accuracy Loss Validation Loss
CNN Model 93.06% 81.12% 24.51% 50.57%

Table 4.7: Table of results second proposed structure first Dataset

4. Testing Model

In this phase, we will use the third subset, in order to test how good our CNN model is

doing on new images from the dataset.

Figure 4.10: Model classifying DR second structure

5. Results and discussion

After testing our model on the third subset:

• Metrics results on test subset
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Figure 4.11: Model testing second structure Dataset 1

• Confusion matrix

Figure 4.12: Confusion matrix second structure Dataset 1

– The model could predict 177 images right out of 181 from the LVL0 test folder.

– The model could predict 101 images right out of 138 from the LVL1&2 test folder.

– The model predicted only 19 images right out of 50 from the LVL3&4 test folder.

– Our model could detect and make difference between the 2 first classes but

not the third class. This is caused by the lack of data in the third class. Our

model could not learn much feature to make the difference, we have modified

the Dataset in order to solve the problem. This modification provides a new

structure which will be used in the section 4.2.3.
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4.2.3 Second proposed structure with modifications

We have modified the first dataset by replacing its 2 last classes (severe DR, proliferate DR) by

another 2 classes from the second dataset (see figure 4.13. This modification aims to provide

more images in the last 2 classes.

Figure 4.13: Modification of the first Dataset

Now we will work normally on 3 classes Lvl 0, Lvl 1&2 and a larger Lvl 3&4, after splitting the

dataset, as depicted in the following table.

Training Validation Test Total

Lvl 0 1263 361 181 1805
Lvl 1&2 958 273 138 1369
Lvl 3&4 1106 316 159 1581

Total 3327 950 478 4755

Table 4.8: Second proposed structure Dataset 1 with modifications

1. Specification of parameters initialization for this structure: In this third structure (the

second one with modification), we propose the following set of parameters in the table

4.9.
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Informations

input shape (224,224,3)

Number of Epochs 37

early stopped

Step per Epoch total training images /

batch size = 104

Class weight not used ,

balanced Dataset

dropOutRate 10%

Patience 30

Last output Layer Dense(3)

ModelCheckpoint Val_acc

Monitor

EarlyStopping val_loss

Monitor

Table 4.9: Table of parameters for second proposed structure with modifications

2. Experimentation

We have evaluated the model using training accuracy, validation accuracy, training loss

and validation loss. To visualise the performance of the model, the following plots are

provided.

• A plot of accuracy and validation accuracy over epochs:
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Figure 4.14: The model Accuracy

• A plot of loss and validation loss over epochs over epochs:

Figure 4.15: The model Loss

• The plots of learning curves 4.14 and 4.15 show a good Fit because:

– The accuracy and validation accuracy are converging to the same values.

– The loss and loss validation are decreasing to the same values.

3. Saving Model

The best model was saved in the epoch number 17, and the early stopping was in the

epoch 23. Performance metrics of this model are in the table 4.10.
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Figure 4.16: Saving best model second proposed structure with modifications first Dataset

Accuracy Validation accuracy Loss Validation Loss
CNN Model 99.84% 95.89% 00.73% 16.12%

Table 4.10: Table of results second proposed structure with modifications first Dataset

4. Testing Model

In this phase, we will use the third subset, in order to test how good our CNN model is

doing on new images from the Dataset.

Figure 4.17: Model classifying DR second structure woth modifications

5. Results and discussion

After testing our model on the third subset:

• Metrics results on test subset

Figure 4.18: Model testing second structure with modifications
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• Confusion matrix

Figure 4.19: Confusion matrix second structure with modifications

– The model could predict 177 images right out of 181 for the LVL0 test folder.

– The model could predict 121 images right out of 138 for the LVL1&2 test folder.

– The model could predict 158 images right out of 159 for the LVL3&4 test folder.

– This update makes the model finding better features for the third class. Indeed,

now the model makes difference between the 3 classes and could classify cor-

rectly.

4.3 Second dataset

For this dataset1, we have taken our time working on the first proposed structure, since this

structure is the less complicated and it has 2 classes only. The table below describes the number

of samples for this Dataset before the splitting.

1https://www.kaggle.com/tanlikesmath/diabetic-retinopathy-resized
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Number of images

NO DR 25810

Mild 2443

Moderate 5292

Severe 873

Proliferate DR 708

Table 4.11: Original structure Dataset 2

4.3.1 One proposed structure (Binary classification)

It is always better to balance the data manually if we can. In order to do that, in this structure we

have taken 9500 images from the NO DR class and all the images from other classes. The table

4.12 describes the splitted dataset.

Training Validation Test Total

NO DR 6650 1900 951 9501
YES DR 6521 1863 932 9316

Total 13171 3763 1883 18817

Table 4.12: the proposed structure Dataset 2

1. Specification of parameters initialization for this structure:

Notice: we have decreased the learning rate for this dataset from 0.0001 to 0.00001.

The following table 4.13 pro-vides the values of the used parameters.
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Informations

input shape (224,224,3)

Number of Epochs 50

early stopped

Step per Epoch total training images /

batch size = 412

Class weight not used ,

balanced Dataset

dropOutRate 10%

Patience 30

Last output Layer Dense(2)

ModelCheckpoint Val_acc

Monitor

EarlyStopping val_loss

Monitor

Table 4.13: Table of parameters for second Dataset

2. Experimentation

We have evaluated the model using training accuracy, validation accuracy, training loss

and validation loss. To visualise the performance of the model, we give the following plots.

• A plot of accuracy and validation accuracy over epochs:
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Figure 4.20: The model Accuracy

• A plot of loss and validation loss over epochs over epochs:

Figure 4.21: The model Loss

• The plots of learning curves 4.20 and 4.21 show an over Fitting because:

– The accuracy and validation accuracy are not converging to the same values.

– The loss is decreasing but not the validation loss.

3. Saving Model The best model was saved in the epoch number 34, the early stopping was

in the epoch 50. Performance metrics of this model are in the table 4.14.
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Figure 4.22: Saving best model second dataset

Accuracy Validation accuracy Loss Validation Loss
CNN Model 79.99% 61.12% 44.69% 69.90%

Table 4.14: Table of results second Dataset

4. Testing Model

In this phase, we will use the third subset, in order to test how good our CNN model is

doing on new images from the dataset.

Figure 4.23: Model for detection DR first structure

5. Results and discussion

After testing our model on the third subset:

• metrics results on test subest:

Figure 4.24: Model testing Second Dataset
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• confusion matrix

Figure 4.25: Confusion matrix Second Dataset

– The model could predict 617 images right out of 951 for the NO DR test folder.

– The model could predict 549 images right out of 932 for the YES DR test folder.

– Our model is finding difficulty to make difference between the 2 classes, in the

next subsection we will describe all what we tried like solutions.

6. Other tried ideas to improve results

In order to improve our model performance for the second dataset, we have tried many

solutions and updates on the second datset. However, those improvements were not con-

siderable. All tried solutions are presented in table 4.15.
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Manipulated tested values Description

parameters

Optimizers -Adam with different Lr. Optimizers are algorithms

-Adamx with different Lr. used to change the attributes

-SGD with different Lr. of a neural network

-RMSprop with different Lr.

Input shape (224,224,3) It is an image with the first

(299,299,3) two values refers to the

(512,512,3) width and the height of

(1024,1024,3) the image, where the third

one refers to the image channels

Learning rates 0.001 learning rate controls

0.0001 how quickly the model

0.00001 is adapted to the problem

Filter applied grey scale Filter tried in

guassian blur only preprocessing phase

Transfer learning -Efficentnet B0 Pretrained models tried

-Efficentnet B4

Data agumentation -Augment both classes Different data augmentation

to 25 000 samples ways were tried in preprocessing

-Augment both classes phase to improve model perfor-

to 50 000 samples mance

-Augment both classes

to 100 000 samples

Architecture size 20 millions parameters Many layers configurations

50 millions parameters were tried

150 millions parameters

Table 4.15: Tried solutions

Unfortunately, all these parameters were leading to an Over fit with a validations accuracy
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< 65.

4.4 Third dataset

This is the biggest diabetic retinopathy detection dataset1 available on Kaggle. It has the same

original structure with 5 classes (No DR, mild, moderate, severe, proliferate ), but with a huge

number of samples 88 708. The size of all zipped files is 82 GO. Unfortunately, we couldn’t use

this dataset since the disk capacity in Google Colab Pro is limited.

4.5 Comparison of our work with previous works

In this section, we will compare different results from different related works with ours. We have

chosen accuracy, validation accuracy and dataset organization as Comparison criteria. We have

also mentioned which dataset was used in each work.

4.5.1 Table of Comparison

We must explain some important points before presenting the table.

1. Since we have modified the dataset in the third experimentation, we will not compare its

results with others works results. In deep learning, we compare results only when we use

the same dataset.

2. For the last experimentation, our model did not learn and no solution was found even

after trying many different parameters. The model was over fitting and so that this experi-

mentation results will not be compared also. Indeed, when the model over fits its accuracy

is no more realistic.

3. For the fifth related work [31] in page 29, we can not compare it with other works since

the dataset used has an other structure and the accuracy was not mentioned in the paper

[31], however the precision was equal to 96%.

1https://www.kaggle.com/c/diabetic-retinopathy-detection/data
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‘

Accuracy Validation accuracy Dataset Used Dataset

organization

Our architecture 96.93% 95.08% 2 First Dataset

with first structure

Our architecture 93,06% 81,12% 3 First Dataset

with second structure

EfficientNetB0 [14] 99.22% 100% 2 First Dataset

ResNet50 as mentioned 98.82% 100% 3 First Dataset

in the work [14]

ResNet50 as mentioned 98.23% 100% 5 First Dataset

in the work [14]

ResNet34 [30] 85% - 2 Second Dataset

CNN Model 92% 89% 3 First Dataset

Inspired from VGGNet [36]

Decision tree [27] 92% 89% 2 -

Table 4.16: Table of comparison

From the table 4.16, we can conclude that the more we have classes the less accuracy we

get, also our architecture is performing good compared with the most popular and powerful

architectures.

4.6 Conclusion

In this chapter we have detailed the different parameters for each structure, we have worked

on different datasets, we have explained all experimentations, and we have illustrated results

though plots and the confusion matrix for the test phase. The results obtained represent partic-

ularly good performances which encourage the improvement of our model architecture.
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Chapter 5

Conclusion and Perspectives
The application of Deep Learning (DL) in healthcare attracts lot of researchers. This new ap-

proach have proved to be suitable in several applications. The diabetic retionpathy is one of the

most serious diseases that affect a large amount of population over the world.

Throughout this dissertation, we have proposed a variant of deep learning architectures for

the detection and classification of diabetic retinopathy levels. Indeed, we have investigated sev-

eral works and architectures that were proposed to deal with images classification and diabetic

retinopathy detection. Based on those proposed work, we have tried to propose a variant archi-

tecture to improve the existing results. Practically, two datasets [26] [32] were used to train our

models and to validate their results.

The results have shown that Convolutional Neural Networks (CNN) models can be used in

medical diagnosis, our model showed good results in term of classifying using the first dataset

[26] but not the second one [32]. We did not tried enough preprocessing methods or other deep

learning techniques due to hardware and time limitations.

Finally, this work opens the field to several future works such as the improvement of the

model by using the third dataset, and many other deep learning techniques, and other prepro-

cessing methods.
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