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Abstract 

Digital twin has become recently an important concept in industry and academia. 
Make a digital representation of a system or a physical assets help to improve processes, 
study the expected behaviour of production and maximize benefits. 

Many problems make the digital twin model not accurate to the real or physical 
asset, one of these problems is Data Drift. In this thesis we will make a system to resolve 
inaccurate of a model due to the data drift problem.  

The system detects the drift in data using statistics calculation. we calculate mean 
and variance for each features in each data initial and new (online), then we calculate the 
percentage of change between the two calculation results. We update to the digital twin 
basing the calculation results. 

Keywords: Digital twin, multivariate data, data drift, Statistics, deep learning model. 

 

  ملخص 
ᢝ الصناعة والأوساط الأᝏادᘌمᘭة

ᡧᣚ مؤخر᠍ا مفهوم᠍ا مهم᠍ا ᢝᣥلنظام أو الأصول  .أصبح التوأم الرق ᢝᣥل الرقᘭساعد التمثᛒ
ᡧ العملᘭات ودرا ᢕᣌتحس ᣢة عᘌادة سة السلوك المتوقع للإنتاج والمادᗫالفوائد ز. 

ᡧ هذه المشاᝏل العدᘌد  ᢕᣌأو المادي ، ومن ب ᢝ
ᡨᣛᘭة للأصل الحقᘘال سᗷ دقيق ᢕᣂغ ᢝᣥل تجعل نموذج التوأم الرقᝏمن المشا

ᢝ هذه الأطروحة ، سنقوم بᙏឝشاء نظام لحل مشᜓلة عدم دقة النموذج ᚽسᛞب مشᜓلة انحراف البᘭانات  .انجراف البᘭانات
ᡧᣚ.  

ᢝ الب  
ᡧᣚ شف النظام الانحرافᙬكᘌاستخدام حسابᗷ اناتᘭ اتᘭل  .الإحصائ᛿ ᢝ

ᡧᣚ ة ᡧ ᢕᣂل مᝣاين لᘘمن نحسب المتوسط والت
ᢝ الحساب ولᘭة و الأبᘭانات ال

ᡨᣎجᘭᙬن ᡧ ᢕᣌب ᢕᣂة للتغيᗫᖔة المئᘘدة ، ثم نحسب ال سᘌانات الجدᘭث نتائج الحساب  .البᘌنقوم بتحد
 ᢝᣥالتوأم الرق ᣠإ.  

ات ، انجراف البᘭانا الكلمات المفتاحية: ᢕᣂانات متعددة المتغᘭب ، ᢝᣥت ، الإحصاء ، نموذج التعلم العميقتوأم رق.  

 

Résumé 

Le jumeau numérique est devenu récemment un concept important dans l'industrie et 
le milieu universitaire. Faire une représentation numérique d'un système ou d'un actif 
physique permet d'améliorer les processus, d'étudier le comportement attendu de la 
production et de maximiser les bénéfices.  

De nombreux problèmes rendent le modèle de jumeau numérique non précis par 
rapport à l'actif physique, l'un de ces problèmes est le data drift. Dans cette thèse, nous allons 
créer un système pour résoudre les inexactitudes d'un modèle en raison du problème de data 
drift.  

Le système détecte la dérive des données à l'aide de calculs statistiques. Nous calculons 
la moyenne et la variance pour chaque caractéristique dans chaque données initiale et 
nouvelle données, puis nous calculons le pourcentage de changement entre les deux résultats 
de calcul.  Nous mettons à jour le jumeau numérique en nous basant sur les résultats des 
calculs.  

Mots-clés : Jumeau numérique, données multivariées, data drift, statistiques, modèle 
d'apprentissage en profondeur. 
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General Introduction 

 
The idea of digital twin technology was first voiced in 1991, with the publication of Mirror 

Worlds, by David Gelernter. Digital twin has become recently an important concept in 

industry and academia. Digital twin defined as a virtual model or representation of a system 

that can be used to understand performance better, improve processes or create revenue 

opportunities from services [4].  

Digital Twins can become a tool, unconstrained by domains, beyond the boundaries of high 

performing economic regions, and contribute to economic growth, through open source 

platforms for digitization. The impact from Digital Twins, and benefits, may be only limited, 

by our imagination. 

As we know the reliability of data make the decision more accurate, for that the data collected 

in time make our model as similar as reality, but the data can be altered or changed due to 

many causes. The data drift is one of problems we will concentrate in this thesis. 

Statistically, dataset drift between a source distribution S and a target distribution T is 

defined by the change in the joint distribution of features and target.  

Deep learning is a machine-learning approach based on algorithms that attempt to model 

high-level abstractions in data by using a deep neural network. Deep learning typically uses 

artificial neural networks, which are mathematical models inspired by the structure and 

function of the human brain. Deep learning is used in different fields, Deep learning 

technology lies behind everyday products and services such as digital assistants as well as 

emerging technologies such as self-driving cars.  

In this thesis we aim to concentrate on data drift problem, for that we design a system to 

detect the data drift using a statistics analyses of data then we create the digital twin using a 

deep learning model. 

This thesis is divided into 6 chapters, in the first chapter we present the concept of digital 

twin and the domain of application, its importance, its types and we finish with an example 

of conceptual architecture.  

 



 
2 

In the second chapter, we detailed the problem of data drift and we see the causes of it, types 

of data drift and we finish with methods to detect and handle it.  

In the third chapter we talk about statistical data analyses, we begin with definitions, types of 

data, types of statistics analysing, then we detailed the data analyses process. In the fourth 

chapter we present the deep learning concept. 

The fifth chapter is the design of the detection system, wish is implemented in the sixth and 

final chapter. 



 

 

 

 

 

 

CHAPTER 1: DIGITAL TWIN 
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Introduction 

The digital twin concept was formally introduced by professor Michael Grieves at a Society 

of Manufacturing Engineers conference. However, it was NASA who first embraced the 

digital twin concept. in a 2010, John Vickers of NASA introduced a new term “Digital Twin”. 

The idea was used to create digital simulations of space capsules and craft for testing. 

Digital twin has become recently an important concept in industry and academia. Make a 

digital representation of a system or a physical assets help to improve processes, study the 

expected behaviour of production and maximize benefits. In this Chapter we will talk about 

digital twin concept, importance, types …  

 

 

1. History  

The concept of digital twins was first put forward by David Gelernter’s 1991 book ‘Mirror 

Worlds,’ with Michael Grieves of the Florida Institute of Technology going on to apply the 

concept to manufacturing [3]. 

The use of the “twin/twins” concept in the manufacturing can be traced back to NASA’s 

Apollo program. In the project, NASA needs to make two identical spacecraft. The aircraft 

left on earth is called a twin and is used to reflect the status/condition of the space vehicle in 

action. 

In 2003, professor Michael Grieves proposed the concept of virtual digital representations 

equivalent to physical products in a product lifecycle management (PLM) course at the 

University of Michigan and gives it a definition: which is a digital copy of one or a set of 

specific devices that can abstractly represent a real device and can be used as a basis for 

testing under real or simulated conditions [3]. 

In 2011, professor Michael Grieves, in his book “Virtually perfect: driving innovative and lean 

products through product lifecycle management”, cited the conceptual model of the noun 

digital twin model (digital twin), which is described by his co-author John Vickers, and it is 

still in use today. Its conceptual model includes three main parts: (1) real space entity 

products; (2) virtual space virtual products; and (3) data and information interface between 

real space and virtual space.  
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In 2012, in the face of future aircraft light quality, high load and the demand of the longer 

service time under more extreme environment, NASA and the US Air Force Research 

Laboratory in cooperation put forward the common digital twin example of future aircraft. 

For aircraft, flight systems or launch vehicles, they define digital twin as an integrated multi-

physical, multi-scale, probabilistic simulation model for aircraft or system, which uses the 

best available physical models, updated sensor data, and historical data to reflect the state of 

the flying entity corresponding to the model [3].  

In 2014, Professor Michael Grieves elaborated digital twin in detail in his white paper “Digital 

Twin: Manufacturing Excellence through Virtual Factory Replication”. In the same year, the 

U.S. defence department, PTC, Siemens and Assaults accepted the term “digital twin” and 

began to use it in marketing campaigns. It needs to be pointed out that they all use “digital 

twin” instead of “digital twins”.  

For two consecutive years (2016 and 2017), Gartner, the world’s most authoritative IT 

research and consulting firm, listed digital twin as one of the top 10 strategic technology 

trends of the year.  

It can be seen that the digital twins have developed rapidly in both theoretical and application 

levels in recent years. At the same time, the application range has gradually shifted from the 

product design stage to the product manufacturing stage and operation and service stage, 

which has attracted wide attention of scholars and enterprises [3].  

2. Definitions  
2.1. Digital twin  

There are a lot of definitions for digital twin; A Digital Twin is defined as a virtual 

representation of a connected physical asset. Or as A set of virtual information constructs that 

mimics the structure, context and behaviour of an individual/unique physical asset, or a 

group of physical assets, is dynamically updated with data from its physical twin throughout 

its life cycle and informs decisions that realize value [1].  

It defined also as a virtual model or representation of a system such as product design, 

process or a factory that can be used to understand performance better, improve processes 

or create revenue opportunities from services [4].  
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A digital twin can be defined, fundamentally, as an evolving digital profile of the historical 

and current behaviour of a physical object or process that helps optimize business 

performance [8]. 

A digital twin is a virtual representation of an object or system that spans its lifecycle, is 

updated from real-time data, and uses simulation, machine learning and reasoning to help 

decision-making [9]. 

Based on the previous definitions, there are three crucial characteristics of Digital Twins, 

which should be included in the definition:  

1) The Digital Twin is a virtual dynamic representation of a physical artefact or system,  

2) Data is automatically and bi-directionally exchanged between the Digital Twin and 

the physical system,  

3) The Twin entails data of all phases of the entire product lifecycle and is connected 

to all of them.  

Consequently, the following definition was derived:  

“A Digital Twin is a virtual dynamic representation of a physical system, which is connected 

to it over the entire lifecycle for bidirectional data exchange” [5]. 

 

 

 

Fig. 1.1: Concept of digital twin [5] 

 

The physical twin automatically transfers, data of its behaviour, status, and information on 

the environment from the real space to the virtual space over the entire product lifecycle, 

when needed. The virtual twin instead identifies product or process oriented improvements, 



 
6 

control demands based on the current situation, or predictions of the near future and sends 

them back to the real space so the physical product adapts accordingly. This data exchange 

happens automatically (Fig. 1.1). Here, it is important to differentiate between data and 

information. The twins only exchange data and Information is only generated in the real. The 

virtual space based on the transmitted data so an automatic data exchange is required. When 

the Digital Twin needs to influence the physical object, data should be transferred on demand, 

only required data should be entailed, so that the Digital Twin can represent the Physical 

Twin sufficiently well [5].  

2.2. Level of integration  

According to the level of data integration, the Digital Twins can classify into three 

subcategories, Digital Model, Digital Shadow and Digital Twin [10]. 

2.2.1. Digital Model  

A Digital Model is a digital representation of an existing or planned physical object that 

does not use any form of automated data exchange between the physical object and the digital 

object. The digital representation might include a more or less comprehensive description of 

the physical object. These models might include, but are not limited to simulation models of 

planned factories, mathematical models of new products, or any other models of a physical 

object, which do not use any form of automatic data integration. Digital data of existing 

physical systems might still be in use for the development of such models, but all data 

exchange is done in a manual way. A change in state of the physical object has no direct effect 

on the digital object and vice versa. 

 

Fig. 1.2:  Data Flow in a Digital Model [10] 

 

 

 

 



 
7 

2.2.2. Digital Shadow  

Based on the definition of a Digital Model, if there further exists an automated one-way 

data flow between the state of an existing physical object and a digital object, one might refer 

to such a combination as Digital Shadow. A change in state of the physical object leads to a 

change of state in the digital object, but not vice versa. 

 

Fig. 1.3:  Data Flow in a Digital Shadow [10] 

2.2.3. Digital Twin  

If further, the data flows between an existing physical object and a digital object are fully 

integrated in both directions, one might refer to it as Digital Twin. In such a combination, the 

digital object might also act as controlling instance of the physical object. There might also 

be other objects, physical or digital, which induce changes of state in the digital object. A 

change in state of the physical object directly leads to a change in state of the digital object 

and vice versa. 

 

Fig. 1.4:  Data Flow in a Digital Twin [10] 

3. Digital Twin Applications 

Digital twins are used in a wide variety of industries for a range of applications and 

purposes. The primary areas of interest are:  

3.1. Manufacturing:  The biggest reason for this is that manufacturers are always 

looking for a way in which products can be tracked and monitored in an attempt to 

save time and money, a key driver and motivation for any manufacturer.  
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The Digital Twin has the potential to give real-time status on machines performance 

as well as production line feedback. It gives the manufacturer the ability to predict 

issues sooner. Digital Twin use increases connectivity and feedback between devices, 

in turn, improving reliability and performance prediction analysis. The Digital Twin is 

creating an environment to test products as well as a system that acts on real-time 

data.  

Another application of Digital Twin is in the automotive industry, most notably 

demonstrated by Tesla. The ability to have a Digital Twin of an engine or car part can 

be valuable in terms of using the twin for simulation and data analytics [2].  

3.2. Smart cities: Digital twin can also be used to help cities become more 

economically, environmentally and socially sustainable. Virtual models can guide 

planning decisions and offer solutions to the many complex challenges faced by 

modern cities.  

The ability of services and infrastructures within a smart city to have sensors and to be 

monitored with IoT devices is of great value for all kinds of future-proofing. It can be 

used to help in the planning and development of current smart cities and help with the 

ongoing developments of other smart cities. As well as the benefits of planning, there 

are also benefits within the energy saving world. This data gives an excellent insight 

into how our utilities are being distributed and used [2]. 

Advancement for the smart city is the potential to utilize Digital Twin technology. It 

can facilitate growth by being able to create a living tested within a virtual twin that 

can achieve two things; one, to test scenarios, and, two, to allow for Digital Twins to 

learn from the environment by analysing changes in the data collected.  

3.3. Healthcare: The increased connectivity is only growing the potential 

application of Digital Twin use within the healthcare sector. One future application is 

a Digital Twin of a human, giving a real-time analysis of the body.  

A more realistic current application is a Digital Twin used for simulating the effects of 

certain drugs. Another application sees the use of a Digital Twin for planning and 

performing surgical procedures [11]. 
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Having the ability to simulate and act in real-time is even more essential in healthcare 

domain and it can be the difference between life or death. The Digital Twin could also 

assist with predictive maintenance and ongoing repair of medical equipment. The 

Digital Twin within the medical environment has the potential along with AI to make 

life saving decisions based on real-time and historical data [2]. 

3.4. Automotive: The automobile industry has been improved by digital twin 

technology. Digital twins in the automobile industry are implemented by using existing 

data in order to facilitate processes and reduce marginal costs. Currently, automobile 

designers expand the existing physical materiality by incorporating software-based 

digital abilities [13].  

A specific example of digital twin technology in the automotive industry is where 

automotive engineers use digital twin technology in combination with the firm's 

analytical tool in order to analyse how a specific car is driven, in purpose to suggest 

new features in the car that can reduce car accidents on the road, this was not possible 

in the short past time [12]. 

 

4. Importance of Digital Twin 

Why we might want a digital twin? The benefits of digital twin differ depending when and 

where it is used. For example, using digital twin to monitor existing products, such as a wind 

turbine or oil pipeline, can reduce maintenance charge and save millions in costs. Digital 

twins can also be used for prototyping ahead of manufacture, reducing product defects and 

shortening time to market.  

Other instances of digital twin use can include process improvements, whether that is 

monitoring of staffing levels against output or aligning a supply chain with manufacturing or 

maintenance requirements.  

Common benefits include increased reliability and availability through monitoring and 

simulation to improve performance. They can also reduce risk of accidents and unplanned 

downtime through failure, lower maintenance costs through predicting failure before it 

occurs, and ensure production goals are not impacted by scheduling maintenance, repair and 

the ordering of replacement parts. Digital twin can also offer continued improvements by 

analysing customization models and ensure product quality through performance testing in 

real time. 
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By imitate physical assets, frameworks and operations to produce continuous data, a digital 

twin allows industry to prevent downtime, react to changing circumstances, test design 

improvements, Understand the present stat and prevent the future, detect problems before 

they occur, develop new opportunities and Plan “what if” scenarios using simulation. 

5. Types of Digital twin  

Michael Grieves and John Vickers divided Digital Twins into two types Digital Twin 

Prototype (DTP) and Digital Twin Instance (DTI) [7]. Another type can be added witch is 

Digital Twin Aggregate (DTA). 

 Digital Twin Prototype (DTP): This is undertaken before a physical product is created, 

this type of Digital Twin describes the prototypical physical artifact. It contains the 

informational sets necessary to describe and produce a physical version that duplicates 

or twins the virtual version. These informational sets include, but are not limited to, 

Requirements, Fully annotated 3D model, Bill of Materials (with material 

specifications), Bill of Processes, Bill of Services, and Bill of Disposal. 

 Digital Twin Instance (DTI): This is done once a product is manufactured in order to 

run tests on different usage scenarios, this type of Digital Twin describes a specific 

corresponding physical product that an individual Digital Twin remains linked to 

throughout the life of that physical product. Depending on the use cases required for it, 

this type of Digital Twin may contain, but again is not limited to, the following 

information sets: A fully annotated 3D model with Geometric Dimensioning and 

Tolerancing (GD&T) that describes the geometry of the physical instance and its 

components, a Bill of Materials that lists current components and all past components, 

a Bill of Process that lists the operations that were performed in creating this physical 

instance, along with the results of any measurements and tests on the instance, a Service 

Record that describes past services performed and components replaced, and 

Operational States captured from actual sensor data, current, past actual, and future 

predicted. 

 Digital Twin Aggregate (DTA): This gathers DTI information to determine the 

capabilities of a product, run prognostics and test operating parameters. 
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DT’s are operated on in a Digital Twin Environment (DTE) this is an integrated, multi-

domain physics application space for operating on Digital Twins for a variety of purposes. 

These purposes would include:   

- Predictive: The Digital Twin would be used for predicting future behaviour and 

performance of the physical product. At the Prototype stage, the prediction would be of the 

behaviour of the designed product with components that vary between its high and low 

tolerances in order to ascertain that the as-designed product met the proposed 

requirements. In the Instance stage, the prediction would be a specific instance of a specific 

physical product that incorporated actual components and component history. The 

predictive performance would be based from current point in the product’s lifecycle at its 

current state and move forward. Multiple instances of the product could be aggregated to 

provide a range of possible future states.  

- Interrogative: This would apply to DTI’s. Digital Twin Instances could be interrogated for 

the current and past histories. Irrespective of where their physical counterpart resided in 

the world, individual instances could be interrogated for their current system state: fuel 

amount, throttle settings, geographical location, structure stress, or any other 

characteristic that was instrumented. Multiple instances of products would provide data 

that would be correlated for predicting future states. For example, correlating component 

sensor readings with subsequent failures of that component would result in an alert of 

possible component failure being generated when that sensor pattern was reported. The 

aggregate of actual failures could provide Bayesian probabilities for predictive uses. 

 

6. Digital Twin life cycle  

• As designed, representing the intended structure and performance of the real world 

entity 

• As built, representing the output of the manufacturing and assembly process 

• As used and maintained, representing the status of the physical object in operation  
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Fig. 1.5: Digital Twin life cycle [4] 

 

7. Digital twin conceptual architecture  

 
Fig. 1.6: Digital win conceptual architecture [8] 

 

7.1. Create: encompasses outfitting the physical process with myriad sensors that 

measure critical inputs from the physical process and its surroundings.  

7.2. Communicate: helps the seamless, real-time, bidirectional integration/connectivity 

between the physical process and the digital platform. 
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7.3. Aggregate: can support data ingestion into a data repository, processed and prepared 

for analytics.  

7.4. Analyse: In this step, data is analysed and visualized. Data scientists and analysts can 

utilize advanced analytics platforms and technologies to develop iterative models that 

generate insights and recommendations and guide decision making. 

7.5. Insight: In this step, insights from the analytics are presented through dashboards 

with visualizations, highlighting unacceptable differences in the performance of the digital 

twin model and the physical world analogue in one or more dimensions, indicating areas 

that potentially need investigation and change. 

7.6. Act: The act step is where actionable insights from the previous steps can be fed back 

to the physical asset and digital process to achieve the impact of the digital twin.  

 

Conclusion 
 

The growth in Digital Twin use has seen a shift in recent years, facilitated by an increase 

in the number of published papers and industry leaders investing heavily in developing 

Digital Twin technology.  

In the near future, many of us will be living with a digital twin. This is an internet-connected 

virtual representation of ourselves that can do anything we can do. It's predictably hard to 

believe in something like this just yet, but soon it could be an everyday reality. And they could 

make our lives a lot better.  

In this chapter we talked about the important concepts for digital twin.  
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Introduction  

The explosion of data sources and rapid innovation in advanced analytics, data science, AI, 

and machine learning has fundamentally changed the scale and pace of data integration. The 

importance of making decisions quickly in real time force the organization to be subordinate 

on fresh, reliable data than ever before. 

The main concern of data scientists is the model pertinence over time. Is the model still 

capturing the pattern of new incoming data, and is it still performing as well as during its 

design phase? [14]. 

The major problem about the data accuracy is how detect the drift? ,  when we must change 

the model? And what we should do to change the model? to ensure its pertinence. In this 

chapter, We'll explain what data drift is, how it can affect your analysis.  

1. Definitions  

Data drift is unexpected and undocumented changes to data structure, semantics, and 

infrastructure that is a result of modern data architectures. Data drift breaks processes and 

corrupts data, but can also reveal new opportunities for data use [15]. 

Data drift also called covariate shift is a situation when the distribution of model inputs 

changes. Data drift is a shift in the distribution of the input features between training and 

serving data [16]. Data drift is one of the top reasons model accuracy degrades over time. For 

machine learning models, data drift is the change in model input data that leads to model 

performance degradation. Monitoring data drift helps detect these model performance   

issues [19]. 

It can arise in multiple ways. When the data is collected by some sensor, the device can break 

down or receive a software update that impacts how the measurements are taken. Or When 

the data is on human beings, it can change along with fashion or user demographics. 

Statistically, dataset drift between a source distribution S and a target distribution T is 

defined by the change in the joint distribution of features and target.  

𝑃(𝑥𝑠 , 𝑦𝑠) ≠ 𝑃(𝑥𝑡 , 𝑦𝑡) 

 



 
15 

2. Causes of data drift 

Typical causes of data drifts include:  

 Upstream process changes, such as a sensor being replaced that changes the units 

of measurement from inches to centimeters. 

 Data quality issues, such as a broken sensor always reading 0. 

 Natural drift in the data, such as mean temperature changing with the seasons. 

 Change in relation between various features, or covariate shift. 

 

3. Drift types 

When talking about drift, several different closely related terms may come up: covariate 

shift, concept drift, data drift, model drift, model decay, dataset shift, distribution shift. These 

terms refer to different assumptions about what’s changing [20]. 

3.1. Covariate Shift (Shift in the independent variables): 

Covariate shift is the change of distributions in one or more of the independent 

variables (input features). This means that due to some environmental change even though 

the relationship between feature X and target Y remains unchanged, the distribution of 

feature X has changed. The graph below may help understand this better. 

 

Fig. 2.1: Example of Covariate Shift 

The example above: Due to the pandemic many businesses closed or their revenues 

decreased, they had to reduce staff, etc, but they decided to keep paying their loans because 

they were afraid that the bank may take seize their assets. Performance degradation will be 

more apparent when this sort of shift happens in one or more of the top contributing variables 

of a model [20]. 
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Covariate shift is the situation where:  

Ptrain(Y|X) = Ptest(Y|X) but Ptrain(X) ≠ Ptest(X) 

Where Ptest could be your test set of data after the model has been deployed. 

3.2. Prior Probability Shift (Shift in the target variable): 

With prior probability shift, the distribution of the input variables remains the same 

but the distribution of the target variable changes. For example, that could look something 

like this: 

 

Fig. 2.2: Example of Prior Probability Shift 

Companies that were not really affected by the lockdown and have not suffered any revenue 

losses but deliberately chose not to repay their loan instalments to take advantage of 

government subsidies and maybe save that money in case the situation does worsen for them 

in the future (same X distribution but different Y) [20]. 

Prior Probability Shift is the situation where:  

Ptrain(X|Y)=Ptest(X|Y) but Ptrain(Y) ≠Ptest(Y) 

Where Ptest could be your test set of data after the model has been deployed. 

3.3. Concept Shift 

With concept drift the relationships between the input and output variables change. 

This means that the distributions of input variables (such as user demographics, frequency 

of words, etc.) might even remain the same and we must instead focus on the changes in the 

relationship between X and Y. 
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In more formal definition terms, concept shift is the situation where:  

Ptrain(Y|X) ≠ Ptest(Y|X) and Ptrain(X) = Ptest(X) in X Y 

Ptrain(X|Y) ≠ Ptest(X|Y) and Ptrain(Y) = Ptest(Y) in Y X 

Where Ptest could be your test set of data after the model has been deployed. 

Concept drift is more likely to appear in domains that are dependent on time, such as time 

series forecasting and data with seasonality. Learning a model over a given month won’t 

generalize to another month. 

There are a few different ways in which concept drift might show up: 

3.3.1. Gradual Concept Drift 

Gradual or incremental drift is the concept drift that we can observe over time and therefore 

expect. With different changes in the world, our model gradually becomes outdated resulting 

in a gradual decline in its performance [20]. 

 

Fig. 2.3: Gradual Concept Drift 

Some examples of gradual concept drift are: 

Launch of alternative products: products that weren’t available during the training 

period (for example if the product was the only one of its kind in the market) can cause 

unforeseen effects on the model since it has not seen similar trends before 

Economic changes: changes in interest rates and maybe its effect on more loan borrowers 

to default on their loans can cause changes. 

The effect of situations like these can add up over time to cause a more dramatic drift effect. 
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3.3.2. Sudden Concept Drift 

 

Fig. 2.4: Sudden Concept Drift 

As the name suggests, these concept shifts happen by surprise and suddenly. Some of the 

most apparent examples came when COVID-19 first struck on a global scale. Demand 

forecasting models were heavily affected, supply chains couldn’t keep up [20]. 

But such changes can also happen during the regular function of a company when there is no 

pandemic. In general, any major change in the environment that throws the model into 

unfamiliar territory will cause performance degradation. 

3.3.3. Recurring Concept Drift 

 

Fig. 2.5: Recurring Concept Drift 

Recurrent concept drift is pretty much “seasonality”. But seasonality is common in machine 

learning with time series data and is something we are aware of. So if we expect this sort of 

drift, for example, a different pattern on weekends or certain holidays of the year, we just 

need to make sure that we train the model with data representing this seasonality. This sort 

of data drift usually becomes a problem in production only if a new pattern develops that the 

model is unfamiliar with [20]. 
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4. Detect Data Drift 

Drift is a key issue because machine learning often relies on a key assumption:                       

the past == the future. In the real world, this is very rarely the case. As a result, it’s critical to 

understand how changes in the data will affect the model’s behavior both before a model is 

deployed and on an ongoing basis during deployment [14]. 

  

Expected outcome Outcome with hits of data drift 

Fig. 2.6: Data drift in outcome [14] 

When we see cases like the one in the Fig. 2.6 the model gets inaccurate predictions with bad 

accuracy, where the outputs had taken a significant turn. In parallel situations important 

questions must be asked: where in our data the data drift is occurring?, What in the data is 

causing this shift?, is the quality of my model stay accurate and How does this affect it?, Do I 

need to change my model? 

Drift detection constitutes an important stage of the ML Model Lifecycle for flawless ML 

performance in production environments. A common approach to detecting data drift 

includes comparing training and production data sets distributions using a nonparametric 

test.  

 Methods for detection of Data Drift  

All the methods for detecting data drift are lagging indicators of drift. Only after they have 

processed enough data after any kind of drift that has occurred, that the actual drift is 

detected. [18] Some of the Following methods are a number of techniques that have been 

explored in python using the ‘scikit-multiflow’ library [17].  
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4.1. Population Stability Index (PSI): 

It compares the distribution of the target variable in the test dataset to a training data set 

that was used to develop the model [18]. 

 

 
 

Steps for calculation: 

1) Divide the expected (test) dataset and the actual (training dataset) into groups and define 

the boundary values of the groups based on the minimum and maximum values of that 

column in train data. 

2) Calculate the % of observations in each group for both expected and actual datasets. 

3) Calculate the PSI as given in the formula 

3). a) When PSI<=1 

This means there is no change or shift in the distributions of both datasets. 

3). b) 0.1< PSI<0.2 

This indicates a slight change or shift has occurred. 

3). c) PSI>0.2 

This indicates a large shift in the distribution has occurred between both datasets. 

4.2. Kolmogorov-Smirnov Windowing method (KSWIN): 

KSWIN (Kolmogorov-Smirnov Windowing) is a concept change detection method based 

on the Kolmogorov-Smirnov (KS) statistical test. KS-test is a statistical test with no 

assumption of underlying data distribution. KSWIN can monitor data or performance 

distributions. Note that the detector accepts one dimensional input as array. [17] 

4.3. Page-Hinkley method (PageHinkley): 

This change detection method works by computing the observed values and their mean up 

to the current moment. Page-Hinkley won’t output warning zone warnings, only change 

detections. The method works by means of the Page-Hinkley test. In general lines it will detect 
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a concept drift if the observed mean at some instant is greater than a threshold value      

lambda [17]. 

4.4. Model-Based Approach 

A Machine Learning-based model approach can also be used to detect data drift between 

two populations. 

We need to label our data which has been used to build the current model in production as 0 

and the real-time data gets labeled as 1. We now have to build a model and evaluate the 

results. 

If the model gives high accuracy, it means that it can easily discriminate between the two sets 

of data. Thus, we could conclude that a covariate shift has occurred and the model will need 

to be recalibrated. On the other hand, if the model accuracy is around 0.5, it means that it is 

as good as a random guess. This means that a significant data shift has not occurred and we 

can continue to use the model. 

The disadvantage of this model is that every time new input data is made available, the 

training and testing process needs to be repeated which can become computationally 

expensive [18]. 

4.5. Adaptive Windowing(ADWIN): 

ADWIN (ADaptive WINdowing) is an adaptive sliding window algorithm for detecting 

change, and keeping updated statistics about a data stream. ADWIN allows algorithms not 

adapted for drifting data, to be resistant to this phenomenon. The general idea is to keep 

statistics from a window of variable size while detecting concept drift. This algorithm is 

implemented in python for a specialized tool which can perform drift detection [17]. 

4.6. Drift Detection Method (DDM): 

DDM (Drift Detection Method) is a concept change detection method based on the PAC 

learning model premise, that the learner’s error rate will decrease as the number of analyzed 

samples increase, as long as the data distribution is stationary. 

If the algorithm detects an increase in the error rate, that surpasses a calculated threshold, 

either change is detected or the algorithm will warn the user that change may occur in the 

near future, which is called the warning zone [17]. 
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4.7. Early Drift Detection Method (EDDM): 

EDDM (Early Drift Detection Method) aims to improve the detection rate of gradual 

concept drift in DDM, while keeping a good performance against abrupt concept drift. 

This method works by keeping track of the average distance between two errors instead of 

only the error rate. For this, it is necessary to keep track of the running average distance and 

the running standard deviation, as well as the maximum distance and the maximum standard 

deviation [17]. 

5. Relate Works 

There are many related works talking about data drift, in this section we present some 
articles: 

Jian-Wei Liao and Bi-Ru Dai in their article [21] “An Ensemble Learning Approach for 

Concept Drift”, they categorized Concept drifts briefly into sudden and gradual concept drifts. 

However, in the real world, a data stream probably has more than one type of concept drift, 

and the type is usually difficult to be identified. In light of these reasons, they proposed a new 

weighting method for the classification of streaming data with concept drift which can adapt 

more quickly to current concept.  

The proposed method, called Accuracy and Growth rate updated Ensemble (AGE), was 

designed based on the geometric mean of weights and growth rates of models. With the 

proposed method, they have more flexibility on reacting to various types of concept drifts. 

The experiments showed that their method outperforms AUE2 on most of datasets.  

Another method made by Geoffrey I. Webb an al in their article [57] “Analysing concept drift 

and shift from sample data”, they propose a new data mining task, concept drift mapping — 

the description and analysis of instances of concept drift or shift. they argue that concept drift 

mapping is an essential prerequisite for tackling concept drift and shift. They propose tools 

for this purpose, arguing for the importance of quantitative descriptions of drift and shift in 

marginal distributions. They present quantitative concept drift mapping techniques, along 

with methods for visualizing their results. They illustrate their effectiveness for real-world 

applications across energy-pricing, vegetation monitoring and airline scheduling.  
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6. Handling data drift in production 

In production, there are multiple ways to respond to data drift Some of the methods which 

are generally followed in the industry are [18]: 

a.  Blindly update model: 

This is a naïve approach. There is no proactive drift detection. Models are periodically 

retrained and updated with recent data. Without drift detection in place, it is difficult to 

estimate the time interval for re-training and model re-deployment. 

b. Training with weighted data: 

When a new model is trained instead of discarding old training data, use weight inversely 

proportional to the age of data. 

c. Incremental learning: 

As new data arrives, the models are continuously retrained and updated. As a result, the 

model is always adapting to the changes in the data distribution. This approach will work 

with machine learning models which allow incremental learning one instance of data at a 

time. 

Conclusion 

In practice, identifying the exact type of data drift is important, but what matters more is 

identifying the impact on model performance and catching the drift on time so that actions 

such as retraining the model can be taken early on. 

Model Monitoring and Drift Detection is an important part of the ML Model Lifecycle which 

needs to be optimized for successful and efficient deployments of models into production. 

Identifying any kind of drifts in the data in real-time and a proper strategy to handle such 

drifts is very crucial for the models to give better results with time. 

In this chapter we see data drift definitions, types of drift, how to detect it and ways to     

handle it.  
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Introduction  

Statistical analysis of data refers to the extraction of some useful knowledge from vague or 

complex data. Statistical analysis of data includes importing, cleaning, transformation, etc. 

of data in preparation for analysis.  

So in this chapter we will present the important concepts for statistical analysis of data, we 

will start with definitions, types of data, types of Statistics Analysing, then the data analysis 

process and we will conclude with the benefits of statistical analysis of data. 

1. Definition 

Instead of starting with the definition of statistics, Karl Pearson define it as: “Statistics is 

the grammar of science”. [23] 

Statistics (or statistical analysis) is the process of collecting and analysing data to identify 

patterns and trends. It's a method of using numbers to try to remove any bias when reviewing 

information. It can also be thought of as a scientific tool that can inform decision making. [22] 

Recently everyone is talking about Data. After hearing the word “Data” the basic questions 

that arise in our minds are, What is Data? , How Data is collected? , How Data can be 

analysed? , How Data is interpreted? 

To answer all these questions, the term “Statistics” is used. Statistics is the basic and 

important tool to deal with the data. Now coming to the definition of statistics, it involves the 

collection, descriptive, analysis and concludes the data [23]. 

2. Types of Data 

Univariate, bivariate and multivariate are the various types of data that are based on the 

number of variables. Variables mean the number of objects that are under consideration as a 

sample in an experiment. Usually there are three types of data sets.  

2.1. Univariate data 

Univariate data is used for the simplest form of analysis. It is the type of data in which 

analysis are made only based on one variable. It does not deal with causes or relationships 
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and the main purpose of the analysis is to describe the data and find patterns that exist within 

it. The example of a univariate data can be height [54]. 

 

Fig 3.1: Univariate data example [54] 

2.2. Bivariate data      

Bivariate data is used for little complex analysis than as compared with univariate data. 

Bivariate data is the data in which analysis are based on two variables per observation 

simultaneously. The analysis of this type of data deals with causes and relationships and the 

analysis is done to find out the relationship among the two variables. The example of bivariate 

data can be temperature and ice cream sales in summer season [54].  

 

Fig 3.2: Bivariate data example [54] 

 

2.3.  Multivariate data     

Multivariate data is the data in which analysis are based on more than two variables per 

observation. Usually multivariate data is used for explanatory purposes. 

It is similar to bivariate but contains more than one dependent variable. The ways to perform 

analysis on this data depends on the goals to be achieved. Some of the techniques are 

regression analysis, path analysis, factor analysis and multivariate analysis of variance 

(MANOVA) [54]. 
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Fig 3.3: Multivariate data example [55] 

 

3. Types of Statistics Analysing 

There are two types of Statistics, Descriptive and Inferential Statistics.  

 

Fig 3.4: Difference between Descriptive and Inferential Statistics 
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3.1. Descriptive Statistics 

In Descriptive Statistics, from the given observation the data is summarized. Descriptive 

statistics enables us to present the data in a more meaningful way, which allows simpler 

interpretation of the data. It doesn’t make any predictions about the data. Several methods 

are used to analyse descriptive statistics of data such as mode, median and mean, as well as 

range, variance and standard deviation [24]. 

There are four different categories in Descriptive Statistics. They are: 

- Measure of frequency 

- Measure of dispersion 

- Measure of central tendency 

- Measure of position. 

Based on the number of times a particular data has occurred defines the measure of 

frequency. The Measure of dispersion can be defined based on the Range, Variance, Standard 

Deviation, etc., The mean, median, mode, skewness of the respective data comes under the 

measure of central tendency. Finally, based on the percentile and quartile the position is 

measured. 

Descriptive statistics are limited in so much that they only allow you to make summations 

about the objects that you have actually measured. You cannot use the data you have collected 

to generalize to other objects (i.e., using data from a sample to infer the 

properties/parameters of a population). For example, if you tested a drug to beat cancer and 

it worked in your patients, you cannot claim that it would work in other cancer patients only 

relying on descriptive statistics (but inferential statistics would give you this opportunity) [24]. 

3.2. Inferential Statistics 

looking into Inferential Statistics, once the data is collected, tabulated, and analysed the 

summary or the inference is derived by using inferential statistics. The inferences are drawn 

based upon sampling variation and observational error. 

Based on the information and conclusion derived from the sample the inferential statistics 

help us to predict and estimate results for the population. 

This type of statistical analysis is intended to extract inferences or hypotheses from a sample 

of large data. Prediction about the population is carried out from random samples of data. 
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The prediction of the dependent variable based on the independent variable is carried out in 

inferential statistics. 

Some technical terms are used to make a prediction about sample data are listed below: [25] 

 Z-Score:  is a way to compute the probability of data occurring within the normal 

distribution. It shows the relationship of different values in data with the mean of data. 

To compute the Z score, we subtract the mean from each data value and divide the whole 

by standard deviation. Z score is computed for a column in the dataset. It tells whether 

a data value is typical for a specific dataset. Z score helps us to decide whether to keep 

or reject the null hypothesis. The null hypothesis refers that there is no spatial pattern 

among the data values associated with the features. Z score can be imported from 

“scipy” library of python. 

 Z-test:  is to analyse whether the means of two different samples of data are similar or 

different while knowing their variances and standard deviations. It is a hypothetical test 

that follows a normal distribution. It is used for large-size data samples. It tells if the 

two datasets are similar or not. In this case, the null hypothesis considers that both 

datasets are significantly similar. A significance level (say 5%) is to be set sot that the 

null hypothesis is only accepted if the p-value of data is more than the significant level. 

A good z-test signifies that both the dataset are similar and are not significantly different 

from each other. The z-test method can be implemented using the library called 

“statsmodels” in python. 

 T-test: is also used to determine whether the two datasets are similar or different. It is 

the same as z-test but the difference is that this method is applicable to a smaller sample 

size. The T-test can be implemented using libraries like numpy, pandas, and scipy. 

 F-test:  utilizes F-distribution. It is used to determine if the two samples of data are 

equal based on comparing their variances. The null hypothesis is rejected if the ratio of 

the variances of two samples of data is equal to one. There is some significance level also 

to tolerate some amount of difference between the two samples which is not considered 

significant. It is implemented using “scipy” library of python. 

There are two main limitations to the use of inferential statistics. The first, and most 

important limitation, which is present in all inferential statistics, is that we are providing data 

about a population that we have not fully measured, and therefore, cannot ever be completely 

sure that the values/statistics we calculate are correct. Remember, inferential statistics are 
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based on the concept of using the values measured in a sample to estimate/infer the values 

that would be measured in a population; there will always be a degree of uncertainty in doing 

this. The second limitation is connected with the first limitation. Some, but not all, inferential 

tests require the user (i.e., us) to make educated guesses (based on theory) to run the 

inferential tests. Again, there will be some uncertainty in this process, which will have 

repercussions on the certainty of the results of some inferential statistics [24].  

4. The data analysis process 

Seth Godin said “Data is not useful until it becomes information” 

Before getting into Analysing the data, there are few things to remember. Define your 

question, Collect the right data, Understand the data, Cleaning the data, Analyse the data and 

finally interpret the results for the questions. 

 

Fig 3.5: Data analysis process 

4.1. Defining the question 

For an organization, the betterment steps are taken from the past data analysis. For better 

steps, there will be a few objectives to be answered perfectly to give a good interpretation. The 

question should give the potential solution for the problem. For that framing, a relevant 

question is more important. Based on the questions only, the data will be collected. So 

defining the question is plays a major role [23]. 

4.2. Collecting data 

The data collection has two classifications. One is primary data and another is secondary 

data. In primary data, the data will be collected through questionnaires, by sending emails or 
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approaching each person. For example, census. Whereas, in secondary data, it’s the data that 

is already available in the secondary source like Database [23].  

Now before collecting the new data, identify the existing data that is available from the 

database. Apart from that collect the relevant data to satisfy the objective. Then organize the 

existing data with the new data to proceed with the analysis.  

4.3. Understanding data 

Once the data is collected there may be many variables that are related directly or indirectly 

to the objective. For that, we first need to study about all the variables whether it is nominal 

or ordinal. Preparing the data for analysis is done after understanding the data. While 

understanding we get to know about the data types, rows, and columns, missing in the data, 

finding the independent and dependent variables, etc., 

There may be few variables that may not be related to the question that the organization has 

and those variables can be used for future analysis. For finding those kinds of variables, 

understanding the data is more important [23]. 

4.4. Cleaning data 

Data cleaning is the process of modifying the data, removing the duplicate variables, 

creating other variables if needed. Deleting the unwanted columns that are not related to the 

question. If the data cleaning is not proper it may lead to a lower accuracy of the model and 

may tend to misleading conclusions. 

Once the data cleaning is done, the right data to answer the question is ready. Data 

manipulation is done in many ways like plotting the data, creating pivot tables for the 

variables, correlation, regression, detecting outliers process may take place. During the stage 

of manipulation, it may be needed to proceed with an existing dataset or remove some dataset 

or there may be a need to add few more data to answer the question. After all these stages, 

the required data will be ready for analysis [23]. 

4.5. Analyse data 

When starting to talk about analysis the main thing is that model selection. Selecting the 

model plays an important role to analyse the data and answering the objective. Defining the 

dependent and independent variables is the important stage when analysing the data. 
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Currently, machine learning techniques are used for data analysis such that predictions and 

interpretations can be done easily. But still, some objectives can be answered directly while 

doing data visualization and basic statistical analysis. One of many tools and libraries used 

for analysing the data is Python [23]. 

4.6. Interpreting the result 

After analysing the data, it’s time to interpret the result. While interpreting the result check 

whether the analysis answered all the questions that were framed, does the data collected 

helped in the analysis, and from the interpretation is there a positive result for the betterment 

of the objective [23].  

5. Benefits of Statistical Analysis of Data 

Statistical analysis of data is important because it saves time and optimizes the problem. 

Statistical analysis is important to good decisions on data. Statistical analysis of data helps us 

to access effective data only with good efficiency. It helps us to decide an optimal path for 

data accessing and processing. 

statistical analysis brings in numerous benefits to make the best usage of the vast data 

available, such as assisting in market research, product development, mapping out the 

company’s growth rate, improve the efficiency of the company, etc. 

 

Conclusion 

Statistical analysis of data is the acquisition of knowledge about data in order to simplify 

the complex data which can be further used for processing. The goal of data analysis is to 

optimize the complex data structure. It helps us to take optimal decisions on data.  

Statistical data analysis generally involves some form of statistical tools, which a non-expert 

cannot perform without having any statistical knowledge. There are various software 

packages to perform statistical data analysis. Python is one of many tools and libraries used 

for analysing the data. 
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Introduction 

Deep learning is an improved technique of machine learning. Deep learning drives many 

artificial intelligence (AI) applications and services that improve automation, performing 

analytical and physical tasks without human intervention. Deep learning technology lies 

behind everyday products and services such as digital assistants as well as emerging 

technologies such as self-driving cars. 

Deep learning is essentially a neural network with three or more layers. These neural 

networks attempt to simulate the behaviour of the human brain, albeit far from matching its 

ability, allowing it to learn from large amounts of data. The layers are interlinked and each 

layer receives the output of the previous layer as input. While a neural network with a single 

layer can still make approximate predictions, additional hidden layers can help to optimize 

and refine for accuracy. 

 

Neural Networks and Deep Learning 

There are many application areas for Deep Learning, which covers such as Image 

Processing, Natural Language Processing, biomedical, Customer Relationship Management 

automation, Vehicle autonomous systems and others [35]. 

1. Artificial Neural Networks 

Inspired by the sophisticated functionality of human brains where hundreds of billions of 

interconnected neurons process information in parallel, researchers have successfully tried 

demonstrating certain levels of intelligence on silicon. Examples include language translation 

and pattern recognition software [30]. 

ANNs are at the very core of Deep Learning. They are versatile, powerful, and scalable, 

making them ideal to tackle large and highly complex Machine Learning tasks such as 

classifying billions of images (e.g., Google Images), powering speech recognition services 

(e.g., Apple’s Siri), recommending the best videos to watch to hundreds of millions of users 

every day (e.g., YouTube) [33]. 
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1.1.  Biological neurons 

First, let’s take a quick look at a biological neuron. It is an unusual-looking cell mostly 

found in animal brains. It is composed of a cell body containing the nucleus and most of the 

cell’s complex components, many branching extensions called dendrites, plus one very long 

extension called the axon. The axon’s length may be just a few times longer than the cell body, 

or up to tens of thousands of times longer. Near its extremity the axon splits off into many 

branches called telodendria, and at the tip of these branches are minuscule structures called 

synaptic terminals (or simply synapses), which are connected to the dendrites or cell bodies 

of other neurons [33]. 

Biological neurons produce short electrical impulses called action potentials (APs, or just 

signals) which travel along the axons and make the synapses release chemical signals called 

neurotransmitters. When a neuron receives a sufficient amount of these neurotransmitters 

within a few milliseconds, it fires its own electrical impulses (actually, it depends on the 

neurotransmitters, as some of them inhibit the neuron from firing) [33]. 

 

 

Fig 4.1: Biological neurons [33] 
 

1.2.  Artificial neurons 

Artificial neuron is a basic building block of every artificial neural network. Its design and 

functionalities are derived from observation of a biological neuron that is basic building block 
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of biological neural networks (systems) which includes the brain, spinal cord and peripheral 

ganglia. 

Biological neuron and artificial neuron are Similar in design and functionalities. where the 

left side of a Fig 3.2 represents a biological neuron with its soma, dendrites and axon and 

where the right side of a figure represents an artificial neuron with its inputs, weights, transfer 

function, bias and outputs [31] 

 

 
 

Fig 4.2:  Biological and artificial neuron design [31] 
 
 
 

In case of biological neuron, the information comes into the neuron via dendrite, soma 

processes the information and passes it on via axon. In case of artificial neuron, the 

information comes into the body of an artificial neuron via inputs that are weighted (each 

input can be individually multiplied with a weight) [28]. 

The body of an artificial neuron then sums the weighted inputs, bias and processes the sum 

with a transfer function. At the end an artificial neuron passes the processed information via 

output(s). Benefit of artificial neuron model simplicity can be seen in its mathematical 

description below [31]: 

𝑦(𝑘) = 𝐹 ൭෍ 𝑤௜(𝑘) ∙ 𝑥௜(𝑘) + 𝑏

௠

௜ୀ଴

൱     (3.1) 

 

Where: 

- 𝑥௜(𝑘)  is input value in discrete time k where i goes from 0 to m. 
- 𝑤௜(𝑘)  is weight value in discrete time k where i goes from 0 to m. 
- 𝑏  is bias. 
- 𝐹  is a transfer function. 
- 𝑦(𝑘)  is output value in discrete time k. 
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 As seen from a model of an artificial neuron and its equation (3.1) the major unknown 

variable of our model is its transfer function. Transfer function defines the properties of 

artificial neuron and can be any mathematical function. We choose it on the basis of 

problem that artificial neuron (artificial neural network) needs to solve and in most cases 

we choose it from the following set of functions: binary step function, linear function and 

non-linear function (Sigmoid, tanh, ReLU, Leaky ReLU …). 

 
Fonction Activation Equation Graphe 

Binary Step Function 𝐹(𝑥) =  ቄ
1 , 𝑥 ≥ 0
0 , 𝑥 <  0

 

 

Linear Activation Function 𝐹(𝑥) =  𝑎 𝑥 

 

Sigmoid Function 𝑆(𝑥) =  
1

(1 + 𝑒ି௫)
 

 

Tanh Function 𝑡𝑎𝑛ℎ(𝑥) =  
𝑒௫ − 𝑒ି௫

𝑒௫ + 𝑒ି௫
 

 

ReLU Function 𝑅𝐸𝐿𝑈(𝑥) =  ቄ
0 , 𝑥 < 0

 𝑥 , 𝑥 ≥  0
 

 

Table 4.1: Transfer function 

1.3.  Layers 

In this classic artificial neural networks there are many types of layers used in the network, 

each type of layer is responsible for some computations [31]. 
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Fig 4.3: Artificial neural networks architecture [32] 
 

 Input layer: Input layer is the first layer in the neural network, composed of input 

neurons and brings initial data to the hidden layers for further processing. 

 Hidden layer: The layer or group of layers between the input and output layer. Deep 

learning is an optimization problem looks for the optimal solution of a very complex 

problem, many of these computations are made in the hidden layer(s). The choice of 

hidden layers depends on the complexity of the data, when using a less complex data 

it's recommended to use few hidden layers, using many hidden layers in a simple 

problem can lead to overfitting, and using simple architecture in complex problem leads 

to under-fitting. Each hidden layer of the network is typically vector-valued. The 

dimensionality of these hidden layers determines the width of the model. 

 Output layer: Output layer is the last layer in neural network which produces the 

outputs of the program, in classification tasks, the size of output layer is equal to 

number of classes [32]. 

2. Deep neural network architectures 

2.1. Convolutional neural networks 

Convolutional neural networks or CNNs in short, are the popular choice of neural networks 

for different Computer Vision tasks such as image recognition. The name convolution is 

derived from a mathematical operation involving the convolution of different functions [33]. 

Convolutional networks have been tremendously successful in practical applications. The 

name “convolutional neural network” indicates that the network employs a mathematical 
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operation called convolution. Convolution is a specialized kind of linear operation. 

Convolutional networks are simply neural networks that use convolution in place of general 

matrix multiplication in at least one of their layers [32]. 

There are 4 primary layers or stages in designing a CNN: 

 Convolution: The input signal is received at this layer. 

 Subsampling or Pooling: Inputs received from the convolution layer are 
smoothened to reduce the sensitivity of the filters to noise or any other variation. 

 Activation: This layer controls how the signal flows from one layer to the 
other, similar to the neurons in our brain. 

 Fully connected: In this stage, all the layers of the network are connected with 
every neuron from a preceding layer to the neurons from the subsequent layer [33]. 

 

 

Fig 4.4: CNN architecture for visual recognition [34] 
 

Advantages of CNN Disadvantages of CNN 

- Very good for visual recognition. 
- Once a segment within a 

particular sector of an image is  
learned, the CNN can recognize 
that segment present anywhere 
else in the image [35]. 

- CNN is highly dependent on the 
size and quality of the training 
data. 

- Highly susceptible to noise [36]. 

Table 4.2: Advantages and disadvantages of CNN [35] [36] 

 

There are various architectures of CNNs available which have been key in building algorithms 

which power and shall power AI as a whole in the foreseeable future. Some of them: LeNet, 

AlexNet, ResNet, EffecientNet, and InceptionNet. 
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Fig 4.5: ImageNet Top-1 accuracy CNN models [41] 

 

2.2. Recurrent neural networks 

Recurrent Neural Networks (RNNs) have been very popular in areas where the sequence 

in which the information is presented is crucial. As a result, they find a lot of applications in 

real-world domains such as natural language processing, speech synthesis and machine 

translation. 

RNNs are called recurrent mainly because a uniform task is performed for every single 

element of a sequence, with the output dependent on the previous computations as well. 

Think of these networks as having a memory, where every calculated information is captured, 

stored and utilized to calculate the final outcome [37]. 

Over the years, quite a few varieties of RNNs have been researched and developed: 

- Bidirectional RNN: The output in this type of RNN depends not only on the past 
but also the future outcomes. 

- Deep RNN: In this type of RNN, there are multiple layers present per step, 
allowing for a greater rate of learning and more accuracy. 
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Fig 4.6: RNN architectures 
 

 

Advantages of RNN Disadvantages of RNN 

- Unlike a traditional neural 
network, an RNN shares the same 
parameters across all steps. This 
greatly reduces the number of 
parameters that we need to learn. 

- RNNs can be used along with 
CNNs to generate accurate 
descriptions for unlabelled images. 

- RNNs find it difficult to track long 
term dependencies. This is 
especially true in case of long 
sentences and paragraphs having 
too many words in between the 
noun and the verb. 

- RNNs cannot be stacked into very 
deep models. This is due to the 
activation function used in RNN 
models, making the gradient decay 
over multiple layers. 

 
Table 4.3: Advantages and disadvantages of RNN [38] 

 

2.3. Long Short-Term Memory 

Long Short-Term Memory networks – usually just called “LSTMs” – are a special kind of 

RNN, capable of learning long-term dependencies. They were introduced by Hochreiter & 

Schmidhuber (1997), and were refined and popularized by many people. They work 

tremendously well on a large variety of problems, and are now widely used [39]. 

LSTMs are explicitly designed to avoid the long-term dependency problem. Remembering 

information for long periods of time is practically their default behaviour, not something they 

struggle to learn! 
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LSTMs also have this chain like structure, but the repeating module has a different structure. 

Instead of having a single neural network layer, there are four, interacting in a very special 

way [39]. 

 
 

Fig 4.7: The repeating module in an LSTM contains four interacting layers [39] 
 

Advantages of LSTM Disadvantages of LSTM 

- LSTM is great tool for anything 
that has a sequence. Since the 
meaning of a word depends on 
the ones that preceded it. This 
paved the way for NLP and 
narrative analysis to leverage 
Neural Networks. 

- LSTM can be used for text 
generation. You can train the 
model on the text of a writer, say, 
and the model will be able to 
generate new sentences that 
mimics the style the writer. 

o They require a lot of resources and 
time to get trained and become ready 
for real-world applications. 

o LSTMs get affected by different 
random weight initializations and 
hence behave quite similar to that of 
a feed-forward neural net. They 
prefer small weight initializations 
instead. 

o LSTMs are prone to overfitting and it 
is difficult to apply the dropout 
algorithm to curb this issue. Dropout 
is a regularization method where 
input and recurrent connections to 
LSTM units are probabilistically 
excluded from activation and weight 
updates while training a network. 

 
Table 4.4: Advantages and disadvantages of LSTM [40] 

 

Conclusion 

In this chapter we present Deep learning concept and Deep neural network architectures. 

The next chapter will introduce the design of the system, dataset and the proposed 

architectures will be mentioned as well. 



 

 

 

 

 

 

CHAPTER 5: DESING OF SYSTEM 
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Introduction 

 

In practice, identifying the exact type of data drift is important, but identifying the impact 

on model performance and catching the drift on time so that actions such as retraining the 

model can be taken early on is more important. 

In this chapter we present the global and detailed design of our system to solve the drift 

problem.  

 

1. Methodology 

Generally, our drift detection system will be following certain steps. Fig 4.1 represents the 

designed system. 

 

 

 

 

 

 

 

 

 

Fig 5.1: General Block diagram of the proposed system 
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Fig 5.3: Detailed digital twin CNN model Block  

The system starts by getting the data from the dataset. In our proposal, we are going to be 

using Instagram Concept Drifted Datasets. In next step, a pre-processing will be applicate on 

the data and the dataset structure. 

In the third phase, we feed our Statistical Data Analyse System with the data to learn and 

detect if is there a data drift or not. 

a. Dataset description 

The dataset will have 16 features and one target. Note the 16 features was places in least 

correlated to most correlated to the target variable order, based on the collected dataset. Also 

note that originally the data collected had more features but any features with an absolute 

correlation value lower that 0.1 to the target variable was eliminated. Additionally, we have a 

binary class target variable that indicates if the user account follows the business account, 

denoted by a 1, or if the user account does not follow the business account, denoted by a 0 

(i.e. 5000 user accounts of each class type).  

o File structure 

The dataset will be composed of the following 16 features [42]: 

 Is Business Account: a boolean feature on whether the account is a business account or not 

 Country Block_1: a boolean feature that describes if the user is from the second most 

popular country the majority of the testing business's account's followers are from 
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Fig 5.4: Dataset structure 

 Length of Username: a numerical feature of the length of the username: (Note we choose 

this seemingly arbitrary feature since some engagement strategies suggest including the 

descriptive niche in the username to improve search results) 

 Country Block_2: a boolean feature of whether the user is from the same country as the 

testing business account in question 

 Is Professional Accoun: a boolean feature of whether the account is a professional account 

or not: (Note a business account and a professional account are two separate modes on the 

Instagram platform.) 

 Number of Video Posts: a numerical feature that describes the number of posted videos 

aka InstaReels 

 Sex: a boolean feature that describes gender of the user 

 Is Joined Recently: a boolean feature that describes if the user has recently joined 

Instagram 

 Is Verified: a boolean feature that describes if the user's identity is verified or not by 

Instagram 

 Is Private:  a boolean feature that describes whether the user's account is private or not 

 Length of Biography: a numerical feature that describes the length of the user's biography 

 Mean Post Likes: a numerical feature that describes the mean number of likes the user gets 

on their posts 

 Number of Mutual Followers: a numerical feature that describes the number of mutual 

followers between the testing business account and the user's account 

 Number of Followers: a numerical feature that describes the user's number of followers 

 Number of Posts: a numerical feature that describes the user's number of posts 
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 Percentage of Following: a numerical feature that describes the percentage of the user's 

followers that the user itself follows 

We must make a pre-processing and restructure the dataset to be able to use it in our 

detection drift system. 

b. Pre-processing 

In this step we will in first eliminate all Boolean features, then we will divide the dataset to 

groups, then we will flow the following steps:  

o Calculate the mean for each feature 

𝑚𝑒𝑎𝑛 = �̅�  =
1

𝑛
 ෍  𝑥௜

௡

௜ୀଵ

 

 

o Calculate the variance for each feature  

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 𝑆ଶ =
෌ (𝑥௜ −  �̅�)ଶ௡

௜ୀଵ

𝑛 − 1
  

c. Test the system 
 

Firstly, in this step, we will calculate the Percentage Change in Mean & Variance for each 

feature between the historical data (old data) and the online data (new data).  

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐶ℎ𝑎𝑛𝑔𝑒 =
𝐹𝑖𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 − 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑉𝑎𝑙𝑢𝑒

|𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑉𝑎𝑙𝑢𝑒|
 𝑋 100 

Then, we have three possible situations: 

o if the Percentage change < 10    there is no drift in data 

o 10 >= if the Percentage change < 20  that’s mean that a slight drift is                   

detected in data. 

o if the Percentage change < 33  that’s mean that a medium drift is detected in data 

 a change is required to the model 

o if the Percentage change < 50  that’s mean that a Significant drift is detected in data 

 Significant change is required to the model 

o if the Percentage change >= 50  that’s mean that a big drift is detected in data            

 update required to the model 
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d. Digital twin model 

In order to implement our model, we split the dataset into two tasks: training and testing. 

Training and testing: 

The process of training a model involves providing a deep learning algorithm (in our case 

CNN) with training data to learn from. The term CNN model refers to the model artifact that 

is created by the training process. We use the CNN model to get classification on new data. 

 

 
 

Training set Test set 

Fig 5.5: Partition of Dataset  

By the end of the learning phase the learning phase on the dataset, we save our model. 

Model parameters:  

 The learning rate: Is introduced as a constant (usually very small), in order to force the 

weight to get updated very smoothly and slowly (to avoid big steps and chaotic 

behaviour).  

 Epoch: One epoch is when the entire dataset is passed forward and backward through the 

neural network only once. Epoch parameters refers to how many times the models aim 

to use the complete dataset for training. 

 Batch: While training, the dataset is divided to a number of batches/parts, bigmini-

batches are more computationally efficient.  

 Batch size: Total number of training examples present in a single batch.  

 Loss functions: Is a performance metric on how well the neural net manages to reach its 

goal of generating outputs as close as possible to the desired values loss. 

Model evaluating:  

Accuracy measures how well our model predicts by comparing the model predictions with 
the true values in terms of percentage [56]. 

Loss is a value that represents the summation of errors in our model. It measures how well 
(or bad) our model is doing. If the errors are high, the loss will be high, which means that the 
model does not do a good job. Otherwise, the lower it is, the better our model works [56]. 
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

Or  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

 

𝑙𝑜𝑠𝑠 =  ෍(𝐷𝑒𝑠𝑖𝑟𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡 − 𝐴𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡 )ଶ 

 

 
Table 5.1: Accuracy and loss table 

 

 

Conclusion 

The objective of this chapter was to present the general and detailed design of our system 

for drift detection using a statistical data analyse. 

According to the dataset and our system architectures we used, we could deduce in the next 

chapter how to implement our model and discuss the experiments and results. 
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Introduction 

After having detailed the phases of our system in the previous chapter, in this chapter we 

present the steps proposed to achieve the system designed. 

We start in the first part, by specifying the frameworks and tools used in development. 

Eventually, we are going to explain all the experiments that we have applied and discuss the 

results obtained. Finally, we are interested in presenting some parts of the developed code. 

1. Implementation frameworks and tools 

Deep learning frameworks offer building blocks for designing, training, and validating 

deep neural networks through a high-level programming interface [43]. Deep learning 

frameworks can help you upload data and train a deep learning model that would lead to 

accurate and intuitive predictive analysis. Without these tools it would be very hard for 

scientists to work on deep learning tasks.  

In this section we review the different tools and frameworks used in this thesis. 

1.1. Google colab  

Colaboratory, or Colab for short, is a product from Google Research. Colab allows anybody 

to write and execute arbitrary python code through the browser, and is especially well suited 

to machine learning, data analysis and education. More technically, Colab is a hosted Jupyter 

notebook service that requires no setup to use, while providing access free of charge to 

computing resources including GPUs [44]. 

1.2. JupyterLab    

JupyterLab is the latest web-based interactive development environment for notebooks, 

code, and data. Its flexible interface allows users to configure and arrange workflows in data 

science, scientific computing, computational journalism, and machine learning. A modular 

design invites extensions to expand and enrich functionality [45].  

1.3. Anaconda    

Anaconda offers the easiest way to perform Python/R data science and machine learning 

on a single machine. Start working with thousands of open-source packages and libraries 

today [46]. 
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1.4. Python    

Python is an interpreted, object-oriented, high-level programming language with dynamic 

semantics. Its high-level built in data structures, combined with dynamic typing and dynamic 

binding, make it very attractive for Rapid Application Development, as well as for use as a 

scripting or glue language to connect existing components together. Python's simple, easy to 

learn syntax emphasizes readability and therefore reduces the cost of program maintenance. 

Python supports modules and packages, which encourages program modularity and code 

reuse. The Python interpreter and the extensive standard library are available in source or 

binary form without charge for all major platforms, and can be freely distributed [47]. 

1.5. TensorFlow    

TensorFlow is a free and open-source software library for machine learning and artificial 

intelligence. It can be used across a range of tasks but has a particular focus 

on training and inference of deep neural networks. TensorFlow was developed by the Google 

Brain team for internal Google use in research and production.  TensorFlow can be used in a 

wide variety of programming languages, most notably Python, as well as JavaScript, C++, and 

Java. This flexibility lends itself to a range of applications in many different sectors [48]. 

1.6. Keras    

Keras is a deep learning API written in Python, running on top of the machine learning 

platform TensorFlow. It was developed with a focus on enabling fast experimentation. Being 

able to go from idea to result as fast as possible is key to doing good research. Keras is Simple, 

Flexible and Powerful [49]. 

1.7. NumPy    

NumPy is the fundamental package for scientific computing in Python. It is a Python 

library that provides a multidimensional array object, various derived objects (such as 

masked arrays and matrices), and an assortment of routines for fast operations on arrays, 

including mathematical, logical, shape manipulation, sorting, selecting, I/O, discrete Fourier 

transforms, basic linear algebra, basic statistical operations, random simulation and much 

more [50]. 
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1.8. Matplotlib    

Matplotlib is a comprehensive library for creating static, animated, and interactive 

visualizations in Python. Matplotlib makes easy things easy and hard things possible. It can 

be combined with the scientific computing python libraries NumPy and SciPy [51]. 

1.9. Scikit-learn    

Scikit-learn and also known as sklearn is a free software machine learning library for the 

Python programming language. It features various classification, regression and clustering 

algorithms including support-vector machines, random forests, gradient boosting, k-

means and DBSCAN, and is designed to interoperate with the Python numerical and 

scientific libraries NumPy and SciPy [52]. 

1.10. Pandas    

Pandas is a fast, powerful, flexible and easy to use open source data analysis and 

manipulation tool, built on top of the Python programming language [53]. 

2. Implementation phases 

As we see in the global system design, the implementation has several phases. 

2.1. Dataset Description  

The characteristics of the dataset used are summarized in the table below 

Number of Features 16 
Number of simples 10000 

Format CSV File 

Table 6.1: Dataset description. 

The dataset consists of a set of approximately 10,000 rows and 17 columns (16 features 

and 1 target)  

2.2. Loading and pre-processing the dataset 

2.3.1. Import Libraries  

First, we start by importing the different libraries and modules needed to work with the data 

as presented below.  
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Listing 6.1: Libraries used 

2.3.2. Import Dataset  

We begin with importing the dataset using read_csv(file_name) function from panda library 

since the dataset used is CSV format. 

 

Listing 6.2: Import dataset  

2.3.3. Visualise data 

Flowing is the code and the result to visualise the data 

  
Listing 6.3: Data visualisation procedure 

 

 
Fig 6.1: Examples of data visualisation 
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2.3.4. Checking for missing values  

Checking for missing values is an important step because it influences the performance of our 

models, we used the isna().sum() functions to perform this step. 

 

Fig 6.2: Dataset Verification for missing values 

2.3. Test the system 

Now we eliminate unused features for detecting the data drift then we calculate the mean, 

Variance of each remaining feature after we divide the data into groups. We do this 

calculation for the old data (training_data.csv) and the new data (data.csv). Next we calculate 

the percentage of change of mean and variance, between the old and the new data, for each 

feature. 

2.3.1. Calculating Mean and variance 

We calculate Mean and the variance in each group for each feature to the old and new data as 

a first step.  

 

Listing 6.4: Pre-Process data 
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2.3.2. Calculating Percentage of change 

We calculate the percentage of change in each group for each feature between the old and 

new data. A drifted feature is a feature that the percentage of change exceed 0.1.  

o If we find less than 10% of groups (in each group 33% of features are drifted)                               

    no significant drift detected  

o If we find that up to 10% and less than 20% of groups (in each group 33% of features 

are drifted)       we have a slight drift.  

o If we find that up to 20% and less than 33% of groups (in each group 33% of features 

are drifted)       we have a medium drift  Update Digital twin model  

o If we find that up to 33% and less than 50% of groups (in each group 33% of features 

are drifted)       we have a significant drift  Update Digital twin model 

o If we find that up to 50% of groups (in each group 33% of features are drifted)                          

   we have a big drift   Update Digital twin model 

 

Listing 6.5: Percentage change calculation  

2.3.3. Updating digital twin model 

We use a convolutional neural network as deep learning model to create a digital twin model 

for classification. We use as accuracy and loss as evaluation metrics. 

Eposh = 50 

BatchSize = 100 

Total rows = 10000 
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Listing 6.6: Update Digital twin model function 

 

3. Experiments and results 

This section is the essence of our work. our experiments were conducted on our dataset, 

and we analysed the obtained result. 

In this experiment we load, check for missing values then pre-process data (old, new). 

Eliminate unused features the we divide the data to groups (50 groups).  

 

 

Listing 6.7: Pre-process data function call  
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Fig 6.3: Result calculation of mean and variance 

Next, we calculate the percentage of change in each group for each feature between the old 
and new data. The result is in the figure below: 

 

 

Listing 6.8: Percentage of change calculation call 
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Fig 6.4: Result calculation of Percentage of change  

 

Finally, we test the results calculation using Drift_Test() function. 

 

 
Fig 6.9: Drift test function 
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In our data tested, we find that the percentage of change in more than 50% of groups, more 
than 30% of features are drifted and this mean that there is a big data drift and we must 
update our digital twin model using new data to create new model. 

 

Fig 6.5: Result of Drift test 
 
According to the result of drift test, the system retrains the CNN to get the new model. 
figures below show the results after retraining the model. 
 

 
Fig 6.6: Summary CNN model used 

 

 
Fig 6.7: Execution of training model result 

 

Conclusion 

In this chapter, we have described the detailed design for our system with the tools used 

for developing of this system. Then, we also showed some portions of our code and discussed 

the obtained results which were later illustrated in figures. 

 



 

 

 

 

 

 

 

GENERAL CONCLUSION  
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General Conclusion 

 

This work aims to develop and apply a system model to detect drift in data and update 

the digital twin to make it accurate. To achieve research objectives, we conducted 

experiments using the designed system on Instagram Concept Drifted Datasets dataset.  

The results have shown that the statistical system detection designed can give very 

interesting results for data drift detection and can offers a new, simple and effective method 

for drift detection.  

Our approach shows good results in terms performance, but we must teste our system 

detection on different datasets to see if they can perform as well as they did in this dataset.  

Limitation 

After the quality of the results obtained but the manual choice of parameters (drift 

rate, number of groups) of the proposed system present a significant limit in the generation 

of the adequate model. 

Perspectives 

For the future, we would study further many related problems and test our system in 

different datasets. We also aim to integrate our system detection directly into a real 

environment to evaluate the result in the real world. 
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