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I

Resume

Social distancing is a method used to control the spread of contagious diseases and it is
the most effective no pharmaceutical way to prevent the spread of disease. Social distancing
implies that people should physically distance themselves from one another, reducing close
contact, and thereby reducing the spread of a contagious disease (such as coronavirus). The
aim of this work is to study and apply an algorithm for detecting social distance using deep
learning and computer vision between people to control the spread of covid-19. This
application is developed to give alerts to people for maintaining social distance in crowded
places. By using pre-recorded video as input and the open-source object detection pretrained
model using the YOLO algorithms, we can tell if people are following social distancing or not,
and based on that we are creating red or green bounding boxes over it. It is also working on
web cameras, CCTV..etc, and can detect people in real-time. In this work, we have used the
YOLOv3 method on the tested video and have obtained very satisfactory results, which have
been discussed.

Keywords: social distancing detector, deep learning, Yolo, yolov3, object detected.

ملخص:
ألدوية من فعالية ألكثر ألطريقة وهي ألمعدية ألمرأض أنتشار على للسيطرة تستخدم طريقة هو ألجتماعي ألتباعد

عن جسدييا بأنفسهم يبتعدوأ أن ألشخاص على يجب أنه ألجتماعي ألتباعد يعني ألمرض. أنتشار لمنع ألييدلنية غير
من ألهدف كورونا). فيروس (مثل ألمعدية ألمرأض أنتشار من ألحد وبالتالي ، ألوثيق ألتيال يقلل مما ، ألبعض بعضهم
ألناس بين ألحاسوبية وألرؤية ألعميق ألتعلم باستخدأم ألجتماعية ألمسافة لكتشاف خوأرزمية وتطبيق درأسة هو ألعمل هذأ

في أجتماعية مسافة على للحفاظ للشخاص تنبيهات لعطاء ألتطبيق هذأ تطوير تم .19- كوفيد أنتشار على للسيطرة
أختباره تم ألذي ألميدر مفتوح ألكائنات عن ألكشف ونموذج كمدخلت مسبقيا ألمسجل ألفيديو .باستخدأم ألمزدحمة ألماكن
على وبناءي ، ل أم ألجتماعي ألتباعد يتابعون ألشخاص كان إذأ ما معرفة يمكننا ، YOLOv3خوأرزمية باستخدأم مسبقيا
وما ، ألمرأقبة وكاميرأت ، ألويب كاميرأت على تعمل أنها كما فوقها. خضرأء أو حمرأء حدود مربعات بإنشاء نقوم ذلك

تم ألذي ألفيديو على YOLOv3 طريقة أستخدمنا ، ألعمل هذأ في ألفعلي. ألوقت في ألشخاص أكتشاف ويمكنها ، ذلك إلى
مناقشتها. تمت وألتي ، للغاية مرضية نتائج على وحيلنا أختباره

ألكائن ألعميق،yolov3،yolo،أكتشاف ألجتماعي،ألتعلم ألتباعد كاشف : المفتاحية الكلمات
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Introduction general

When the novel coronavirus (Covid-19) pandemic emerges, the spread of the virus has

left public keep anxiety if they do not have any effective cure. The World Health

Organization (WHO) has declared Covid-19 as a pandemic due to the increase in the number

of cases reported around the world [1]. To contain the pandemic, many countries have

implemented a lockdown where the government enforced that the citizens to stay at home

during this critical period. The public health bodies such as the Centers for Disease Control

and Prevention (CDC) had to make it clear that the most effective way to slow down the

spread of Covid-19 is by avoiding close contact with other people. To flatten the curve on the

Covid-19 pandemic, the citizens around the world are practicing physical distancing.

To implement social distancing, group activities and congregations such as travel,

meetings, gatherings, workshops, praying had been banned during the quarantine period. The

people are encouraged to use phone and email to manage and conduct events as much as

possible to minimize the person-to-person contact. To further contain the spread of the virus,

people are also informed to perform hygiene measures such as frequently washing hands,

wearing mask and avoiding close contact with people who are ill. However, there is a

difference between knowing what to do to reduce the transmission of the virus and putting

them into practice, Individuals, communities, businesses, and health care organizations are all

part of a community with their responsibility to mitigate the spread of the Covid-19 disease

[1]. Hence, this work aims to facilitate the enforcement of social distancing by providing

automated detection of social distance violation in workplaces and public areas using a deep

learning model. In the area of machine learning and computer vision, there are different

methods that can be used for object detection. These methods can also be applied to detect the

social distance between people. We will explain more in the following points [2]:

1. Deep learning has gained more attention in object detection was used for human

detection purposes.

2. Develop a social distancing detection tool that can detect the distance between people to

keep safe.

3. Evaluation of the classification results by analyzing real-time video streams from the

camera.
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The YOLOv3 object detection framework uses to identify people in a given frame. After

computing a pairwise distance between the centroids of the detected bounding boxes of

people, this value is compared to a predefined minimum pixel threshold. By mapping these

pixels to measurable units, detection of violations in social distancing norms is identified.

Most of the research projects concerning an automated social distancing monitoring system

used use Deep Learning, Image processing, and CNN[3](Convolutional Neural Networks) to

develop the said system. The most popular "State of The Art" CNN model is YOLOv1-5,

RCNN (Region-Based CNN), Fast RCNN, Faster RCNN, and SSD (Single-shot Detector),

These are a few CNN models that are mostly used is object detection because of their high

accuracy rate and Frames rate or FPS.

The main objective of this work is to support the reduction of the coronavirus spread and its

economic costs by providing an AI-based solution to automatically detect violations of social

distancing among individuals [4]. In this work, we study how to detect where each person is

by the YOLOv3 method, which deals with taking the entire image in one case and predicting

bounding box coordinates and class probabilities for these boxes. The created bounding boxes

help to identify groups of people who satisfy the distance threshold calculated with the help of

calculating the Euclidean distance between pedestrians and return a bounding box that turns

red if the distance between two people is dangerously close. The number of violations is

confirmed by counting the red rectangles that appeared on nearby people.

We have chosen to organize our study around three main chapters as follows:

 The first chapter, we will start with General Information about Social Distancing then

we will get to know the deep learning and his methods.

 The second chapter, we will see the Object Detection using YOLOv3 and Social
distancing detector steps.

 The third chapter, we will see Implementation and experimental results, we are going

to learn how to perform social distancing detection in video streams using: OpenCV,

Python, and Deep Learning.

We will end this dissertation with a general conclusion and the perspectives



Chapter 1
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1.1. Introduction
Social distancing, as is considered the best solution to address the coronavirus, by

maintaining a safe distance between people, a detection tool was developed to alert people to

maintain a safe distance between them, By providing automated detection of the violation of

social distance in public, using a model deep learning in the field of machine learning and

computer vision.

In the first chapter, we’ll briefly discuss what social distancing is! an overview of object

detection, and how deep learning can be used to implement a social distancing detector.

1.2. What is social distancing?

Social distancing, also called “physical distancing,” means keeping a safe space (stay at

least 6 feet) between yourself and other people who are not from your household in both

indoor and outdoor spaces. The objective is to reduce transmission, reducing the size of the

epidemic peak, and spreading cases over a longer time to relieve pressure on the healthcare

system. Social distancing is arguably the most effective non pharmaceutical way to prevent

the spread of a disease by definition, if people are not close together, they cannot spread

germs. [5]

Figure 1.1: keeping a safe social distance. [3]

1.3. Why would social distancing measures be used

Public health and social measures contribute to preventing outbreaks, and are therefore

critical in limiting further spread of COVID-19.Today, social distancing measures are most
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often thought about as a way to slow the spread of pandemic influenza, some examples of

social distancing measures that would be conducted during a pandemic include [6]:

 Public and private colleges suspending classes, going to Web-based learning and

canceling all large campus meetings and gatherings;

 Public and private libraries modifying their operations and restricting people from

gathering by allowing people to come in only to pick up materials that have been

reserved or requested on-line or by telephone;

 Business changing company practices, having employees telecommute and canceling

any large meetings or conferences.

This information can help us to take basic measures and take them when the government

announces the distancing law into effect.

1.4. Overview of object detection
Object detection is a fundamental research field in computer, the concept of computer

vision is based on teaching computers to process an image or video at a pixel level and

understand it.

Object detection aims to locate and identify the interested regions in an image at the

same time [7], it is widely used and has strong practical value in real life such as video fire

detection ,security monitoring .Well-researched domains of object detection include include

face detection, pedestrian detection and vehicle detection [8] .The goal of object detection is

to recognize instances of a object classes (e.g. {people, cars, bikes, animals}) and describe the

locations of each detected object in the image using abounding box. Two examples are shown

below.

Figure 1.2: Image using abounding box [8]
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We'll use rectangles to describe the locations of each object, which may lead to imperfect

localizations due to the shapes of objects. An option approach would be segmentation which

provides localization at the pixel-level. It takes 4 variables to uniquely identify a rectangle. [9]

Just like multi-label image classification, we can have multi-class object detection where

we detect multiple kinds of objects in a single image as shown in figure below

Figure1.3: Result of Objection detection task by using different algorithms in deep
learning [8].

1.4.1. Principal of Object detection

The principle of object detection is based on stages, where the image is examined if it

contains any object, then we classify the object and then locate the object in the image, and to

have a good object detection method, it is necessary to have a solid region detection algorithm

like (SSD, SSD-MobileNetv3,Yolo...) and a good image classification algorithm. We will

explain these stages as follows:

→1/ classification: aims at assigning an image to one of a number of different categories

(e.g. car, dog, cat, human, etc.), essentially answering the question “What is in this picture?”

One image has only one category assigned to it. [10]

→2/ localization: allows us to locate our object in the image, so our question changes to

“What is it and where it is?” [10]
→3/Object detection: object detection identifies the objects well as its location in an image.

Object detection is a computer technology that determines the location and size of the object

in the digital image. It detects the characteristics of objects and ignores everything else. The

selection of objects is carried out by classification using a database model. [9]

Here’s a classic example to understand this difference:
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Figure1.4:Exemple de classification d'image en utilisant la détection d'objet [11].

1.5. Deep Learning
Deep learning-based object detection is an important element of data science, It is a field

that is based on learning and improving on its own by examining computer algorithms, we

present a three primary DL methods you’ll encounter:

 R-CNN and their variants, including the original R-CNN, Fast R- CNN, and

Faster R-CNN;

 Single Shot Detector (SSDs);

 YOLO.

1.5.1. Definition of deep learning
Deep learning is a form of machine learning, deep learning has recently seen a surge in

popularity as a way to accelerate the solution of certain types of difficult computer problems,

most notably in the computer vision and natural language processing (NLP) fields.[13]

Deep Learning is based on the idea of artificial neural networks and is designed to handle

large amounts of data by adding layers to the network. A deep learning model can extract

features from raw data thanks to multiple layers of processing and learn about these features

incrementally through each layer with minimal human intervention. [12]

1.5.2. How Deep Learning Works
Computer programs that use deep learning go through much the same process as the

toddler learning to identify the dog. Each algorithm in the hierarchy applies a nonlinear

transformation to its input and uses what it learns to create a statistical model as output.
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Iterations continue until the output has reached an acceptable level of accuracy. The number

of processing layers through which data must pass is what inspired the label deep. [14]

1.5.3. The relation between Machine Learning and Deep Learning and AI?

1.5.3.1 Artificial intelligence or AI :
Artificial Intelligence is one of the technological innovations that happened, to replace

the manual work that is done by human in various fields. Artificial Intelligence is a branch of

science and technology that creates intelligent machines and computer programs to perform

various tasks which requires human intelligence. It is systems that mimic various functions

which a human can do. [15]

AI uses external data like the big data in order to achieve excellent performance for the

given tasks.[15]

1.5.3.2 Machine learning:
Machine learning is the tool used for large-scale data processing. It is well-suited to

complex datasets that have huge numbers of variables and features. One of the strengths of

many machine learning techniques, and deep learning, in particular, is that they perform best

when used on large datasets, this improving their analytic and predictive power. In other

words, machine learning techniques, and deep learning neural networks, in particular, learn

best when they can access large datasets where they can discover patterns and regularities

hidden in the data [16].

Figure 1.5: The Relation between Machine Learning and DL and AI [17].

https://searchsoftwarequality.techtarget.com/definition/iterative
https://whatis.techtarget.com/definition/process
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Table 1.1: The Difference between DL and Machine learning [10]

Machine learning, deep learning, and artificial intelligence all have relatively specific

meanings but are often broadly used to refer to any sort of modern, big-data-related

processing approach. [13]

1.5.4 Methods of Deep Learning:

1.5.4.1 R-CNN
Object detection presents two challenges: finding objects and classifying them. This is

the goal of R-CNN: to divide the difficult task of object detection into two easier

tasks[18]:Objects Proposal (find objects) and Region Classification. Region proposals have a

higher probability of containing an object.

The R-CNN algorithm was proposed by Girshick [19], which is the first real target

detection model based on convolutional neural networks. The improved R-CNN model

achieves 66% mAP. As shown in figure (1.6), the model first uses the Selective Search to

extract approximately 2000 region proposals of each image to be detected. Then the size of

each extracted proposals is uniformly scaled to a fixed-length feature vector and these

extracted image features are input into the SVM classifier for classification. Finally, a linear

regression model is trained to perform the regression operation of the bounding box.

Compared with the traditional detection method, the accuracy of the R-CNN does improve a

lot, but the amount of calculation is very large, and the calculation efficiency is too low.
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Secondly, directly scaling the region proposal to a fixed-length feature vector may cause

object distortion [20]

Figure 1.6 : the architecture of the R-CNN algorithm [11].

1.5.4.2 Fast R-CNN:
Fast R-CNN has also been proposed by Girshick to improve the speed of training and

testing and to improve detection accuracy. In fast R-CNN, instead of processing region

proposals by the CNN Network, the input image is processed and a convolutional feature map

is produced. Regions of interest (ROI) are generated from the feature maps and passed to the

fully connected layer. It should be noted that the R-CNN fast is nine times faster in training

and 213 times faster in inference than the R-CNN [21].

Figure 1.7: Fast R-CNN architecture [21]

1.5.4.3 Faster R-CNN
Even though the inference time was reduced from 47 s in R-CNN to 2.3 s in fast R-CNN,

this last algorithm determines the regions and their bounding boxes using an algorithm of

selective research, which itself leads to a considerable delay in the process. In 2015, Redmon

et al . proposed the region proposal network (RPN), which is a neural network distinct used to

predict bounding boxes. This network is merged with R-CNN, which shares convolution
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CNN
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features. The new algorithm is named R-CNN faster. Faster R-CNN won first place in the

ILSVRC competition.[11]

Faster R-CNN = Fast R-CNN + RPN [2]

Figure 1.8: faster R-CNN architecture [11].

1.5.4.4 SSD
SSD is a real-time, efficient and high-precision detection algorithm proposed by Liu W

and al. in 2016[22],Single Shot MultiBox Detector (SSD) was the first single stage detector

that matched accuracy of contemporary two stage detectors like Faster R-CNN , while

maintaining real time speed. SSD detects smaller objects earlier in the network when the

image features are not too crude, while the deeper layers were responsible for offset of the

default boxes and aspect ratio.

During training, SSD match each ground truth box with the default boxes with the best

jaccard overlap and train the network accordingly, similar to Multibox . They also used hard

negative mining and heavy data augmentation. Similar to DPM, it utilized weighted sum of

the localization and confidence loss to train the model. Final output is obtained by performing

non maximum suppression. Even though SSD was significantly faster and more accurate than

both state-of-art networks like YOLO and Faster R-CNN, it had difficulty in detecting small

objects. This issue was later solved by using better backbone architectures like ResNet and

other small fixes. [23]

https://www-sciencedirect-com.sndl1.arn.dz/science/article/pii/S0263224121009726?via%3Dihub
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Figure 1.9: Network structure of SSD[22]

1.5.4.5 Yolo (YOU ONLY LOOK ONCE)

You only look once (YOLO) is a state-of-the-art, real-time object detection system. On a

Pascal Titan X it processes images at 30 FPS and has a mAP of 57.9% on COCO test-dev

[25], he’s a family of neural networks that improved the speed and accuracy of object

detection with deep learning.

The main improvement in YOLO is the integration of the entire object detection and

classification process in a single network. Instead of extracting features and regions separately,

YOLO performs everything in a single pass through a single network, hence the name “You

Only Look Once.” [26]. The object might have different spatial locations and aspect ratios

within the image. Hence, the real-time algorithms of object detection using the CNN model

such as R-CNN and YOLO had further developed to detect multi-classes in a different region

in images had been developed. The illustration for the YOLO model is shown in Figure (1.

10)
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Figure 1.10: A simplified illustration of the Yolo object detector pipeline [26].

We use a totally different approach. We apply a single neural network to the full image.

This network divides the image into regions and predicts bounding boxes and probabilities for

each region. These bounding boxes are weighted by the predicted probabilities.

YOLO is a great example of a single-stage detector. We’ll be using YOLOv3 in this

project, in particular, YOLOv3 is significantly larger than previous models, YOLOv3 had

“incremental improvements” from the previous YOLO versions [10], but is, in my opinion,

the best one yet out of the YOLO family of object detectors. [13]YOLO trained on the COCO

dataset. The COCO dataset consists of 80 objects, including people, bicycles, cars and trucks,

Airplanes, stop signs and fire hydrants, animals, including cats, dogs, birds, horses, cows, and

sheep, to name a few, kitchen and dining objects, such as wine glasses, cups, forks, knives,

spoons, etc.

1.5.5 Convolution neural network (CNN)

Convolutional Neural Networks (CNNs) are Artificial Intelligence algorithms based on

multi-layer neural networks that learn relevant features from images, being capable of

performing several tasks like object classification, detection, and segmentation. The

advantage of CNN over others classification algorithms (SVM, K-NN, Random-Forest, and

others) is that the CNNs learn the best features to represent the objects in the images and have

a high generalization capacity, being able to precisely classify new examples with just a few

examples in the training set [28]
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1.6 Object detection based on Deep Learning
At present, with the development of deep learning technology and image recognition

technology, object detection algorithms based on deep learning have become the mainstream

direction in the field of image recognition; and deep learning detection algorithms such as the

Fast R-CNN, the R-FCN, the Faster R-CNN, SSD, and others have endlessly emerged.[24]

Object detection represents a significant focus of research in the field of computer vision

that can be applied in driverless cars, robotics, video surveillance, and pedestrian detection.

Recently, deep learning techniques have revolutionized the object detection field by

improving object detection accuracy and robustness, Because deep neural networks can

automatically learn different features, object detection based on deep learning is characterized

by more abundant features and stronger feature representation capabilities than are possible

with traditional hand-crafted features[29](such as SIFT, Scale Invariant Feature Transform,

HOG, Histogram of Oriented Gradients and Haar features) [30].

Figure 1.11: Example of object detection based on DL [11].

https://www.mdpi.com/2076-3417/8/9/1423/htm
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1.7 Conclusion

Nowadays, the world is getting smarter, and image-processing technique is provided all

over the world, such as camera surveillance, object tracking, object detection,

classification...etc. However, object detection is the most crucial and special part of image

processing. In this chapter, we have presented the meaning of social distancing, then an

overview of object detection and its principle. Then, we presented a state of the art on object

detection aiming to show the diversity of approaches proposed in this field. These stages are

divided into two categories: stage based on automatic learning (Machine Learning) and stage

based on deep learning (Deep Learning). Finally, we discussed the principle and the different

stages of the most common detection method such as; CNN.R-CNN, FAST R-CNN,

FASTER, SSD and YOLO.
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2.1 Introduction
In this chapter, we present the main steps to build a social distancing detection. At first,

we describe the importance of the Yolov3 method to detect objects and how it works; we

review how we detect the distance in the second part. Specifically, we focus on the centroid

algorithm to track the person and take the center point of the bounding box by assign

identifies .And with these center points we calculate the pairwise distance on the video stream.

At the end, we check if the distance is in safe or unsafe condition between people.

2.2 Object Detection using YOLO
Object detection algorithms based on deep learning have become the mainstream direction

in the field of image recognition; and deep learning detection algorithms such as Yolo have

endlessly emerged, in this section we are going to see how the Yolo algorithm works and

show the version of it.

2.2.1 Definition of Yolo

YOLO stands for “You Only Look Once” which is one of the fastest object detection

algorithms that use a variant of darknet originally trained on Imagenet consisting of 53

layers. It was developed by Joseph Redmon for the task of detection and computer vision.[31]

 Darknet53 is the basic feature extraction network of target detection network

YOLOv3,which is used to extract the characteristics of training images.[32]

 Imagenet is a dataset of over 15 million labeled high-resolution images belonging to

roughly 22,000 categories. The images were collected from the web .[33]

The YOLO network consists of three main pieces [34]:

1) Backbone: A convolutional neural network that aggregates and forms image features at

different granularities.

2) Neck: A series of layers to mix and combine image features to pass them forward to

prediction.

https://www-sciencedirect-com.sndl1.arn.dz/topics/engineering/detection-algorithm
file:///C:/Users/MICRO/Downloads/Yolo%20v3%20aicha.docx
file:///C:/Users/MICRO/Downloads/Yolo%20v3%20aicha.docx
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3) Head: Consumes features from the neck and takes box and class prediction steps

Figure2.1: Network structure of the Yolo algorithm [35].

Yolo is a state-of-art; Real-time detection system that predicts and classifies bounding

boxes for objects within a given image simultaneously. the image data input To Yolo is

divided into SxS grid cells according to resolution, features are extracted through CNN, and

the predicted tensore is obtained through a fully connected layer, as shown in the figure(2,2).

The predicted tensor has a size of (S x S) and a length of (B x 5+c).Here, SxS is the number

of grid zones, B is the number of candidate boundary boxes whose center point is included in

the grid zone, and C is the number of objects that can be classified . Each lattice zone is

represented by a vector having a length of (Bx5+C), and the set of SxS lattice zones

constitutes a predicted tensor of S x S x (B x 5 + C). [34]

Figure2.2: structure of Yolo [34].

file:///C:/Users/MICRO/Downloads/Yolo%20v3%20aicha.docx
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2.2.2. Versions of Yolo

There are five versions of YOLO: v1, v2, v3, v4, and v5. YOLO v1 is inspired by

GoogleNet (Inception network) which is designed for object classification in an image. This

network consists of 24 convolutional layers and 2 fully connected layers. [36]

The Main improvement measures of YOLO network from V1 to V5 [37]:

 YOLOv1: The grid division is responsible for detection, and confidence loss.

 YOLOv2: Anchor with K-means added, two-stage training, and fully convolutional

network.

 •YOLOv3:Multi-scaledetection by using FPN.

 YOLOv4: SPP, MISH activation function, data enhancement Mosaic/Mix-up, GIOU

(Generalized Intersection over Union) loss function.

 YOLOv5: Flexible control of model size, application of Hardswish activation function,

and data enhancement.

2.2.2.1. YOLOv1
Has two full-connected layers and twenty-four convolutional layers. The model size of

YOLOv1 has reached 1 GB, which occupies a very large storage space and requires the

running platform with high performance.

2.2.2.2. YOLOv2
Removes the fully-connected layers and introduces anchor boxes to predict bounding boxes,

making the YOLO detector faster and more robust than YOLOv1. [38]

2.2.2.3. YOLOv3
YOLOv3 performs multi-label classification with the help of logistic classifiers instead of

using softmax as in the case of YOLOv1 and v2. In YOLOv3 Redmon et al.proposed

Darknet-53 as a backbone architecture that extracts features maps for classification. [36]

2.2.2.4. YOLOv4
Compared with YOLOv3, YOLOv4 introduced mosaic data enhancement in the data

processing. In addition, the backbone, net-work training, activation function, and loss function

were optimized, which made YOLOv4 faster and achieved the best balance between the

accuracy and speed in these real-time object detection algorithms. [39]
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2.2.2.5. YOLOv5
Despite being released a month after YOLO v4, the start of research for YOLOv4 and

YOLO v5 was quite close (March – April 2020). For avoiding collision, Glenn decided to

name his version of YOLO, YOLOv5. The architecture of YOLOv4 and YOLOv5 are very

similar [40]

2.2.3. YOLOv3 principle

In this work, we will use YOLOv3. YOLOv3 is an improved version of YOLOv2. It uses

multi-scale prediction to detect the final target, and its network structure is more complex than

YOLOv2. YOLOv3 predicts bounding boxes on different scales, and multi-scale prediction

makes YOLOv3 more effective for detecting small targets than YOLOv2. [41]

The YOLOv3 architecture has residual skip connections and an up sampling layer [23].

The key novelty is this algorithm is that it makes its detections at three different scales. The

Yolo algorithm is a fully connected layer and the detection is done by using a 1*1 kernel on

the feature maps to make the detections at three different locations using three different scales,

as can we seen in the Architecture below (figure 2.3). As mentioned, the shape of the kernel

for detection is a 1*1*(B*(A+C)), where B indicates the number of bounding boxes, C refers

to the number of classes and the A refers to the 4 bounding box attributes (height, width, x

and y coordinates). The Yolov3 algorithm was trained on a dataset known as the coco dataset,

which has 80 classes and the bounding box attributes summing to 3, so in effect, the kernel

size becomes 1*1*255.

Figure2.3: Architecture of Yolov3 [42].
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2.2.4. YOLO algorithm steps
The main steps of the YOLO algorithm are [43]:

 The input image is divided into a grid of boxes eg. 13 × 13. This way image got

divided into a set of smaller images and it increases the possibilities of object

detection in each cell.

 Perform the image classification and localization on each grid cell. This step produces

a probability of an object detected, dimensions of the bounding box and class of the

detected object.

 Perform thresh holding to remove the multiple instances detected. It only picks those

cells which are having highest probabilities.

 Perform the non-max suppression to further refine the detected bounding boxes using

the technique of Intersection of Union.

2.2.5. How YOLOv3 Works

How YOLO works: is that we take an image and split it into an SxS grid, within each of

the grids we take b bounding boxes. For each of the bounding boxes, the network outputs a

class, probability and offset values for the bounding box. The bounding boxes having the

class probability above a threshold value are selected and used to locate the object within the

image. [44] .In order to implement object detection, each grid cell predicts B bounding boxes

with their parameters and confidence scores for those boxes.

This confidence score reflects the presence or absence of an object in the bounding box,

The confidence score is defined as [40]:

Evaluating the YOLO model on the famous COCO dataset which contains 80 classes and sets
each cell to predict 2 bounding boxes, the total output parameters are 7 × 7 × (5 ∗ 2 + 80).

https://www-sciencedirect-com.sndl1.arn.dz/topics/engineering/localisation
https://www-sciencedirect-com.sndl1.arn.dz/topics/engineering/grid-cell
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Figure2.4:Yolo model with 7×7 grid cell applied on input image [40].

2.2.5.1. Bounding box

YOLOv3 predicts boxes at different scales using the concept of FPN. It mainly utilizes a

certain amount of convolutional layers and residual layers to complete the detection process,

and uses the features of the entire image to predict each bounding box. [45]

After dividing the picture into a certain number of squares, each square checks the picture if it

contains an object or not.

Figure2.5: An Example of bounding box [46].

The grid cell gives the bounding squares predictions in addition to the conditional class c.

The grid indicates 4 coordinates for each bounding square, bx, by, bw, bh [47]:
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bx, by: Determine the center of the square.

bh : height.

bw : width .

Figure2.6: Bonding box with tension priors and location prediction [47].

Each square in figure (2,7) represents an array with 8 values : pc , by,bx,bw,bh,c1,c2,c3 .

PC represents the class probability, if the presence of an object is registered, then the value

“pc = 1”

Let’s take the example of the car in the figure below:

 We mentioned before that the value “pc = 1” represents the presence of an object in

the image, while “pc = 0” means there is no object. In this example, we find the value

c2 = 1, because the object represents a car
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Figure2.7: specifying label vector y in a Yolo model has 3×3 grid cells and predict object
for 3 classes [48].

He the picture is divided by grid 3×3 ( 9 squares), each square represents a matrix and the

depth of the matrix is the number of b and c values, the result of checking the square is at the

top left of the square.

As shown in figure (2,8), the picture contains a lot of objects, the number of squares must be

doubled, because the greater the division, the greater the accuracy of determining the object

Figure2.8: the process of englobate box division

2.2.5.2. Non-max-suppression:
A technique to filter the predictions of object detectors.NMS is integrated into OD

algorithms to filter detection boxes.NMS makes selections based on the Intersection over

Union (IOU) among detection boxes. IOU measures the ratio of the overlapped area over the

union area between two boxes. The NMS works in two steps [49]:
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For a given object category, all of the detected bounding boxes in this category (i.e.,

candidate set) are sorted based on their box confidence scores from high to low.

NMS selects the box which has the highest confidence score as the detection result, and

then it discards other candidate boxes whose IOU value with the selected box is beyond the

threshold. Then, within the remaining boxes, NMS repeats the above two steps until there is

no remaining box in the candidate set.

Figure2.9:Non-Max suppression on Algorithme [50].

This means that we will not put several bounding boxes on the same object. As we see in the

(figure 2.9), we have one car in the picture surrounded by several boxes, in this case, a defect

will occur in the evaluation, so one must choose a suitable bounding box for the car. The

appropriate bounding square for the object is chosen according to accuracy, by comparing

squares according to IOU.

2.3. Social distancing detector steps
This section discusses the essential steps to prepare a workflow for social distancing on

images as seen in Fig.(2.10) [51]:

 Prepare an input images or streaming a video from a camera which contains

people.

 Applying the deep learning object detector to detect people in images or video

streams.

 Check the number of persons that are in the images or video stream.
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 Compute the distance between the centroid of the bounding boxes which are

enclosed to the detected people.

Finally, the algorithm will decide for safe or unsafe social distancing based on the number

of persons and the measured distance between the centroid of bounding boxes.

Figure2.10: The steps for people detection and social distancing
classification on image [51].

There are two main components to the program: the setup, which only occurs once

in the beginning, and the operation, which is a loop that occurs once for each frame of

the input video.

2.3.1. The setup

The first step of the setup loop is to input an image consisting of objects, then we

detect a person, which is accomplished using an object detection program called

YOLO. This program recognizes a wide variety of objects, but this work includes a

filter that only keeps the person known.

2.3.1.1. People detection
This part presents how we used a deep learning model along with some knowledge in

computer vision to build a social distancing detector.
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Figure2.11: Stage-1 the overall structure of the people detection module. [30]

In order to detect persons, we need to define some steps. [52]

 Pass the frames to Yolo algorithm

For every frame that needs processing. Some parameters have to be specified when doing

so [32]. These include the type of input that the model requires and which outputs we want to

get back from it. In our case the outputs needed are the following:

- Bounding boxes coordinates of each object

- The confidence of each prediction (0 to 1)

- Class of the prediction (0 to 90)

The YOLO framework deals with object detection in a different way, It takes the entire image

in a single instance and predicts the bounding box coordinates and class probabilities for these

boxes, There are 2 main conventions followed when representing bounding boxes [53]:

- Specifying the box with respect to the coordinates of its top left, and the bottom right

point.

- Specifying the box with respect to its center, and its width and height.
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Figure2.12: Object Detection with coordinates [53].

As we see in figure (2, 12) the bonding box specifying also with:

1. Class: What is in the object inside the box. Eg car, truck, person etc

2. Confidence: Indicates how likely the object is actually present in that box. Eg a confidence

of 0.9 would indicate that there is a 90% chance that the object actually exists in that box.

 Filter out weak predictions and non-relevant objects

The objective is to exclude both weak predictions and all other classes of objects except

person , and The class associated to a person is 1. [52]

Figure2.13: Filtering only the people detection [52].
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2.3.1.2. Person Tracking

The idea of object tracking is to analyze video frames and find the location of moving

objects in every single video frame. Object tracking techniques use algorithms like deep sort,

centroid tracker, csrt, kcf..Etc, if the object has the same metric throughout the frame then it

will track the same object throughout the sequence of frames and keep the same object ID for

that object [52].Object tracking is the operation of [54]:

- Taking an initial set of object detections (such as an input set of bounding box

coordinates)

- Creating a unique ID for each of the initial detections

- And then tracking each of the objects as they move around frames in a video,

maintaining the assignment of unique IDS.

2.3.1.2.1. Centroid tracking algorithm
To track our object we use Centroid Tracking algorithm. This algorithm works by

calculating the Euclidean distance between the centroid of identified people over frames

[55].there are five steps wich are:

 Step 1: compute the centroid of bonding box

To build a simple object tracking algorithm using centroid tracking, the first step is to

accept bounding box coordinates from an object detector and use them to compute centroid.

These bounding boxes can be produced by any type of object detector you would like (color

thresholding + contour extraction, Haar cascades, HOG + Linear SVM, SSDs, Faster R-CNNs,

Yolo ….). In this work, we use YOLOv3 as an object detector.

Figure 2.14: Shows that it set box coordinates and computes the centroid [54]

https://github.com/nwojke/deep_sort
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 Calculate the center point of a bounding box
To measure the center point C(x, y); of the bounding box for the detected person, midpoint

equation is used as in (2.1)[56] .

C(x,y)= (����+����
�

, ����+����
�

) (2.1)

Width= {Xmin and Xmax}.

Height= { Ymin and Ymax} .

 Step 2: Compute Euclidean distance centroid

For every frame in our video stream we apply Step 1of computing object centroids[57],

however, instead of assigning a new unique ID to each detected object , we first need to

determine if we can, associate the new object centroids (yellow) with the old object centroids

(purple).

Figure2.15: Three objects are present in this image [54].

We compute the Euclidean distances between each pair of original centroids (purple) and new

centroids (yellow). But how do we use the Euclidean distances between these points to

actually match them and associate them?

 Calculate the Euclidean distance:
To measure the Euclidean distance, C1 (X1, Y1) and C2 (X2, Y2) between two

pedestrian, distance equation is used as in (2.2) [56].

� ��, �� = (�� − ��)� + (�� − ��)� (2.2)

 Step 3: Update(x, y)-coordinates of existing objects
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We assume that the same object will be moved the minimum distance compared to other

centroid, which means the two pairs of centroid having minimum distance in following

frames are considered to be the same object .that means we tacking the same person.

Figure2.16: Now it's time to assign the IDs to the moved centroid that will indicate the
same object [54].

But what about the lonely point in the bottom-left?

 Step 4: Register new objects

In the event that there are more input detections than existing objects being tracked, we

need to register the new object. “Registering” simply means that we are adding the new object

to our list of tracked objects by [57]:

- Assigning it a new object ID

- Storing the centroid of the bounding box coordinates for that object

We can then go back to Step 2and repeat steps for every frame in our video stream.
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Figure2.17: We have a new object that wasn't matched with an existing object, so it is

registered as object ID*3 [54].

 Step 5: Deregister old objects

Any reasonable object tracking algorithm needs to be able to handle when an object has been
lost, disappeared, or left the field of view [57]. For this implementation, we will deregister old
objects when they cannot be matched to any existing objects.

2.3.1.2.2. Disadvantages of object tracking algorithm

While our centroid tracker worked great in this example, there are two primary

drawbacks of this object tracking algorithm:

- The first is that it requires that object detection step to be run on every frame of the

input video.

- If two or more objects overlap each other to the point where their centroids intersect ,

the algorithm may (unknowingly) swap the object ID.[57] It’s important to understand

that the overlapping object problem is not specific to centroid tracking it happens for

many other object trackers as well, including advanced ones.

Figure2. 18: Simple online and real time tracking technique [60]
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2.3.2. The operation

The first step from the operation is to see the scene by camera calibration to get better

results and enable you to compute actual measurable units (rather than pixels).

2.3.2.1. Bird eye view transformation

Camera view calibration is applied which works by computing the transformation of the

perspective view into a top-down view, which means he gives us a top view of the scene

thankfully to OpenCV cause has great built-in functions to apply this method [58], The actual

distance between pedestrians corresponds to the number of pixels in the top-down view can

be estimated..[59]

Figure2. 19: illustration of perspective transformation in a parking lot scene [60].

The first step involves selecting 4 points on the original image that are going to be the

corner points of the plan which is going to be transformed. These points have to form a

rectangle with at least 2 opposite sides being parallel. If this is not done, the proportions will

not be the same when the transformation happens. For each person detected, the 2 points that

are needed to build a bounding box a returned. The points are the top left corner of the box

and the bottom right corner. From these, we computed the centroid of the box by getting the

middle point between them. Using this result, we calculated the coordinates of the point

located at the bottom center of the box. [60]

2.3.2.2. Distance measuring

To compute the pairwise distance we have 2 steps: calibration and testing by calculating

the distancing between two pairs.

In calibration, there are 2 steps [61]: The user is required to input the focal length, then
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The user is required to position these 2 individuals at the minimum social distance that is to

be maintained.

1 / To calculate the distance between two persons first the distance of the person from the

camera then we calculate the perceived focal length of the camera, we assumed person

distance D from the camera and person's actual height H=165cms and with person detection

pixel height P of the person is identified using the bounding box coordinates. Using these

values, the focal length of the camera can be calculated using the formula below [55]:

F = (D × P)/ H (2.3)

Figure2.20: focal length of camera

Then we use the real person's height H, the person's pixel height P, and the camera's focal

length F to measure the person's distance from the camera. The distance from the camera can

be determined using the following[55]:

D1= (H× F)/ P (2.4)

In testing we need: to calculate the Euclidian distance between two pairs of pedestrian as we

show in eq(2.2.)

2.3.2.3. Decision for safe /unsafe condition:

The social distance, which is first calculated in calibration mode, will be used as the

reference social distance. In the testing mode, the social distance between 2 individuals will

be calculated using the equations shown above. If the calculated social distance is lesser than

the reference social distance, the pair of individuals will be identified as violations.

H

D
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The pair of pedestrians, whose distance is below the minimum acceptable distance, t., is

marked in red, and the rest is marked in green. A red line is also drawn between the pair of

individuals whose distance is below the pre-defined threshold. The bounding box's color

threshold operation, c, can be defined as[59] :

� = ��� � < �
����� � ≥ � (2.5)

2.3.2.4. Results :

Figure2.21: Output image

Here we see 4 violations (4 bounding box in red ) means that people in there are in close

distance and the others in green box means they are keeping a safe distance .

2.4. Conclusion

in this chapter we presented the yolov3 as well as his function on our project, which is a

fast algorithm for detecting people, we use the centroid algorithm for tracking people to

compute the distance between the pedestrian . we compute the Euclidian distance and based

on that we check how many people are following the social distance.
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Chapter3

Implementing a social distancing detector with OpenCV and deep learning
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3.1 Introduction
The social distancing detector is usually applied to images or a video sequence. We start

this chapter by choosing the network for our tool, then explaining how to load video

sequences with Python 3.7 and OpenCV and get frames with DNN model we detect our

object in our work we detect only people. We typically see about object detection a darknet

network, we have seen how to use deep learning to detect objects in an image. For this, we

used a YOLOv3 neural network, pre-trained to detect and identify objects in 80 categories

(person, car, truck, potted plant, giraffe ...). YOLOv3 is the state-of-the-art object detection

algorithm: It is very accurate and fast when evaluated on powerful GPUs, compared to other

algorithms, basic on that we will create our structure to build a social distancing detection.

3.2 Darknet

Darknet-53 is a convolutional neural network that acts as a backbone for the

YOLOv3object detection approach. Darknet is mainly for Object Detection, and has a

different architecture, features than other deep learning frameworks. It is faster than many

other NN (like CNN,RCNN, Fast RCNN,Faster RCNN,..). Architectures, We would say

Darknet architecture & YOLO is a specialized framework. YOLO can run on CPU but you

get 500 times more speed on GPU as it leverages CUDA.

 YOLOv3 uses a variant of Darknet, which originally has 53 layer network trained on

Imagenet.

 For the task of detection, 53 more layers are stacked onto it, giving us a 106-layer

fully convolutional underlying architecture for YOLO v3.

 YOLO model is compatible with OpenCV DNN module.

https://thedatafrog.com/object-detection-darknet
https://thedatafrog.com/object-detection-darknet
https://pjreddie.com/darknet/yolo/
https://paperswithcode.com/method/yolov3
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Figure3.1: Darknet architecture

3.2.1 Cuda

CUDA is a parallel computing architecture developed by NVIDIA, which makes it

possible to use the resources of the graphics processor (GPU). CUDA is used in a large

number of applications: machine learning, scientific computing, video games, etc.

3.3 Working environment

Now, we will see the (hardware and software) requirements that are used to achieve

distance detection with deep learning which the goal of this project is.

3.3.1 Hardware

In order to carry out this work project, a set PC TOSHIBA with the following features:

 Processor: Intel(R) Core(TM) i5-2410M CPU @ 2.30 GHz.

 RAM: 4, 0 Go.

 Laptop’s in-built camera to build a real time social distance detector .

 System type: 64-bit exploitation System.

 Windows edition: Windows 7 Pro.
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3.3.2 Software

For this project, we used a set of development tools such as: The programming language
Python 3.7, the computer vision library OpenCV and PyCharm IDE.

3.3.2.1 Python

Python is the most used programming language in the field of Machine Learning, Big
Data, and Data Science. Python is a general-purpose programming language started by Guido
van Rossum that became very popular very quickly, mainly because of its simplicity and code
readability.

3.3.2.1.1 Why we choose python

This programming language has many interesting features such as[2]:

 It is cross-platform (portable). That is to say, it works on many operating systems:

Windows, Mac OS X, Linux, Android and iOS, from Raspberry Pi mini-computers to

supercomputers.

 It is free. You can install it on as many computers as you want (even on your phone!).

 It is a high-level language. Just you need a little knowledge of how a computer works

to be used.

 It is an interpreted language. A Python script does not need to be compiled to be

executed, unlike languages like C or C++. It is relatively easy to handle.

 All these characteristics mean that Python is now taught in many training courses,

from secondary education to higher education.

Figure3.2: Logo of python
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3.3.2.1.2 Python Users:

Many corporations have used and been using this tool for different functions. Some of them
are:

 Google is one of the Python users that included this language in its web search
system and employed Python’s creator, too.

 YouTube video sharing service makes extensive use of Python.
 NASA, Los Alamos, Fermilab, JPL, and others use Python for scientific
 Programming tasks.
 IRobot uses Python to develop commercial robotic vacuum cleaners.
 Intel, Cisco, Hewlett-Packard, Seagate, Qualcomm, and IBM use Python for

hardware testing.

3.3.2.2 PyCharm

PyCharm is the most popular IDE (Integrated Development Environment) for Python

scripting language, and includes great features such as excellent code completion and

inspection with an advanced debugger and support for web programming and various

frameworks such as Django and Flask. All the installed packages are displayed with proper

visual representation. This includes list of installed packages and the ability to search and add

new packages.

3.3.3 The installation of software and the packages

3.3.3.1 OpenCV

OpenCV-Python (for Open Computer Vision) is a free library of Python bindings

designed to solve computer vision problems. Developing by Intel, specializing in real-time

image processing, to install OpenCV via PIP give the following command:

Pip install OpenCV-python

To Test OpenCV Installation use the following command in python: import cv2.

Figure 3.3: Logo of OpenCV
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3.3.3.2 NumPy

Is an extension of the Python programming language, this free and open source software

library provides multiple functions allowing in particular to directly create an array from a file

or on the contrary to save an array in a file, and to manipulate vectors, matrices and

polynomials. It can also be integrated with C/C++.

To install the package, we need to use the command;

Pip install numpy

3.3.3.3 Argparse

The argparse module makes it easy to write user-friendly command-line interfaces. The

program defines what arguments it requires, and argparse will figure out how to parse those

out of sys.argv. The argparse module also automatically generates help and usage messages

and issues errors when users give the program invalid arguments.

3.3.3.4 ImUtils

A series of convenience functions to make basic image processing functions such as
translation, rotation, resizing, skeletonization, detecting edges, and much easier with OpenCV
and both Python 2.7 and Python

3.3.3.5 Video Stream

A Video Stream is an attached video file.

3.4 Distance detection in video with OpenCV

In this section, we discuss the steps taken to train our human detection model and the

investigated datasets to train the model, followed by experimental results on people detection,

social distancing measures.

3.4.1 Data base

As with any deep learning task, the first most important task is to prepare the dataset ,with

the realized of OpenCV , Aleksandr Rybnikov add new module called “dnn” deep learning-

based distancing detector which is based on the Yolo .For this project the dataset used for this

model is COCO dataset which is Common objects in context. Models contained in the Yolo

Object detection model zoo are trained to detect over 80 different kinds of objects labeled in
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this COCO dataset. This list of objects like a car, a toothbrush, a banana, a person etc.

Efficiency of the system depends on the speed of the model.

3.4.1.1 Features of the COCO dataset

 Object segmentation .

 Superpixel stuff segmentatio

 Over 200’000 images of the total 330’000 images are labeled

 1.5 Million object instances

 80 object categories, the “COCO classes”, which include “things” for which individual
instances may be easily labeled (person, car, chair, etc.)

 91 stuff categories, where “COCO stuff” includes materials and objects with no clear

 Boundaries (sky, street, grass, etc.) that provide significant contextual information.

 5 captions per image

 250’000 people with 17 different key points

Figure 3.4: Samples from COCO Dataset

3.4.1.2 Get The COCO Data

To train YOLO you will need all of the COCO data and labels. Here we are loading our

model in .net variable using cv2.dnn , as we mention before , the network we use it is Darknet .

 Net: Many layers’ computes gradients via forward / backward

 Dnn: Most deep learning methods use neural network architectures, which is why

deep learning models are often referred to as deep neural networks. it have been applied to

fields including computer vision, speech recognition, natural language processing, machine
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translation, medical image analysis…, where they have produced results comparable to and in

some cases surpassing human expert performance

 Configpath : file includes yolov3.config .

 weights Path: file include yolov3.weights.

3.4.1.3 Modify cfg for COCO

Before starting to train, you must prepare your data for object detection. To prepare your

data, you can use LabelImg tool. In this tool, you can prepare your data in two different format;

xml and txt. For yolov3, txt format must be.

 YOLOv3 needs certain specific files to know how and what to train. You must create

these three files (.data, .names, and .cfg).

Classes = “80”, number of class in your data set

train = train file path, <path-to-coco>/trainvalno5k.txt

valid = <path-to-coco>/5k.txt

names = class names file,” data/coco.names”

backup = where you want to store the Yolo weights file “backup”

 You should replace <path-to-coco> with the directory where you put the COCO data.

 Every new category should be on a new line, its line number should match the category

number in the.txtlabel files we created earlier.
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3.4.2 diagram of social distancing detector

Figure3.5: Diagram of social distancing
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3.4.3 Distance detection in video stream with OpenCV and deep learning

The first task of detecting social distancing is to prepare the data set which is called coco-

dataset,which is a new unit with the realization of OpenCV.

The deep learning social distancing detector is called dnn which is based on the yolov3

framework with a darknet core which will allow us to detect social distancing with fast

performance using OpenCV.

At the first of this stage, we need to import the necessary packages so that our model could

run:

Figure3.6: Importing the package of libraries

After importing the libraries, and Using OpenCV DNN module, we load our YOLO net into

the memory.

Here we are loading our model in “net” variable using cv2.dnn.readNetFromDarKnet()

function.

Figure3.7:loading Yolo.network

After that we load the video with cv2.VideoCapture () function and args “input”(which is the

video input is entered by the user) and then extracting height and weight dimensions for every

frame with frame. Shape[:2] (line10 and 11)where we extract the first and the second

dimension.
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Figure3.8:input video

Figure3.9: Dimension for frame of video

We need to resize the frame by using theimutils.resize () Function, to 416×416 dimension,

The dimensions of our input video for testing are quite large, so we resize each frame while

maintaining aspect ratio. at the end function returns a “blob” which is our input frame .

Figure3.10:Resizing the frame

The input to the network is called blob object, Pre-processing our frame requires that

we construct a blob. It has the following parameters:

 The image to transform.

 The scale factor (1/255 to scale the pixel values to [0..1])

 The size ,here a 416×416 square image

 The option swapRB=true (since Opencv uses BGR).

Figure3.11:preparing the blob

After that we need to detect person, we gather the output layer names from YOLO; we’ll need

them in order to process our results, the function we use it to detect only person:

Figure3.12: Detect Person



Chapter 3: Implementing a social distancing detector with OpenCV and deep learning

49

The function accepts four parameters:

 frame: The frame from our video file or directly from our webcam

 Net: The pre-initialized and pre-trained YOLO object detection model

 Ln: The YOLO CNN output layer names

 personIdx: The YOLO model can detect many types of objects; this index is

specifically for the person class, as we won’t be considering other objects.

With setInput() we are setting new input value for the network which is our “blob” and with

forward() we are running forward pass to compute output of layer. We’ll need them in order

to process our results.

Figure3.13: Setting new input

Next, using our detect people function implemented that we mentioned before , we grab

results of YOLO object detection. We then check if there are more then 2 person in line 74.

Figure3.14: Check the number of people.

Next, we compute the Euclidean distance after getting the centroid of bonding box, we use the
function below:

Figure3.15: Compute the distance

Then loops over the upper triangular of the distance matrix using the commands in

figure(3.16);

Figure3.16:Looping the upper triangular

We now check to see if the distance between any two centroid pairs is less than the threshold:
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Figure3.17: Check the distance

Then we set violate, this set contains a listing of people who violate social distance

regulations (which are set forth by public health professionals)

Figure3.18:Set violation

After getting the results, the algorithm determines the color of the box in green or red, if the

people are keeping safe distance between themthebonding box will be in green [line98],else

if the violation occurred then the color of the box willbe in red [line 103].

Figure3.19: determine the color of box.

At the end, we display the total number of violations on the output frame.

Figure3.20: setting the number of the violations.

3.4.4 OpenCV social distancing detector results:

In this section, we present the comparison between different outputs of the 3 videos (the

calibration of the cameras is varies in this videos,) framework to get a good view and to

evaluate the performance of the distance detection method by deep learning. Then we

analyzed and annotated it.
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3.4.4.1 Results and discussion

We will see different results in figures (3.21),(3.22),(3.23);

- video 1: You can clearly see a good detection result, But we note in the third image that there

is an error in the result of the detection, as the correct distance was not estimated due to the

distance of people from the camera.

- video 2: The process of detecting social distancing in this video is relatively correct,

although the camera covered a large area, we see that the detection result is excellent for the

area closest to the camera, the more people move away from the camera, the more errors in

the detection result.

- video 3: Despite the location of the upper camera is suitable for calculating the distance,

there are many errors in the detection result due to a large overlap in the bounding boxes and

the inability of the program to estimate the given reference distance.
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 Video 1

Figure3.21:Results of social distancing detector on video1
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 Video 2

Figure3.22:Results of social distancing detector on video2
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 Video 3

Figure3.23:Results of social distancing detector on video3

3.5 Conclusion

In this work, we studied an algorithm for detecting social violations using an in-deep

learning model. Using computer vision, the distance between people can be measured and

any people who do not obey the law was shown in a red Frame. The used model was

confirmed using a video showing pedestrians walking down the street. The visual results

showed that the used method it is able to determine measures of social isolation that can be

developed for use in other environments such as offices, restaurants, and schools. In addition,

the work can be improved by expanding the pedestrian detection algorithm, integrating other

detection algorithms such as mask detection and human body temperature detection,

improving computer hardware power, and measuring camera view.
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General Conclusion

The learning of computer vision through its important applications to improve public

safety has benefited us greatly since the emergence of COVID-19, Emerging developments

and the availability of smart technology allow us to create new models that help meet the

needs of the world. So here, we have created a social distance detector that could potentially

apply to public health care. In this era of COVID-19, social distancing is very important to

reduce a deadly virus that is transmitted from one person to another. The Public Health

Organization [1] announced a strict decision to keep a distance of at least 2 meters between

two people until urgent medicine is found for that. However, many of us avoid implementing

this, as it is difficult, especially in our generation. Despite that, the government focused on

finding an effective solution to control the massive crowd, in our project, we focused mainly

on that.

In human terms, it is very difficult to monitor whether or not people are following social

distancing in crowded places. However, it can be done easily with the help of computers,

cameras, and some advanced object detection techniques. All these things gave us the idea to

study our project. To overcome this problem, we have studied a social distancing detection

program that detects whether a person leaves a safe distance of at least 2 meters or not. The

installation of this software module in public places, in the work environment and in various

crowded areas will make it easier to monitor the detection of spacing than to monitor by

human power.

The aim of our work was to see how the process of monitoring social distancing via

object detection and tracking methods, where each individual is identified with the help of

bounding boxes. The created bounding boxes help to identify groups of people who satisfy

the distance threshold calculated with the help of calculating the Euclidean distance between

pedestrians. The number of violations is confirmed by counting the red rectangles that

appeared on nearby people. In this work, we used the latest object detection model YOLO v3,

where we show that YOLO v3 deals with object detection in a different way, by taking the

entire image in one case and predicting bounding box coordinates and class probabilities for

these boxes. We use in the simulation part, the widely used high-level programming language

Python, the computer vision library OpenCV, and the PyCharm IDE. We used the yolov3

detector, which uses the pre-trained coco, and OpenCV’s darknet network of the DNN
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module and the algorithm detector to perform its function. Deep neural networks have always

shown very successful results when it comes to discovering things.

The results obtained show that the Yolov3 detector is the best at detection. It is one of the

fastest object detection algorithms that use a variant of Darknet originally trained on Imagenet

consisting of 53 layers, and also the model runs in real-time on the CPU. However, the

detector had a problem detecting the real distance when there is a large distance from the

camera to the person and also when there is an overlap in boxes. The social distancing

detector did not leverage a proper camera calibration, meaning that we could not (easily) map

distances in pixels to actual measurable units (i.e., meters, feet, etc.). Therefore, the first step

to improving our social distancing detector is to utilize proper camera calibration. Doing so

will yield better results and enable you to compute actual measurable units (rather than

pixels).The problem with this current implementation is speed Our CPU-based social

distancing detector is obtaining~2.3 FPS, which is far too slow for real-time processing.
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