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Résumé

En informatique graphique, le rendu nécessite le calcul de la contribution des

sources lumineuses (éclairage direct) et de tous les objets de la scène à travers des

réflexions, des réfractions et des diffusions multiples dans des milieux participants

tels que la fumée, la poussière, les nuages (éclairage indirect).

L’éclairage indirect est une tâche très coûteuse, principalement à cause de calcul

de la visibilité (entre les rayons lumineux et les objets de la scène). Pour accélérer

l’éclairage indirect, il est nécessaire d’exploiter les performances élevées du GPU

(Graphics Processing Unit).

Le but de cette thèse est d’utiliser le GPU pour calculer tous les objets visibles à

partir des sources lumineuses. À cette fin, nous mettons une caméra à 360 degrés

composée d’un DPRSM (Dual Paraboloid Reflective Shadow Map). Pour chaque

pixel de cette caméra, nous calculons le point visible, sa position 3D, sa normale et

sa couleur. Chaque point visible agit comme une source de lumière ponctuelle qui

joue le rôle de source de lumière secondaire, appelée VPL (Virtual Point Light).

Pendant le rendu, tout point de la scène reçoit un rayon en raison de l’éclairage

direct et de l’éclairage indirect. Ce dernier est la contribution des VPLs.

Le calcul des contributions de tous les VPL prend beaucoup de temps de calcul.

Une meilleure solution est de choisir un petit sous-ensemble de VPL par impor-

tance à l’aide d’une méthode de transformée inverse (appelée IT) basée sur le

calcul d’une CDF (Cumulative Distribution Function). Ensuite, nous calculons la

contribution de ce petit sous-ensemble de VPL aux points visibles de la caméra à

travers les pixels. La façon dont la CDF est calculée est cruciale pour la qualité

de l’image de rendu. Nous proposons deux méthodes pour calculer une CDF ef-

ficace ainsi qu’une méthode MIS (Multiple Importance Sampling) combinant une

méthode de transformée inverse avec une approche de tracé de chemin distribué

(gathering).

mots clés: Visibilité, éclairage indirect, Voxelisation, Méthodes de transformée

inverse, VPL.
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Abstract

In computer graphics, rendering requires computing the contribution of the light

sources (direct lighting) and that of all the objects within the scene through multi-

ple reflections, refractions and scattering within participating media such as smoke,

dust, clouds (indirect lighting).

Indirect lighting is a very time-consuming task, mainly due to visibility computa-

tion (between light rays and the scene’s objects). To speed up indirect lighting,

one way is to exploit the high performance of the GPU (Graphics Processing Unit).

The aim of this thesis is to use the GPU for computing all the objects visible

from the light sources. To this end, we place a 360-degree camera consisting of a

DPRSM (Dual Paraboloid Reflective Shadow Map). For each pixel of this cam-

era, we compute the visible point, its 3D position, normal and color. Each visible

point acts as a point light source which plays the role of secondary light source,

called VPL (Virtual Point Light). During rendering, any point in the scene is

assigned a radiance due to direct lighting and indirect lighting. This latter is the

contributions of the VPLs.

Computing the contributions of all the VPLs is very time-consuming. One bet-

ter solution is to choose by importance a small subset of VPLs using an inverse

transform method (called IT method) based on CDF (Cumulative Distribution

Function). Then we compute the contribution of this small subset of VPLs to the

points visible from the camera through the pixels. The way the CDF is computed

is crucial for the quality of the rendered image. We propose two methods for

computing an efficient CDF as well as an MIS (Multiple Importance Sampling)

method combining an IT method with a gathering approach.

keywords: Visibility, Indirect lighting, Voxelization, Inverse Transform methods,

Virtual Point Light.
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Chapter 1

Introduction

Computer graphics domain is concerned with the creation and management of

different interactions between the light and the objects of a 3D scene. Despite its

appearance in the early 1950s, its applications are very limited. Currently, com-

puter graphics invades different fields of research and it has an important goal in

research. The realistic rendering of 3D scenes, which is nowadays strongly sought

by the industries of cinema, architecture, multimedia, video games, etc.

The global illumination techniques in recent years are known a considerable im-

provement, both visually and in terms of computation time. A final realization of

images photo-realistic with the techniques of global illumination, the exact calcula-

tion of the distribution of light in the 3D scene is the most important element to be

taken into account. Indeed, the equation of rendering that has been introduced in

1886 makes it possible to model the distribution of the light in a scene. Or, an exact

solution of this equation is impossible since there is an infinity of incident lights.

Lighting simulation and the search for a solution to the problem of global illumina-

tion still is a very active research in computer graphics. Global illumination aims to

simulate different lighting effects in a 3D scene. Several approaches exist, which are

based on tracing rays or photons, such as: bidirectional path tracing[LW93], gath-

ering, Metropolis-Hasting ([MRR+53]; [Has70]), photon tracing[Jen96], and meth-

ods based on Virtual Point Light (VPL)([Kel97];[RGK+08]; [REH+11]). Many

methods have been proposed in the literature to compute indirect lighting, some

of them make use of VPLs. The use of VPLs can be an efficient way to compute

global illumination. The VPLs are computed as follows. One classical camera is
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placed at each point light source. Rendering from this camera allows computing

a GBuffer containing for each pixel of this camera: the 3D position of the point

visible to the point light source through the pixel, its normal, flux and color. This

GBuffer is called RSM (Reflective Shadow Map). Note that a classical Shadow

Map contains only the z coordinate (depth) of the visible point through a pixel,

and an RSM is an extension of a Shadow Map. Each visible point stored in an

RSM is called VPL. Each VPL acts as a secondary light source that could con-

tribute to any point in the scene (indirect illumination).

Previous studies have shown that the critical step in global illumination compu-

tation is to determine visibility. This latter can be computed using algorithms

based on Shadow Maps ([RGK+08]; [REH+11]). The authors of these latter pa-

pers have reported a good approximation of visibility when using VPLs, but it is

very expensive (in terms of memory storage) to associate a Shadow Map with each

VPL. Once the VPLs have been computed, for efficiency purpose, the radiance of a

pixel of the scene camera is computed by summing the contributions (to the point

visible through the pixel of the scene camera) of a small set of VPLs (rather than

all the VPLs) selected randomly using an inverse transform method (IT) requiring

the computation of a cumulative distribution function (CDF). The way the CDF

is computed is crucial for the quality of the rendered image.

Figure 1.1: Direct vs Indirect illumination.

Our proposed methods can be used in several application domains, such as Vir-

tual Reality and Augmented Reality, to improve realism. We could also apply our

methods in Multimedia and Video games applications to minimize the rendering

time.

In this manuscript, we are interested in global illumination methods based on
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VPLs. The VPLs are constructed by placing two PRSM (Paraboloid Reflective

Shadow Map), each having a field of view of 180 degrees around a point light

source. This way a visibility of 360 degrees is assigned to a point light source.

Note that a classical RSM has a field of view of only 90 degrees. From now on, the

set of two PRSMs is called DPRSM (Dual Paraboloid Reflective Shadow Map).

The goal of this thesis is to propose a technique that uses the inverse transform

method to select the more contributive VPLs in the scene, to do this we have to go

through the implementation of the techniques of view adaptive imperfect shadow

maps (global CDF) that is presented by [REH+11], and distributed ray tracing

(gathering approach).

1.1 Motivation

The motivations of this PhD thesis is to provide new rendering techniques for

selecting the VPLs that contribute more to the final image. We have focused on

two main research axis:

• implementation of the methods for efficiently computing a CDF (used to

select randomly a small set of VPLs contributing to the radiance of a point

visible from the viewpoint) as well as an MIS (Multiple Importance Sam-

pling) method combining an IT method (Inverse Transform) with a gathering

approach aiming at improving the quality of the rendered image.

• visibility is computed using a voxel-based approach. We consider only single

bounce indirect lighting and diffuse objects.

1.2 Contributions

Our main contributions are:

• implementation details on DPRSM and PRSM;
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• two PRSMs (called DPRSM) are placed around each point light source to

compute VPLs, and one PRSM is assigned to each VPL for visibility purpose;

• we show that DPRSM outperforms classical RSM when rendering with VPLs.

To cover a 360degree field of view a DPRSM requires two rendering passes

while a classical RSM requires six.

• use of Dual Paraboloid Reflective Shadow Maps (DPRSM): when randomly

selecting a small set of VPLs, each of the two paraboloid reflective shadow

maps (PRSM) of this DPRSM is randomly selected at a time according to

a Russian roulette [AK90];

• novel methods for computing a CDF;

• an MIS (Multiple Importance Sampling) method combining an inverse trans-

form method (for computing CDF) with a gathering approach.

1.3 Organization of the dissertation

This thesis is divided into three main parts:

1. Part 1- Background on global illumination: we will introduce in the

chapter2 the fundamental formulation and equations to formalize the light

transport function. In the chapter 3 we will present the Monte Carlo integra-

tion and the methods that used Monte Carlo integration for approximating

a solution to the rendering equation.

2. Part 2- State of the art on voxel and VPL based methods: in this

part we will present voxel-based methods for approximating the visibility

computation during the rendering step (4). Where we will describe in the

chapter 5 the diffirent methods for VPL-based rendering.

3. Part 3- Contributions and results: we will show an overview of our

methods for computing the CDF. In chapter 6 we describe how to select one

PRSM using Russian roulette. Our inverse transform methods (local CDF

and gathering-based global CDF) aiming at selecting the more contributive

VPLs are presented in chapter 7. As well as we will detail in this chapter
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our proposed combined technique based on the MIS principle, with some

experimental results.



Part I

Background on global

illumination

6



Chapter 2

Mathematical fundamentals on

global illumination

2.1 Introduction

In this chapter, we will present the basic radiometric quantities used in the global

illumination field, as well as all mathematical equations to approximate the calcu-

lation of the lighting. Light is a set of photons, each of them has a certain energy.

These photons are distributed in the electromagnetic spectrum. The visible part

in the electromagnetic spectrum is ranged between ultraviolet and infrared radia-

tion with λ ∈ [380, 780] nanometers (nm) where λ represents the wavelength (see

figure 2.1).

The following formula shows the energetic light power Φ (measured in Watts):

Φ =

∫ 780nm

380nm

Φ(λ)dλ (2.1)

7
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Figure 2.1: The electromagnetic spectrum.

The techniques for computing the illumination in computer graphics are based on

the light distribution over a 3D surface.

2.2 Solid Angle

The solid angle describes the area taken by an object projected onto the unit

sphere centred at a point x. In the global illumination domain, the solid angle

represents a set of directions around a sphere. From now on, the solid angle is

denoted by ω. It can be computed by the ratio between the projected area A and

the radius square r of the sphere as in the following equation 2.2

ω =
A

r2
(2.2)

We can approximate the solid angle around a point x onto a small area by 2.3:

dω =
Acosθ

r2
(2.3)

Where cosθ is the angle between the axis r and the surface normal N .

The figure below 2.2 illustrates an example of solid angle: Moreover, the solid

angle can also be represented in spherical coordinates system as. This formula

is popularly used in the rendering domain because we integrate around a sphere

(hemisphere). The formula is described as follows 2.4:

dω = sinθdθdϕ (2.4)

The following figure illustrates the solid angle in the spherical coordinates system

2.3:
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Figure 2.2: Illustration of the solid angle: dω is a differential angle solid
projected over a differential area dA.

Figure 2.3: Illustration of the solid angle: dω is a differential angle solid
projected over a differential area dA.

2.3 Radiometric quantities

Radiometry domain is an energetic system that allows quantifying the energy of

all types of radiations. While the photometry domain concerns only the visible

radiations which define in λ ∈ [380, 780].
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The Radiometric quantities are physical measurements that characterised the dif-

ferent light phenomena. In computer graphics domain, we use these quantities to

define the rendering equation.

1. Radiant flux (light power): denoted as Φ and measured in Watts (W).

It expresses how much radiant energy Q is propagated from, through, or to

a surface by a unit of time t:

Φ =
dQ

dt
(2.5)

2. Irradiance: it corresponds to the radiant flux Φ received per a unit of

surface area A1. It denoted as E and measured in W.m−2:

E(x← ω) =
dΦ

dA1(x)
(2.6)

3. Radiant Exitance: is the radiant flux leaving a surface area A2. It called

also Radiosity. Notated by B and measured in W.m−2:

B(x→ ω) =
dΦ

dA2(x)
(2.7)

4. Radiance: is the radiant flux Φ per unit of solid angle ω per unit of surface

area A:

L(x→ ω) =
dΦ

dωdA(x)cosθ
(2.8)

Where θ is the angle between the normal of the surface area A and the

direction ω. The luminance is measured in W.m−2.sr−2

5. Intensity: it is the radiant flux Φ emitted by a point light source per unit

of solid angle ω. It is measured in W.sr−1:

I(x→ ω) =
dΦ

dω
(2.9)

2.4 Bidirectional Reflectance Distribution Func-

tion

When the light reaches a surface, it can be reflected, or transmitted. A part of

this energy can be absorbed. The function which defines the energy distribution
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through a surface is called BSSRDF(Bidirectional surface scattering reflectance

distribution function). For simplification, the BSSRDF is replaced with the BRDF.

This end expresses the ratio between the reflected radiance in a given direction and

the irradiance. The BRDF considers only the light arriving at a point x of a surface

and the light reflected from this same point. It used to describe the properties of

the diffuse reflection, the rough specular or the ideal specular (glossy) materials.

When the light is coming on a surface, it reflected the energy. The amount of the

radiance reflected from the point x is given by:

dLo(x→ ωo) = fr(x, ωi, ωo)dE(x← ωi) (2.10)

For a single light wavelength, the BRDF is given by the following formula (equa-

tion2.11):

fr(x, ωi, ωo) =
radiance

irradiance
=
dLo(x→ ωo)

dE(x← ωi)
=

dLo(x→ ωo)

Li(x← ωi)cosθidωi
(2.11)

Where θi is the angle between the normal of the surface and the direction ωi with

cosθi is the dot product of the normal N and the direction ωi. (see figure 2.4 for

more details).

The figure below (2.4) illustrates the BRDF function: The BRDF has two proper-

Figure 2.4: Illustration of the BRDF function: the relation between the
incoming radiance Li and the outgoing radiance Lo.
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ties which are: reciprocity and energy conservation. The reciprocity property also

called Helmholtz reciprocity is given by:

fr(x, ωi, ωo) = fr(x, ωo, ωi) (2.12)

This property means that the BRDF at a point x coming from the direction ωi

and reflected into direction ωo is the same as the BRDF at a point x coming from

the direction ωo and reflected into direction ωi.

The energy conservation property expresses that for all the directions ωi and ωo

over the hemisphere Ω+, the total energy quantity that is reflected can not be

higher than the incident quantity energy. The conservation energy property is

given by: ∫
Ω+

fr(x, ωi, ωo)cosθidωi 6 1 (2.13)

2.4.1 Diffuse surfaces

The diffuse surfaces (Lambertian surfaces) are the surfaces that uniformly reflect

the energy in all the directions over the hemisphere (see figure 2.5).

Figure 2.5

Let ρd is the diffuse albedo of a surface. It represents the fraction of the incident

irradiance reflected into the radiosity B:

ρd =
Bo(x→ ωo)

Eo(x← ωi)
(2.14)
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For a perfect Lambertian surface, the BRDF can be define as:

fr(x, ωi, ωo) =
ρd
π

= kd (2.15)

2.5 Rendering equation

In this section, we present the basic rendering equation that is physically modelling

the lighting distribution problem in a 3D scene.

In the field of computer graphics, the generation of images requires an accurate

calculation of the light distribution in a 3D scene, the calculation of a point color in

a 3D model requires the integration of the whole incident illumination. Obviously.

Kajiya [Kaj86] has been introduced in 1986 the rendering equation that is used to

determine the outgoing radiance at a point x in a surface A. However, it is difficult

to solve this recursive integral analytically. For that, there are many techniques

to approximate the solution of the rendering equation.

The light transport does not depends on only to the self-emittance at a point x

but to its reflections and refractions properties. Thus, the light distribution can

be expressed in the direction domain or in the area domain. In the following, we

will illustrate how the rendering equation is represented in each domain. For more

details, please refer to the Physically Based Rendering Techniques (PBRT) book

[HP04].

2.5.1 Direction domain

Using the definition of the BRDF (2.11), we can deduce the outgoing radiance dLo

at a point x in a differential direction dω as:

dLo(x→ ωo) = fr(x, ωi, ωo)Li(x← ωi)cosθidωi (2.16)

To find the radiance in all the direction domain, we integrate the equation 2.16:

Lo(x→ ωo) =

∫
H2

fr(x, ωi, ωo)Li(x← ωi)cosθidωi (2.17)
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To generate the formula, we add the self emittance Le at a point x 2.18:

Lo(x→ ωo)︸ ︷︷ ︸
total radiance

= Le(x→ ωo)︸ ︷︷ ︸
emitted radiance

+

∫
H2

fr(x, ωi, ωo)Li(x← ωi)cosθidωi︸ ︷︷ ︸
reflected radiance

(2.18)

Where ω ∈ H2 and H in the hemisphere around the point x

After some interactions, the outgoing radiance can be an incident radiance of

another point. Therefore, the integral that represents the expression of the light

transport will be recursively.

2.5.2 Area domain

Our goal is now to transform the light transport equation represents in the direc-

tion domain to another one represents in the area domain. We integer the light

transport over all the surfaces.

The following figure 2.6 represents the geometry of the light transport in the area

domain: To transform the rendering equation to an area domain, it is necessary

Figure 2.6: Illustration of the light transport geometry.

to reformulate the solid angle dω by a differential surfaces unit dA as follows 2.19:

dω =
cosθds

‖x− y‖2
(2.19)

Let us call V (x, y) the visibility function between x and y (visibility = 1 if the

point x is visible from point y, and 0 otherwise). G(x, y) is the geometry term
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which defines the relation between the orientation and the distance between the

points on the different surfaces. Where:

G(x, y) =
cosθcosθ′

‖x− y‖2
(2.20)

The equation 2.18 becomes:

Lo(x→ ωo) = Le(x→ ωo) +

∫
A

fr(x, ωi, ωo)Li(x← ωi)V (x, y)G(x, y)dS (2.21)

Equation 2.21 expresses the global illumination model in the area domain. It

describes the light transport mechanism between areas. In this thesis, we use

both global illumination formulation in direction domain and in area domain.

There are several approaches to resolve the light transport equation (in direction

domain or in area domain). In this thesis, we are interested in the Monte Carlo

rendering techniques.

2.6 Conclusion

The rendering equation consists in calculating the distribution of the light at dif-

ferent points in a scene, it is difficult to solve it by the analytical methods, for this

reason, there are several methods that have been developed to simplify the resolu-

tion of the rendering equation. The approximate method consists in discretizing

the scene in small surfaces called patch, this discretization offers an advantage of

transforming the rendering integral into a system of equations, then calculating the

radiance in each patch. The main problem of this method is that it allows simulat-

ing only the diffuse effects. The most methods used today to solve the rendering

equation are Monte Carlo methods which are based on probabilistic sampling. In

the next chapter, we will describe in detail the Monte Carlo integration and the

different rendering techniques that used Monte Carlo integration to approximate

the global illumination effects.



Chapter 3

Theory behind Monte Carlo

integration

3.1 Introduction

In the previous chapter, we have introduced some basic mathematical concepts and

formulas which are used in the global illumination domain. As we have shown,

there are several approaches to solve the light transport integral. It is practically

impossible to find an analytic solution to the rendering equation, especially for the

complex geometry scenes. In this section, we will demonstrate an efficient way to

solve the rendering equation by using the Monte Carlo integration. Moreover, this

integration to the global illumination problem can be a robust solution because

it is based on random sampling. It generates realistic rendering scenes and it is

considered as the most popular solution to the global illumination problem.

3.2 Probabilistic concepts

To simulate the light distribution, it is necessary to resolve the rendering integra-

tion. In practice, it is impossible to find an analytical solution. For this reasons,

the most efficient solution is the use of Monte Carlo estimator. In this section,

we define how we can use the Monte Carlo integration to resolve the rendering

equation. We also show some algorithms and methods that used Monte Carlo

methods in computer graphics domain.

16
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3.2.1 Discrete random variable

A discrete random variable X is a variable that takes a countable random values.

In a domain Ω, we note X(Ω) = {x1, x2, ..., xk, ...} where xk is the outcome of the

discrete random variable X. Each variable xk has a probability mass function p,

where p(xk) ∈ [0; 1]. If X(Ω) takes a finite elements then the probabilities sum of

all the variable xk is equal to 1.

p(X = xk) ≥ 1 (3.1)

and ∑
xk∈X(Ω)

p(X = xk) = 1 (3.2)

A Cumulative Distribution Function (CDF) of a discrete random variable X is the

probability gives to a variable which takes a value less than or equal to xk

CDF (X) = P (X) = p(X ≤ xk) (3.3)

for all i = 1,...,k

P (X) =
∑
xi≤xk

p(xi) (3.4)

3.2.2 Continuous random variables

A continuous random variable X is a variable which takes its values in uncountably

infinite of outcomes xk from its domain. Let us define the Probability Distribution

Function of a continuous random variable X ∈ [a; b], the probability affected to a

such variable x in the small interval [a; b]. It is noted by p(x)dx.

The Cumulative Distribution Function (CDF) of a continuous random variable, is

expressed by:

CDF (X) = P (X) = P (x ∈ [a; b]) =

∫ b

a

p(x)dx (3.5)
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3.2.3 Expected value

We can define the expected value as the mean of a probability function. Moreover,

we have two expected value types according to the random variable.

The expected value of a discrete random variable X is defined as:

E(X) =
k∑
i=1

xip(xi) (3.6)

For a continuous random variable X ∈ Ω, its expected value is given by:

E(X) =

∫
Ω

xip(xi)dxi (3.7)

Moreover, we can express the expected value of a random variable function as:

E(f(x)) =

∫
Ω

f(x)p(x)dxi (3.8)

3.2.4 Variance

The variance is the deviation (the difference) of a random variable from its mean.

The variance of a random variable X is defined as:

V [X] = σ2 = E[(X − E[X])2] (3.9)

In other words:

V [X] = σ2 = E[X2]− E[X]2 (3.10)

3.3 Monte Carlo integration

The Monte Carlo (MC) methods are the methods that based on a stochastic sam-

pling. In computer graphics, the Monte Carlo integration is used to approximate

the rendering equation. Where it is very difficult to provide an exact analytical

solution.

We consider the integral I that defined a function f(x) over a domain Ω. The goal
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of Monte Carlo integration is to evaluate the integral I:

I =

∫
Ω

f(x)dx (3.11)

Monte Carlo approach approximates the integral I by selecting N random samples

with a certain pdf. The Monte Carlo estimator is given by:

ÎN =
1

N

N∑
i=1

f(xi)

p(xi)
(3.12)

We have:

lim
N−→+∞

ÎN = lim
N−→+∞

1

N

N∑
i=1

f(xi) ≈ IN (3.13)

We can rewrite the equation 2.17 as:

Lo(x→ ωo) =

∫
H2

fr(x, ωi, ωo)Li(x← ωi)cosθidωi
p(x)

p(x) (3.14)

In other way:

Lo(x→ ωo) =

∫
H2

g(x)p(x) (3.15)

Where:

g(x) =
fr(x, ωi, ωo)Li(x← ωi)cosθidωi

p(x)
(3.16)

In this case, the rendering equation is approximated 2.17 by using the Monte Carlo

model as:

Lo(x→ ωo) ≈
1

N

N∑
i=1

g(xi)p(xi) (3.17)

3.4 Inverse transform method

To compute the indirect lighting using Monte Carlo integration, it is necessary to

choose some random points in a certain domain. There are existed different meth-

ods to select random points such as inverse transform, rejection, and metropolis

methods. In this section, we describe the inverse transform method that will be

used in our work to generate the VPLs.

The goal of this method is to generate random variables which correspond to a

certain pdf. For that, we should compute the Cumulative Distribution Function
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(CDF).

Furthermore, we define the CDF function for two kinds of distributions, discrete

and continuous distributions. We define the CDF and the PDF functions in the

discrete domain as:

CDF (i) =
i∑

j=1

PDF (i) (3.18)

And:

PDF (i) = CDF (i+ 1)− CDF (i) (3.19)

As the PDF distribution, the CDF function is distributed between 0 and 1 (see

figure 3.1 for more details).

Figure 3.1: Example of the PDF and CDF distribution in the discrete domain.
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For continuous distribution, the PDF and the CDF functions are described as

follows:

Let us call p(x) the probability distribution function of the variable x, defined over

the interval [xmin, xmax], we can sample a random variable x which is distributed

a from according to p from a set of uniform random numbers ξi ∈ [0, 1].

The inverse is produced in two phases:

1. Integrate the PDF p(x) to obtain the Cumulative Distribution Function

P (x) =
∫ x
xmin

p(x)dx.

2. inverse P (x) by using a uniform random numbers ξi. xi = P−1ξi.

Where P−1 is the inverse function of the CDF P .

See figure 3.2

In the following, we show an example for sampling variables using the inverse

transform method:

3.4.1 Uniform sampling of triangles

1. CDF computation:

First, we compute the barycentric of the triangle as: x = αA + βB + γC,

where α + β + γ = 1.

We get: α = 1 − β − γ. So the barycentric point x is expressed by two

unknown variables β and γ x = (1− β − γ)A+ βB + γC where β + γ = 1

Integrating the constant 1 across the triangle gives:∫ 1

γ=0

∫ 1−γ

β=0

dβdγ = 0.5 (3.20)

In order that the PDF becomes uniform, so our pdf is:

p(β, γ) = 2 (3.21)

Since β depends on γ (or γ depends on β), we use the marginal density for

γ, pG(γ):

pG(γ) =

∫ 1−γ

γ=0

2dβ = 2− 2γ (3.22)



22

Figure 3.2: Shapes of PDF and CDF functions. First row: the PDF func-
tion in the contiuous distribution. Second row: the CDF function that is the

integration of the PDF function.

and then, From pG(γ), we find p(β|γ)

p(β|γ) =
p(γ, β)

pG(γ)
(3.23)

p(β|γ) =
2

(2− 2γ)
=

1

(1− γ)
(3.24)

2. Transform the CDF:

To find γ we look at the cummulative pdf for γ:
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We generate the first uniform random variable ξ1:

ξ1 = PG(γ) =

∫ γ

γ=0

pG(γ)dγ (3.25)

ξ1 = PG(γ) =

∫ γ

γ=0

2− 2γdγ = 2γ − γ2 (3.26)

Solving for γ we get:

γ = 1−
√

1− ξ1 (3.27)

Then, we generate a second random variable ξ2 to find β:

ξ2 = P (β|γ) =

∫ β

β=0

p(β|γ)dβ (3.28)

ξ2 =

∫ β

β=0

1

1− γ
dβ =

β

1− γ
(3.29)

Solving for β we get:

β = ξ2

√
1− ξ1 (3.30)

Thus given a set of random numbers ξ1 and ξ2, we warp these to a set of barycen-

tric coordinates sampling a triangle:

(β, γ) = (ξ2

√
1− ξ1, 1−

√
1− ξ1) (3.31)

3.5 Importance sampling

It is a Monte Carlo approximation method where the expected value of the light

transport equation is approximated by a mean value (see equation 3.17). When

using the importance sampling technique, the distribution will be non-uniform.

The importance sampling method (IS) allows choosing the best PDF distribution.

In other words, it is necessary to choose the distribution where its shape will be

very similar to the integrand shape in order to reduce the variance value.

The IS technique is a variance reduction technique that can efficiently approxi-

mate the light transport integral which leads to converge the solution between the

distribution and the integrand. (see figure 3.3).

Now, lets go back to the equation 2.17. To approximate this integral using im-
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Figure 3.3: different Integrand and PDF plots: first row: uniform distribution
with constant PDF (in green), second row: PDF (in green) is closer to the

integrand (in blue) than in the third row.
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portance sampling method, we should find the PDF that minimizes the variance.

We put:

p(ωi) =
cosθ

π
[Dut03] (3.32)

The CDF of a such distribution is:

P (ωi) =

∫
Ω

p(ωi)dωi (3.33)

Because we integrate the rendering equation over the hemisphere, we can formulate

ωi by θ and ϕ angles:

P (ωi) =

∫ 2π

0

∫ π
2

0

cosθ

π
sinθdθdϕ (3.34)

P (ωi) =
1

π

∫ 2π

0

∫ π
2

0

cosθsinθdθdϕ (3.35)

We use the inverse transform method (see section 3.4) , we obtain:

P (ωi) = ϕ
1

2π
sin2θ =

ϕ

2π
(1− cos2θ) (3.36)

We choose two uniform random variables ξ1 and ξ2, where:

ξ1 = cos2θ ⇒ θ = arccos
√
ξ1 (3.37)

And

ξ2 =
ϕ

2π
⇒ ϕ = 2πξ2 (3.38)

3.6 Multiple Importance Sampling

In some cases, we need to approximate the light transport integral by using impor-

tance sampling technique but for more than one strategy. Veach [Vea97] has been

proposed a Multiple Importance Sampling (MIS) technique that allows combining

two (or more) rendering strategies, in order to get an efficient estimator with a

low variance as much as possible.

In this section, we describe the MIS technique and we show how we apply it in

the rendering domain. Veach [Vea97] has been introduced a formulation which
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permet to approximate the Monte Carlo integration as follows:

F =
1

n

k∑
i=1

n∑
j=1

ωi(xij)
f(xij)

pi(xij)
(3.39)

Where F is the MIS estimator, k is the number of strategies (estimators), n is the

number of samples (number of directions for example), f(xij) is the contribution

of the light path, pi(xij) is the probability associated to the estimator f(xij) and

ωi(xij) is the weight of each sample.

The weights ωi(xij) are used to determine which strategy is more robust and

efficient than the others. The balance heuristic function allows to compute the

ωi(xij) as follows:

ωi(xij) =
pi(xij)∑nbStrategy

k=1 pk(xij)
(3.40)

3.7 Conclusion

In this chapter, entitled theory behind Monte Carlo integration, we have described

the Monte Carlo algorithm. This algorithm, consisting mainly of two passes:

• first pass: consists of searching the good pdf that converges the solution of

the global illumination (in general by using importance sampling technique).

• second phase: consists of transforming the light transport problem from

the continuous domain to the discrete one.

After the detailed description of the technique chosen (Monte Carlo integration).

We describe in the next part, we will cite the different related work concerning

the computation visibility which is the main cost step in the rendering process it

is now time to implement it.



Part II

State of the art on voxel and VPL

based methods
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Chapter 4

Voxel-based models

4.1 Introduction

In this chapter, we define the voxelization method which is used to compute the

visibility during the rendering process. We show in section 4.2 the principal idea

of the voxelization. Then we present in section 4.3 the ray marching algorithm

that is used on our work and that allows us to browse in the voxelized scene. In

addition, we see in section 4.4 some existing methods that used the voxelization

in the global illumination domain.

4.2 Voxelization

The voxelization is the process of transforming a set of triangles that represent the

scene to a set of voxels. In other words, it describes the passage from a continuous

representation to a discrete one. The voxelization is the best approximation to

the continuous geometry. It can be used to minimize the ray object intersection

when computing the global illumination.

The 3D scene is inserted into an Axis Aligned Bounding Box (AABB). Then, the

scene is subdivided into a grid of 3D cells. Each cell in the three-dimensional

regular grid contains some information about the scene. When the cells contain

the presence of the geometry information, we call this voxelization type as binary
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Figure 4.1: Transformation of a triangle mesh to a voxelized representation.

voxelization. In the other case, the multi valued voxelization, when the cell con-

tains other information, such as normal, position or material. The figure below

(figure 4.1) illustrates the voxelization process:

4.3 Ray marching

After create and subdivide the bounding box that encompasses the entire scene.

The second step consists of browsing the 3D volume (bounding box) in order to

determine the next cell and verify if the object geometry is partially or totally

within this cell or not. Using the ray marching algorithm has the advantage that

it is not necessary to compute the ray object analytically as in the classical ray

tracing. We present in the algorithm 1 the most robust ray marching algorithm

(Amanatide’s algorithm) [AW+87]:
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Algorithm 1 amanatide(3D texture image grid)

1: o = origin ray(); // return the ray origin

2: v0 = first voxel(grid); // determine the first voxel that contains the the ray

origin

3: if outside(o, grid) == true then

4: // the ray origin is outside of the grid

5: entry = search entryPoint() // search the entry point

6: end if

7: step(stepX, stepY, stepZ) = (1, 1, 1);

8: t = (tx, ty, tz); // values of t corresponding to the points resulting from the

intersection between the ray and 3 faces of the initial voxel

9: tDelta = (tDeltaX, tDeltaY, tDeltaZ); // distance travelled by the ray between

two successive faces perpendicular to the x, y and z faces respectively

10: min = minimum(tx, ty, tz);

11: switch(min)

12: case tx :

13: X += stepX ;

14: tx += tDeltax ;

15: break ;

16: case ty

17: Y += stepY ;

18: ty += tDeltay ;

19: break ;

20: case ty

21: Z += stepZ ;

22: tz += tDeltaz ;

23: break ;

4.4 Voxel-based methods

Usually directly using triangles (modelling the geometry of a scene) in real-time

rendering scenario can be not efficient. To reduce the intersection computation,

a scene can be subdivided into voxels. Several methods have been proposed

([CNLE09]; [THGM11]; [CG12]). Hu et al [HHZ+14] have presented a new ray

tracing method, programmable on the modern GPU, which uses an A-Buffer and
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a grid voxelization to represent the scene geometry.

In this section, we present some related work techniques that used the voxelization

in the rendering domain.

4.4.1 Voxel path tracing

It is the first method presented in voxel-based global illumination [THGM11] that

allows calculating indirect illumination using a scene voxelization.The goal of such

a representation is to accelerate the process of the ray-object intersection. The

authors proposed a simple ray marching for computing intersection between the

rays and the volume data and projecting the outgoing point of the hit voxel onto

a Reflective Shadow Maps to determine the visibility from the point light source.

Figure 4.2 illustrates the principle idea of the voxel path tracing: This method

Figure 4.2: Voxel path tracing. [THGM11]

allows multi bounces rendering with diffuse and specular materials.

4.4.2 Voxel Cone Tracing

Voxel Cone Tracing (VCT) is a method very similar to the ray tracing method.

It is used to accelerate the indirect lighting computation by tracing cones and
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pre-filtered voxel-based representation during the approximation of the indirect

lighting. Crassin et al’s [CNS+11] have been proposed a method that simulates

both ambient occlusion [KL05] and indirect lighting (with diffuse and specular ma-

terials) by using the sparse voxel octree structure. The sparse voxel octree struc-

ture is a mipmap hierarchical structure [Wil83] that is used to store the incoming

radiance. Once the sparse voxel octree is constructed, the incoming radiance is

estimated by the use of pre-filtred representation. The incoming radiance is then

determined by performing a ray marching algorithm (to determine the visibility)

is performed along each cone and by sampling the pre-filtred data structure in the

mip level that corresponds to the selected cone diameter. The determination of

the mip level is due using this formula:

miplevel = log2(dcircle) (4.1)

Where d is the diameter of the correspondent intersection circle in the cone trac-

ing.

Crassin and Green [CG12] have been presented a new voxelization method using

the GPU hardware rasterizer. This voxelization process is done as follows: first,

each triangle in the 3D scene is projected along its dominant axis using an or-

thographic projection. The dominant axis is an x, y, or z axis which provides

the maximum projected area. Then the corresponding voxel position is written

into a 3D texture. For each mip level, the voxels are stored in a 3D texture at

the corresponding resolution. The advantage of this method compared to the one

proposed by Crassin et al [CNS+11] is that the voxels are constructed according

to the mip-map levels, and only the visible voxels will be inserted on the octree

(3D texture).

4.4.3 Layered Reflective Shadow Maps

The Layered reflective shadow maps (LRSM) method proposed by Sugihara et

al [SRS14] is inspired by voxel cone tracing [CG12]. It is an efficient method

that uses voxel cone tracing [CG12] to simulate both diffuse and specular indirect

lighting. In this paper, the authors propose to divide the RSM into n layers in

order to speed up the rendering time and they used it combined to voxel cone

tracing technique for computing the indirect lighting. The LRSM method uses

voxels only for computing the visibility, where the VCT method [CNS+11] stores
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more information (example normal, position,... etc) at each voxel, which leads to

a large memory consumption. The LRSM algorithm is composed of three main

steps that are summarized in the following figure (figure 4.3).

Figure 4.3: Layered Refelective Shadow Maps steps.

4.5 Conclusion

In this chapter, we have shown the motivation of using the voxelization in the

rendering domain. The voxelization that consists of transforming a continuous

geometry representation to a discrete one allows accelerating the visibility com-

putation during the rendering process. When we simulate the indirect lighting

with VPL, it should place a shadow map for each VPLs to compute the visibility

term. But it is very costly. For this reason, we use the voxelization and the ray

marching algorithm to efficiently compute the visibility. In the next chapter, we

present some existing methods which simulate the indirect lighting by the use of

the VPLs and which called VPL-based rendering methods.



Chapter 5

VPL-based rendering methods

5.1 Introduction

State-of-the-art solutions [RDGK12] to algorithms, that are used for realistic image

synthesis, rely on path tracing, photon mapping, and radiosity methods. Each of

them can perform efficiently in terms of time rendering or image photo-realism.

We will focus our relative work on VPL [Kel97] and path tracing on the GPU.

For the other techniques, the reader can refer to Ritschel’s et al. state of the art

[RDGK12].

5.2 Generating VPL

In the literature, there are several methods to approximate global illumination

using Monte Carlo estimator and Importance sampling [ARBJ03] using a Proba-

bility Density Function (PDF). The main advantage of Importance Sampling is to

minimize the variance error when the PDF is closer to the integrand. In off-line

rendering, VPL generation can be performed using rejection sampling [GS10] or

more complex sampling techniques based on Monte Carlo Markov Chain (MCMC)

[Gil05]. When real-time is targeted, an approach based on Instant Radiosity and

Shadow Mapping [Wil78], so-called Reflective Shadow Maps [DS05], has been pro-

posed to approximate one bounce indirect lighting. It considers each pixel in the

shadow maps as a secondary point light source defined by its world space coordi-

nates, its normal and its flux, information that allows evaluating the contribution

34
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of each VPL. Computing the contribution of all the VPLs, stored in a Reflective

Shadow Map, is time-consuming. This is why only a subset of VPLs is used to

compute the indirect radiance of a pixel (see figure 5.1). Dachsbacher et al [DS05]

Figure 5.1: Reflective Shadow Maps scheme

propose two solutions to avoid the contribution evaluation of all the RSM pixels;

which are:

1. first solution: for one visible point from the view camera, only a random

subset of RSM pixels are used.

2. second solution: screen space interpolation the author suggested a

strong assumption: if two points in the scene are close to each other, their

projection on the screen will be close to each other too [DS05]. This solution

has been realized in two passes

- first pass: the authors proposed to render the screen (from the camera

view) in a low resolution and to evaluate the indirect illumination for all the

RSM pixels.

- second pass: in this step, the scene is rendered in a full resolution. If the

samples normal (the three or four surrounding low resolution samples) are

similar to the pixels normal and if its world space position is close to pixel’s

position then a bilinear interpolation of the indirect lighting is performed.

The vpl contribution is calculated using equation 5.1:

contribV PL =
1

π
.gFactor.kdx.f luxV PL (5.1)
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Where gFactor represents the attinuation factor:

gFactor =
cosθ1cosθ2

d2
(5.2)

And fluxV PL defines the color reflected by the VPL from some bounces N :

fluxV PL =
4πIkdv
N

(5.3)

Then the indirect illumination is approximated by summing the contributions of

all the VPLs as in equation 5.4

indirect =
nbV PL∑
v=0

contribv (5.4)

5.3 Evaluating visibility

The determination of the visibility term is the most expensive operation, espe-

cially in real-time rendering. Instant Radiosity [Kel97] is a popular technique that

calculates indirect lighting due to a set of Virtual Point Lights (VPLs). Unlike

the inverse transform method, Barák et al. [BBH13] exploit the performances of

Metropolis-Hastings algorithm [Seg07] to determine the VPLs and use a small

number of them to render the scene. Hedman et al [HKL16] have proposed a

temporally coherent technique that allows sampling the VPLs in large scenes and

enable frame to frame distribution for minimizing the VPL flickering.

5.3.1 Imperfect Shadow Maps (ISM)

Ritschel et al. [RGK+08], uses the observation that an approximate visibility

term for VPLs is sufficient. The authors proposed a technique, called ”Imperfect

Shadow Map”, which represents the scene surfaces by a set of points and splat

them in parallel in the different shadow maps. Figure 5.2 illustrates an overview

of the ISM technique:

The main steps of the ISM method are described in the figure 5.3. First, we have

as input, a 3D surface geometry. The ISM algorithm consists of:
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Figure 5.2: ISM method overview.

1. scene preprocessing: in this step, we randomly select some triangles and

we calculate its barycentric points. These points are then used to compute

the visibility because it is very easier to evaluate the visibility point to point

(barycentric point to VPL) than to evaluate it triangle to point.

2. ISM creation: the scene is rendered from the point light source, then we

select a uniform random number of VPLs. We create an ISM for each VPL

that contains the depth value information of some gather points (points that

are visible from the view camera). The ISM is imperfect because we can find

that some VPLs are not reached by the gather points. For this reason, we

apply the pull-push technique to fill in holes.

3. shading: after creating ISMs, we use it to compute the indirect lighting.

We render the scene from the view camera. We perform the visibility test:

we project the gather point in ISMs, and we test if its depth is less than

the depth stored in ISM then the gather point is visible. In this case, we

compute the VPL contribution to this gather point. The final contribution

that defines the indirect lighting is computed by summing the contribution

of all the visible points.

The disadvantage of this technique is that the scene representation is not adapta-

tive and may be not optimal for a large scene. This limitation has been solved by

Ritschel et al. [REH+11].
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Figure 5.3: Defferent steps of ISM technique: preprocess, ISM generation and
shading.

5.3.2 View Adaptive Imperfect Shadow Maps

Moreover, the authors propose a new method to choose the VPLs which con-

tribute much to the final image by creating a data structure, called Bidirectional

Reflective Shadow Maps, based on a Cumulative Distribution Function (CDF)

(see figure 5.4). The method uses the inverse transform method which requires

the computation of a CDF.

The goal of the Bidirectional Reflective Shadow Maps is to avoid the artifacts due

to the VPLs creation. The main general steps of this method are:

• render scene from view camera;
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Figure 5.4: Bidirectional Reflective Shadow Maps [REH+11]

• render scene from light point;

• select a random gather point in the scene;

• for a potential VPL in RSM, test visibility of that VPL with all view samples;

• define non-uniform VPL sampling with Cumulative Distribution Function

(CDF), to select VPLs which have a strong influence on view samples;

5.3.3 Rich VPLs

A Rich-VPL method [SHD15] handles glossy reflections with multiple primary

light sources in the scene. Dammertz et al. [DKL10] have proposed a progressive

method to simulate indirect lighting. It combines and exploits the advantages of

three methods: Virtual Point Lights, caustics, and specular gathering, to be able

to render a large variety of global illumination effects.

5.4 Clustering

Many lights methods rely on clustering to reduce the time needed to compute the

contributions of the VPLs, such as the method proposed by Olsson et al. [OBS+15].

Dong et al. [DGR+09] use clustering to compute visibility. This clustering idea, in

global illumination, has been wildly used [Seg07, HL15]. Hašan et al [HKWB09]

have introduced a Virtual Spherical Lights (VSL) method to resolve the singular-

ity problem due to the VPLs. The lightcut methods [WFA+05, WABG06] try to

avoid the VPL flickering.



40

A real time based Instant Radiosity method has been proposed by Novák et

al[NED11] to approximate bias compensation and avoid the artifacts of the VPLs.

Nabata et al [NIDN16] have proposed a method to estimate more precisely the

error due to VPL clustering.

Figure 5.5: Illustration of the depth subdivision into clusters [OBS+15].

5.5 Conclusion

In this chapter, we have presented some VPL-based methods for the indirect il-

lumination contribution. In reality, despite the fact that the VPL-based methods

give a good approximation whether for diffuse or specular materials. But there

are limited by the artifacts (flickering) due to the VPLs sampling, especially when

we generate a small number of VPLs. So, to cover this problem, we have shown

different methods used to clamp the VPLs and resolve the singularity problem due

to the VPLs. In the next chapter, we will present our new VPL-based techniques

to allow a robust and efficient way for selecting the more contributive VPLs.



Part III

Contributions and results
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Chapter 6

Dual Paraboloid Reflective

Shadow Maps for VPL-based

rendering

6.1 Introduction

Computer graphics is concerned with the creation and management of different

interactions between light and the objects of a 3D scene. Direct and indirect

lighting are computed using global illumination techniques. In the past decade,

these latter have known a considerable improvement, both visually and in terms

of computation time.

One popular global illumination rendering approach is based on virtual point light

(VPL), a technique which operates in two passes. First, a set of VPL is generated

by tracing light rays from a point light source. The points (called VPL) resulting

from the intersection of these light rays and the scene are stored in a data structure

called RSM (Reflective Shadow Map). They act as secondary light sources. Sec-

ond, during the rendering step each point visible from the camera (called gather

point or visible point) gathers the contribution of a small set of VPLs (selected

randomly) after evaluation of visibility between these VPLs and the gather points.

Visibility evaluation is the most costly part in VPL-based techniques. To tackle

visibility, several approaches exist on the GPU using some approximations. One

popular approach is to evaluate visibility based on Shadow Maps [RGK+08] that

contain approximate visibility information. The authors showed that this type of
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approximation is good enough to compute image with perceptual differences.

Another important feature for VPL-based technique is the quality of the small

VPL set selected for each gather point in the rendering step. A good VPL set

needs to approximate indirect lighting for every scene’s point so that the resulting

rendered images are noise-free. Usually, VPLs are generated following a probabil-

ity density function (PDF) that usually is proportional to their contributions to

the camera pixels (gather points). However, for efficiency reason, an approxima-

tion of the VPLs contribution is used to compute the PDF.

For example, only a subset of gather points (corresponding to camera pixels) is

considered for evaluating the PDF, and the visibility term is not evaluated (that

means that the gather points of the subset are considered as visible to all the

VPLs). In our approach, we do compute visibility using a paraboloid RSM.

The VPL-based rendering methods provide good results compared to other ren-

dering techniques and require only a few seconds, especially for diffuse BRDF.

The main objective of this work is to provide implementation details regarding

the construction, the implementation and the use of DPRSM and PRSM within

the framework of VPL-based rendering.

The main contributions of this chapter are:

• implementation details on DPRSM and PRSM;

• two PRSMs (called DPRSM) are placed around each point light source to

compute VPLs, and one PRSM is assigned to each VPL for visibility purpose;

• we show that DPRSM outperforms classical RSM when rendering with VPLs.

To cover a 360 degree field of view a DPRSM requires two rendering passes

while a classical RSM requires six.

6.2 System overview

In this section, we describe our contributions (figure 7.1) which are: DPRSM

construction and Selection, our global CDF method which relies on paraboloid

shadow maps associated with each VPL to speed up the visibility computation.

The scene is represented by a set of triangles. First, we render the scene from the

camera viewpoint to generate the position, normal and color of all visible points

(GBuffer in Figure 7.1). We consider only point light sources. We create a DPRSM
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(stored in a texture) for each point light source: a texel contains the position,

normal, color of the point V visible to the point light source (V represents a VPL).

Then, we render the scene by sampling a subset of VPLs from the DPRSM by

importance and computing their contributions to the points visible to the camera.

For that, we create a single PSM at each VPL to speed up visibility needed by

the rendering process (module create paraboloid VPL in figure 7.1). Recall that

a CDF is computed and used by an inverse transform-based rendering method

(for more details see [BGBB17]). We exploit the advantages of the PSM structure

associated with each VPL, to efficiently compute the visibility between a gather

point (stored in the GBuffer) and a VPL stored in the DPRSM. We detail in the

following subsection (subsection 6.2.1) the construction of a DPRSM as well as

the computation of the visibility term between the selected VPLs and each gather

point, which is the main important step in our proposal.

Figure 6.1: Overview of our global CDF method using the DPRSM at the
point light source and a PSM at each selected VPL to evaluate visibility.
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6.2.1 Dual Paraboloid Reflective Shadow Maps (DPRSM)

The scene is represented by a set of triangles. First, we construct a DPRSM at

the point light source, each PRSM texel corresponds to a VPL. Then, we project

the triangles of the 3D scene onto the DPRSM. As described by Gascuel et al’s

[GHFP08], a PRSM uses a non linear projection. This is why, each triangle is

transformed into a single curved triangle, then projected onto the PRSM surface,

each pixel of a PRSM contains the depth, normal and color of a point of the

projected triangle.

In the following subsections, we detail the DPRSM construction, the selection of

one PRSM to evaluate visibility and the computation of the visibility between a

gather point and a VPL.

6.2.1.1 Construction

In this section, we show how to construct a DPRSM for a point light source. We

create at the point light source position (oriented toward the z-axis of the associ-

ated 3D coordinates system) two paraboloids (each corresponding to a hemisphere)

which are called front and back faces, each one represents a PRSM. One hemi-

sphere is created to cover 180 degree field of view. The two hemispheres are put

back-to-back to cover all the scene parts (360 degree field of view). We show how

to compute the projection of a point of the 3D scene onto a PRSM.

Figure 6.2: Dual Paraboloid Shadow Maps [BAS02]
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Figure 6.3: DPSM: using two paraboloids to capture the complete environ-
ment [BAS02]

As described by Heidrich and Seidel [HS98] the image seen by an orthographic

camera facing a reflecting paraboloid

P = f(x, y) =
1

2
− 1

2
(x2 + y2), x2 + y2 6 1 (6.1)

contains all information about the hemisphere centered at (0, 0, 0) and oriented

towards the camera (0, 0, 1). This function is plotted in Figure 6.2. Since the

paraboloid acts like a lens, all reflected rays originate from the focal point (0, 0, 0)

of the paraboloid.

In order to capture the complete environment (360 degree), two paraboloids at-

tached back-to-back can be used, as shown in Figure 6.3. Each paraboloid captures

rays from one hemisphere and reflects it to one of the two main directions d0 and

d1 (see below).

To project a 3D point (of the scene) onto a paraboloid (3D-to-2D mapping), we

have to find the point P = (x, y, z) = P (x, y, f(x, y)) on the paraboloid that

reflects a given direction ~V towards the direction d0 = (0, 0, 1) (or d1 = (0, 0,−1)

for the opposite hemisphere).
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The normal vector at the paraboloid surface is calculated by the cross product of

the tangents for the x and y coordinates, computed as partial derivatives Vx and Vy:

Vx =
∂P

∂x
= (1, 0,−x) (6.2)

Vy =
∂P

∂y
= (1, 0,−y) (6.3)

We compute the normal vector at point P on the paraboloid as:

~Np = Vx × Vy (6.4)

~Np = (1, 0,−x)× (0, 1,−y) = (x, y, 1) (6.5)

Since the paraboloid is perfectly reflecting we simply calculate the halfway vector

~H which is equal to ~NP up to some scaling factor. Using ~H and Equation 6.5 we

can now formulate the 2D mapping of ~V :

~d0 + ~V =


X

Y

Z

 = k. ~NP = k.


X/Z

Y/Z

1

 = k.


x

y

1

 (6.6)

To sum up, given a 3D point of the scene, its projection onto the paraboloid is

P = (x, y, f(x, y)), where x and y are computed using equation 6.6.

We describe in algorithm 2 and 3 the pseudocodes for the vertex and fragment

programs that generate a DPRSM on the GPU.
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Algorithm 2 vector3 vertexGenerateDPRSM(scene s, vector3 p, vector3 n, vec-
tor3 c)

1: // Pseudocode of the Vertex Shader

2: matrix4 MVP = M light. M model. p; // matrix for transforming a point of

the scene to the dual paraboloid coordinate system

3: for each point (vertex) in the scene do

4: p = getValue(s, position); // retrieve the position of each point in the 3D

scene

5: n = normalize(getValue(s, normal)); // retrieve the normal of each point in

the 3D scene

6: c = getValue(s, color); // retrieve the color of each point in the 3D scene

7: newPos = MVP * p; //transform the position of each point p to the dual

paraboloid coordinate system by using a model view projection (MVP) matrix

8: end for

9: return newPos;
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Algorithm 3 GenerateDPRSM(scene s, float depth, texture2D positionDPRSM,
texture2D normalDPRSM, texture2D colorDPRSM)

1: // Pseudocode of the Fragment Shader

2: // Output: 3 textures representing the DPRSM: positionDPRSM (position of

VPL), normalDPRSM (normal of VPL), colorDPRSM (color of VPL)

3: p = GBuffer (position);

4: n = GBuffer (normal);

5: c = GBuffer (color);

6: vertex = vertexGenerateDPRSM(s, p, n, c);

7: // coords.x and coords.y are the x and y coordinates of the projected point in

the DPRSM coordinate system, computed using equation 6.6

8: for each vertex in the scene do

9: depth = position.z; // the depth of each point in the scene is equal to the

third coordinate z

10: invDepth = 1 - position.z;

11: if depth >= 0.0 then

12: //compute coordinates in front praboloid

13: coords.x = (position.x / depth) * 0.5 + 0.5;

14: coords.y = (position.y / depth) * 0.5 + 0.5;

15: else

16: //compute coordinates in back praboloid

17: coords.x = (position.x / invDepth) * 0.5 + 0.5;

18: coords.y = (position.y / invDepth) * 0.5 + 0.5;

19: end if

20: // calculate the partial derivative for x and y (see equation 6.2 and 6.3

21: dx = partialDerivative(depth);

22: dy = partialDerivative(depth);

23: normal = vectProduct(dx, dy);

24: positionDPRSM = (positionTex, coord.x, coord.y); //get the position from

DPRSM (positionTex) with the new texture coordinates (coords.x and co-

ords.y)

25: normalDPRSM = (normalTex, coord.x, coord.y); //get the normal from

DPRSM (normalTex) with the new texture coordinates (coords.x and co-

ords.y)

26: colorDPRSM = (colorTex, coord.x, coord.y); //get the color from DPRSM

(colorTex) with the new texture coordinates (coords.x and coords.y)

27: end for
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The main difficulty of the DPRSM generation method lies in how to convert a

simple triangle to a curved one. Because when we create a DPRSM, we per-

form a non-linear projection (see equation 6.1), unlike for classical RSM. The

paraboloid center represents the light source position and its direction indicates

which paraboloid will be used. To generate a DPRSM, we have inspired by the

method proposed by Gascual et al’s [GHFP08]. To compute the contribution of

a VPL (stored in the DPRSM) we store at each texel of the DPRSM, the normal

and color of the projected points rather than the depth value only [BGBB17].

Moreover, we compute visibility by creating a PSM at each selected VPL.

6.2.1.2 DPRSM selection

Once the DPRSM has been created, for each visible point (from the view camera)

a PRSM (front or back face) is selected. Then a VPL is randomly sampled from

the selected face using a CDF. Next, the contribution of the sampled VPL is

computed. We repeat this process (iteration) until a subset of VPLs have been

sampled. The contributions of all the sampled VPLs are summed to give the

indirect radiance of the visible point. We could uniformly select one of the two

faces of the DPRSM as shown in algorithm 4.

Algorithm 4 face selectUniformParaboloid(FACE face, random psi)

1: if psi < 0.5 then

2: return front face;

3: else

4: return back face;

5: end if

Figure 6.4 depicts the uniform selection at the DPRSM. Two paraboloids, front

and back, are created at the point light source. According to the value of the

uniform random variable ψ, a number of VPLs are selected from the front texture

(red circles in figure 6.4) or from the back texture (green circles in figure 6.4).

In fact, this uniform selection (of a face of the DPRSM) is not efficient, because

the importance of the two paraboloids is not always the same and depends on

the scene and the position of the light source. We propose to resort to a Russian

roulette [AK90]. We compute the probability bF (respectively bB) of choosing a
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Figure 6.4: uniform selection in DPRSM.

front PRSM (respectively a back PRSM) of the DPRSM by computing the sum

of the average contributions vF and vB of all the VPLs stored in a PRSM (front

or back) [BGBB17]. The PRSM selection probabilities are the normalized average

contributions of all the VPLs: bF = vF/(vF+vB) and bB = vB/(vF+vB). Our

selection paraboloid method is given by algorithm 5:

Algorithm 5 face selectParaboloid(FACE face, random psi)

1: vF = sumContrib(front); // average contribution sum for front face

2: vB = sumContrib(back); //average contribution sum for back face

3: bF = vF/(vF+vB);

4: bB = vB/(vF+vB);

5: if psi < bF then

6: return front face;

7: else

8: return back face;

9: end if

6.2.1.3 Visibility Computation

After generating a DPRSM at a point light source and placing a camera into the

3D scene, we create a PSM (at each selected VPL) containing the depth value of

the scene’s points visible from the VPL. Each VPL is considered as a secondary

light source. The VPLs are select using the method presented in [BGBB17] (see
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subsection 6.2.2).

To compute the indirect lighting, we determine the visibility of each gather point

(point visible from the view camera) from the selected VPL. For that, we project

each visible gather point GP onto the PSM assigned to the VPL and we test if

GP is visible or not from the VPL (line 19 in algorithm 6). If that is the case, we

compute the contribution of the selected VPL to GP . Algorithm 6 describes the

rendering process as well as the visibility computation from a selected VPL. Note

that a PSM (Paraboloid Shadow Map) is constructed in a similar way to that of

a PRSM, the difference lies in the data stored: only a depth (or z coordinate) for

PSM, while depth, normal, color, position for a PRSM.



53

Algorithm 6 2D texture image VPL Rendering(scene s, float depth)

1: gBuffer = GenerateGBuffer(); // a buffer containing the position, normal,

color of the visible points from the camera view

2: dprsm = GenerateDPRSM(s, depth); // front and back buffers containing

position, normal, color of the visible points from the light source

3: for each gather point (i, k) from the gBuffer do

4: for j = 1 to #NBVPL do

5: // NBVPL: small number of VPLs

6: psi = sample uniform random variable(); // psi ranging from 0 to 1

7: if selectParaboloid(face, psi) == front face then

8: //see algorithm 5

9: VPL = sampleFromFront(); // select the VPL of coordinates from the

front face

10: else

11: if selectParaboloid(face, psi) == back face then

12: //see algorithm 5

13: VPL = sampleFromBack(); // select the VPL coordinates from the

back face

14: end if

15: end if

16: prsm = GeneratePRSMatVPL(); // front buffer at the selected VPL con-

taining position, normal, color of the visible points from the selected VPL

17: p = projectToPRSM(GP, prsm); // project each gather point to the PRSM

of the VPL

18: // function visible allows to test if the projected gather point p is visible

from the selected VPL or not

19: if visible(p, prsm) == true then

20: //point p is visible from the PRSM of the selected VPL

21: image[i][k] += computeContribution(VPL) / bF //bF: probability of

selecting the front face

22: end if

23: end for

24: end for

25: return image; // rendered image
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Figure 6.5: Figure (a), (c) and (e) show the color buffer of the front face
corresponds to all the triangles of the Sibenik scene, the Conference scene and
the Sponza scene respectively. Figure (b), (d), and (f) correspond to the back

face color buffer for the four scenes respectively.

6.2.2 VPL-based indirect lighting method

In this section, we summarize the global CDF method (for more details see [BGBB17])

that is used to determine the VPLs which contribute more to the final image.

1. As input, we have a 3D scene. To render it, we place a camera and a point

light source;

2. we associate a DPRSM with the point light source;

3. we compute the average contribution of all the VPLs to a small subset of

gather points selected randomly (a gather point is a visible point from the

view camera);
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Figure 6.6: Figure (a), (c) and (e) show the normal buffer of the front face
corresponds to all the triangles of the Sibenik scene, the Conference scene and
the Sponza scene respectively. Figure (b), (d), and (f) correspond to the back

face normal buffer for the four scenes respectively.

4. we store these average contributions in a linear array (also stored in 1D

texture) that is used to compute discrete probabilities assigned to the VPLs;

5. from these discrete probabilities, we compute discrete CDF values stored in

a linear array;

6. to determine the more contributive VPLs (mcVPL), we use the inverse trans-

form method in the discrete domain. In other words, we generate a uniform

random variable (ranging from 0 to 1), then we perform a binary search in

the CDF array, to determine the CDF index k that represents the column

and the row. This pair (row, column) represents the mcVPL coordinates.

As mentioned in figure 6.8, our goal is to compute the indirect lighting Lr in

direction ωr and at a point x. Equation 6.7 represents the rendering equation
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Figure 6.7: Figure (a), (c) and (e) show the position buffer of the front face
corresponds to all the triangles of the Sibenik scene, the Conference scene and
the Sponza scene respectively. Figure (b), (d), and (f) correspond to the back

face position buffer for the four scenes respectively.

proposed by Kajiya [Kaj86]:

Lr(x, ωr) =

∫
Ω

fr(x, ωi, ωr)Li(x, ωi)cosθidωi (6.7)

Where fr(x, ωi, ωr) is the BRDF of the point x, ωi in the incident direction, and

cosθi is the angle between the normal at the point x and the incoming direction

ωi.

We approximate this equation using Monte Carlo approach as:

Lr(x, ωr) =
1

N

N∑
i=1

fr(x, ωi, ωr)Li(x, ωi)cosθi
p(ωi)

(6.8)

Where N corresponds to the number of samples (in our method the samples are

the VPLs) and p is the probability density function.
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We propose to use the VPLs for approximating the indirect lighting. Our goal is

to select the VPLs that contribute more to the final image. So we need to find the

VPL as well as its PDF.

Figure 6.8: Scene representation example.

To speed up the rendering process, we propose to generate the mcVPL by the

global CDF method with a DPRSM placed at the point light source, but unlike in

[BGBB17], we associate a PSM at each VPL. At the rendering step, we determine

the visibility term (gather point - mcVPL) by projecting each gather point onto the

shadow map of the selected VPL, without using voxelization. If the gather point

is visible then we compute the contribution of such a VPL. We assign a PRSM to

each VPL to speed up visibility from each VPL. We also assign a classical RSM to

each VPL and we show that parabolic RSM is more efficient than classical RSM

in terms of image quality and resolution.
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6.3 Results and discussion

The results shown in this section have been obtained with a computer equipped

with Intel i7 930 @ 2.80 GHZ, 8GO RAM running 64 bits. For the GPU, we have

used NVIDIA Geforce GTX 780 OC 6GB. We used three test scenes: Sibenik,

Crytek Sponza and Conference room (see table 6.1). The three scenes, used in

this chapter, are available in [McG11], they contain only diffuse objects.

We present some results obtained with our global CDF-based rendering method

to validate the quality and the efficiency of using a DPRSM at each point light

source and a PSM at each VPL. To speed up the rendering process, we used only

one bounce indirect lighting. We compare our images, generated by our method,

to the reference image calculated with the method described in [REH+11].

Table 6.1 shows the color buffer corresponding to all the triangles of the Sibenik,

Crytek sponza and Conference room scenes. The scenes contain thousands of

triangles. All the scenes’ objects have diffuse BRDF because our proposed global

CDF-based rendering method runs only for diffuse objects.

Sibenik 75,284 triangles Crytek Sponza 262,267 tri-
angles

Conference 331,179 trian-
gles

Table 6.1: The number of triangles and the color buffer of the GBuffer which
contains the diffuse color corresponding to all the triangles of the Sibenik, Crytek

Sponza with bunny object and Conference room respectively.

Figure 6.9 shows a comparison between our global CDF method and the refer-

ence one proposed by Ritschel et al’s [REH+11]. To generate a reference image,

for all the scenes, we used a large number of gather points (1k gather points)

for computing the average contribution of all the VPLs (used to compute a PDF

then a CDF) that will be used to compute the most contributive VPL with all
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its parameters (its position, normal, color and PDF). Furthermore, for the ref-

erence images we used a large number of VPLs (10 k VPLs). To compute the

visibility term of a reference image, we applied the voxelization method proposed

by Crassin et al’s [CG12], with a grid resolution of 1283. On the other hand,

our images generated with our global CDF-based rendering method have been

obtained with only 800 VPLs rather than 10 k. We created a Paraboloid Shadow

Map with a resolution of 512×512 at each selected VPL to compute visibility.

As we mentioned in figure 6.9, each image obtained with our method look simi-

lar to the corresponding reference image. But our images look more illuminated

than the reference ones because our method makes uses a DPRSM which covers a

360fieldofviewwhilein[REH+11]aRSMcoversonlyamaximumof90 .

Figure 6.9: The Sibenik, Crytek Sponza, and Conference room scenes have
been rendered using 800 randomly selected VPLs per gather point. Image (a),
(b), and (c) are the reference images for the three scenes generated with the
global CDF-based method [REH+11], the contribution of each gather point is
computed using a large number of VPLs (10k VPLs). Images (d), (e), and (f)

have been computed using our global CDF method.

After comparing our images with the reference ones visually, we validate our ap-

proach by computing the mathematical RMSE metric. Table 6.2 gives the RMSE

value between our images generated by our global CDF method and the reference

images computed using the method proposed by Ritschel et al’s [REH+11]. The

obtained results of table 6.2 prove that our images are very similar to the reference

with a small error of 0.0163 for the Sibenik scene, 0.0319 for the Crytek Sponza

scene and 0.011 for the Conference room scene.
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Scene RMSE

Sibenik 0.0163

Crytek
Sponza

0.0319

Conference 0.011

Table 6.2: RMSE error between our images and the reference for the Sibenik,
Crytek Sponza and Conference room scenes.

Scene Sibenik Crytek Sponza Conference
RSM 0.011 0.02 0.018

Cube maps 0.26 0.28 0.21
DPRSM 0.15 0.16 0.11

Table 6.3: Rendering time comparison for Sibenik, Crytek Sponza and Con-
ference room with a 512 × 512 resolution when using a classical RSM, a cube

map and a DPRSM.

Table 6.3 shows the rendering time for the Sibenik, Crytek Sponza and Confer-

ence room scenes when using a classical RSM (with a 70-degree field of view),

a DPRSM, and a cube map at the point light source. The resolution of all the

scenes is 512×512. We observe that the cube maps projection is the slowest tech-

nique because it generates the results with 6 rendering passes. Furthermore, the

classical RSM is faster than the DPRSM but it is not efficient because the view

space is limited by the field of view (70-degree). On the other hand, the DPRSM

projection allows us to cover all the 3D space.

In figure 6.10 we show the rendering time measured in milliseconds as a function

of the number of gather points for both our global CDF method and the reference

method [REH+11]. Figure 6.10 demonstrates that the rendering time increases

with the number of the gather points. Moreover, we observe that for different

numbers of gather points (2k, 5k, 10k, 20k, 30k), the rendering time of our global

CDF method is lower than the one of the reference method. To obtain good qual-

ity images, it is necessary to randomly select a large number of gather points. In

addition, we show that when we choose a small number of gather points (for 2k

and 5k gather points), we obtain approximately the same rendering time.

Table 6.4 summarizes the rendering time of our global CDF-based method (with
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Scene Resolution Time (ms)

Sibenik
512×512 0.15
1024×1024 0.63
2048×2048 1.79

Crytek Sponza
512×512 0.16
1024×1024 0.5
2048×2048 1.85

Conference room
512×512 0.11
1024×1024 0.46
2048×2048 1.69

Table 6.4: Rendering time with different scene resolutions for the Sibenik,
Crytek Sponza and Conference room scenes.

DPRSM and PSM) when only 800 VPLs for each gather point. We changed the

resolution of the paraboloid shadow map associated with each selected VPL, then

we computed the rendering time. We observe that the paraboloid shadow map

resolution influences to the rendering time. The higher the resolution, the higher

the image quality, but the performance decreases and the rendering time gets

higher.

6.4 Conclusion

We present in this chapter, the goal of using a DPRSM at the point light source

during the rendering pass. we have provided implementation details of DPRSM

and PSM used in VPL-based rendering methods as an approximation of the solu-

tion to the global illumination problem. We have presented a VPL-based rendering

method that allows improving the selection of the most contributive VPLs stored

in a Dual Paraboloid RSM (that we called DPRSM). To speed up the rendering

time, we have created a paraboloid shadow map at each selected VPL, and we have

projected each gather point to this paraboloid shadow map to evaluate visibility

from a VPL. We have shown that our method is more efficient in terms of render-

ing time than when using voxelization when computing visibility from a VPL. But

it consumes much memory space. This projection type allows us to provide a large

field of view to cover the total space. It generates results in two rendering passes.

We created two paraboloid front and back at the point light source according to its

z-axis orientation, we transformed each triangle to a single curved triangle and we

projected it in the paraboloid space. To select one paraboloid between the front
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or back faces, we have proposed to use the Russian roulette algorithm. In the next

chapter, we will show how we use the DPRSM structure to select the VPLs which

contribute more to the final image.
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Figure 6.10: Plots representing the rendering time in milliseconds of our global
CDF method and the reference method proposed by Ritschel et al’s [REH+11]
for the Sibenik, Crytek Sponza and the Conference room scenes respectively.



Chapter 7

Efficient Inverse Transform

methods for VPL Selection in

Global Illumination

7.1 Introduction

One popular approach used to approximate the indirect lighting is called virtual

point light (VPL) [Kel97] technique which is a two-pass approach. First, a set of

VPL is generated by tracing some light path from the light source and store their

vertex as a secondary light source. Second, each visible point from the camera

gathers the VPL contribution by evaluating the visibility.

Visibility evaluation is the most costly part in VPL techniques. Several approaches

exist on the GPU using some scenes approximation. Imperfect Shadow Maps ap-

proach [RGK+08] evaluate it using Shadow Maps that contains approximate vis-

ibility information. The authors showed that this type of approximation is good

enough to compute image with perceptual differences.

Another Shadow Maps type called Dual Paraboloid Shadow Maps (DPSM) first

introduced by Heidrich and Seidel [HS98] is used to approximate the visibility

term. The main advantage of this projection type consists in giving a large field

of view to cover all the scene parts.

The quality of the VPL set is very important. Thus, a good VPL set needs to ap-

proximate the light transport for every pixel to produce low noise images. Usually,

VPLs are generated following a probability density function (PDF) that usually

64
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is proportional to their contributions to the camera pixels. However, for efficiency

reasons, the approximation of the VPL contribution is used to compute the PDF.

For example, only a subset of camera pixel is considered or visibility term is not

evaluated. In our approach, we show how to compute this information using the

advantages of a DPRSM to approximate the visibility information.

Our VPL-based method gives good results compared to other rendering techniques

in only a few seconds, especially for diffuse BRDF.

In this chapter, we summarize our contributions (figure 7.1): the CDF compu-

tation, use of MIS combining inverse transform-based rendering and a gathering-

based rendering.

7.2 System Overview

First, to reduce the cost of the ray-object intersection, the scene is spatially subdi-

vided into voxels according to the method proposed in [CG12]. Visibility compu-

tation is sped up using this voxelization. The scene is rendered from the camera

viewpoint. We create a GBuffer that contains the position, normal and color of

all the visible points (so-called gather points). Then, we build a Dual Paraboloid

RSM (DPRSM) at each point light source. We propose two methods for comput-

ing the CDF: local CDF, and gathering-based global CDF. Recall that a CDF is

used by an inverse transform method to randomly select a subset of VPLs (stored

in the DPRSM) to compute the radiance of a gather point as the sum of the con-

tributions of the selected VPLs. To improve the resulting rendered images we use

an MIS approach combining an inverse transform method (based on local CDF or

gathering-based global CDF) and a gathering-based rendering method.

Below, we summarize the state of the art method for computing a global CDF

[REH+11], while the main parts of our method (figure 7.1) are detailed in the

following sections.

7.2.1 Gathering-based method

In the following subsection, we will see the based gathering approach in the scene

voxelization.

In the first time from the camera view, we generate a GBuffer which contains all

the visible points (gather points). Then we create a dual paraboloid RSM (front
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Figure 7.1: Overview of our inverse transform methods and MIS for computing
the indirect illumination at each gather point using different types of CDF.

and back) at the light source to store the VPLs. our goal is to compute the VPLs

contributions, for that, we shoot n rays from each gather point and for each direc-

tion, we search for the first intersection point using the Ray Marching algorithm.

We project the outgoing point into the two paraboloid RSM if the point is visible

in one of them we calculate its contribution to the gather point. The detail of the

method in the algorithm below (algorithm 1):
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Algorithm 7 gathering()

1: gBuffer = GenerateGBuffer(position, normal, color); // position, normal, color

of the visible point

2: rsm = GenerateDualParaboloidRSM(positionRSM, normalRSM, colorRSM);

// front and back hemisphere at point light source

3: for i = 1 to GP do

4: // GP: number of gather point

5: for i = 1 to NBDIR do

6: // NBDIR: number of random directions in the hemisphere

7: dir = randomDirection(GP);

8: its = rayMarching(GP, dir);

9: if its != -1 then

10: // intersection found

11: outgoing = computeOutgoing();

12: uvVPL = projectPraboloid(outgoing, rsm);

13: // project the outgoing point into the RSM and return its UV coordi-

nates

14: if visible(GP, vpl) then

15: contrib = computeContribution();

16: end if

17: end if

18: end for

19: end for

The main disadvantage of this algorithm is that we should compute the contribu-

tion of all the VPLs which are visible by the gather points (there is no Importance

Sampling selection), and in this case, the Monte Carlo estimator will not be effi-

cient.

7.2.2 Computing a global CDF

The global CDF method refers to the method of [REH+11] which consists in

computing a CDF from just a small number of a selected gather points, say points

visible to the viewpoint through pixels (Figure 7.2). To compute a CDF, the
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method computes the average contributions (Vi) of all the VPLs to a small subset

of gather points selected randomly. Then these average contributions are stored

in a linear array (also stored in 1D texture) and then used to compute discrete

probabilities (Ai) assigned to the VPLs. From these discrete probabilities, discrete

CDF values (Bi) are computed and stored in a linear array.

7.2.3 Determining the most contributive VPLs

To determine the more contributive VPL (mcVPL), the inverse transform method

is used in the discrete domain. In other words, a uniform random variable (ranging

from 0 to 1) is generated, then a binary search is performed in the CDF array,

to determine the CDF index k that represents the column c = [ k
N

] and the row

r = modulo(k, c). The (r, c) pair represents the mcVPL coordinates in a PRSM.

In the rendering step, the contribution of each mcVPL is divided by its probability.

7.3 VPL Sampling methods

In this section we propose two methods for computing a CDF used in an inverse

transform approach to sample VPLs from a DPRSM. From now on, they will be

called local and gathering-based. Note that the objective is to sample the most

contributive VPLs based on an importance function which is the CDF. Before

detailing these two methods we show in the following subsection how to compute

the radiance L(x) at a point x due to a certain number of randomly selected VPLs.

7.3.1 Computing the contribution of a VPL to a gather

point

Let us see now how to compute the radiance L(x) at a point x resulting from the

contributions of a certain number of randomly selected VPLs. Let us assume that

a VPL is a very small surface with normal N and flux φv (emittance in this case,

say flux emitted per unit surface). We can consider this VPL as a point light

source which has an emittance φv and an intensity Iv (flux emitted per unit solid
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Figure 7.2: Overview of global CDF method: illustration of the computation
of a discrete CDF to generate mcVPLs.

angle). The VPL intensity Iv is expressed as [DS05]:

Iv = φv
cosθ1

π
(7.1)

where θ1 is the angle between the normal N at the VPL v and the lighting direction

from the VPL. All the used notations are given in figure 7.3.

For a diffuse surface (here a VPL v) there is a relation between its emittance φv

and its radiance L′ [Dut03]:

φv = L
′
π (7.2)

The radiance L
′

of the VPL v due to a point light source is given by:

L
′
(v) = Is

cosα

d2
1

fdr (v) (7.3)
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Figure 7.3: Computation of indirect lighting due to VPLs.

where Is is the intensity (flux emitted per unit solid angle) of the point light source

and fdr (v) the diffuse BRDF of the surface containing the VPL v. Finally, given

a VPL v, we compute its radiance L′ using equation 7.3, then its emittance φv

(equation 7.2) and its intensity Iv (equation 7.1). Using the Monte Carlo integra-

tion, we perform these computations for all the VPLs to calculate the radiance

L(x) at a gather point x due N randomly selected VPLs as follows [GS10]:

L(x) =
N∑
v=1

Ivf
d
r (x)

cosθ2

d2
2

1

pv
(7.4)

where pv is the pdf (probability density function, corresponding to the used CDF)

of the accepted VPL v, Iv the intensity of VPL v, and fdr (x) the BRDF at the

visible point x (see figure 7.3 for the other notations).

Note that the radiance of the gather point x due to a VPL (not randomly selected)

is given by:

L(x) = Ivf
d
r (x)

cosθ2

d2
2

(7.5)

7.3.2 Stratified CDF

In this section we will investigate how to improve the VPL selection with global

CDF method and by stratification, we propose to divide the screen into four
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regions, then we compute the average contribution of a gather points subset in each

region. Moreover, we stratified the image plane to ensure that all gather points

are tested, but we compute only one CDF, so in one rendering pass we generate

one VPL for each paraboloid (front or back). The following figure illustrates the

algorithm of this proposed method:

Figure 7.4: Overview of Stratified CDF: we compute the average contribution
of each screen quarter, then we merge it to generate one CDF.

7.3.3 Local CDF

In this section, we describe our first method (that we call local CDF) which uses N

CDFs unlike a method which uses a single CDF also called global CDF. As detailed

in subsection 7.2.2 let us summarize how a global CDF is computed using the

method presented in [REH+11]. Once an RSM (in our methods we use a DPRSM)

is computed, a subset SGP of gather pointsGP is randomly selected (corresponding

to a subset of pixels). Then, for each VPL within the DPRSM, its contribution to

each GP of SGP is computed using equation 7.5. Then each VPL v is assigned an

average contribution which is equal to the sum of its contributions to the GP of the

subset SGP divided by the cardinal of SGP . These VPL average contributions help

build a CDF which will be used to sample VPLs from the constructed DPRSM (see

subsection 7.2.2 for more details). The way the GPs ∈ SGP are distributed over

the image plane is crucial for an efficient calculation of a CDF (efficient importance

sampling). To better distribute these GP , we propose to subdivide the image plane

into N regions. For each region i, we perform a uniform sampling to get a subset of

GPs, called SiGP , used to compute a local CDF (called CDFi). Once all the local
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Figure 7.5: Illustration of the discontinuity problem when we use one CDF
for each gather point. In this example, the image plane is subdivided into 4
regions, (a) local CDF method with only one CDF for each GP of a region, we
see discontinuity at the boundaries of regions; (b) local CDF method with 4

CDF per GP , the discontinuities have disappeared.

CDFi are computed, to render an image we compute the radiance of all the GPs

within a region i using only CDFi. Even though this approach seems interesting, it

is source of artifacts consisting of discontinuity at the region boundaries as shown

in figure 7.5. To overcome this problem we proceed as follows. In the rendering

step, to compute the radiance of each GP of the image plane, all the N CDFi

are sampled at the same time, then the contributions of the N selected VPLs are

computed and assigned to the GP . This process is repeated NNG times. Thus,

the radiance of each GP requires the sampling of NNG ×N VPLs.

The algorithm 8 summarizes the rendering step when we divide the screen to 4

regions and using one CDF for each gather point:
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Algorithm 8 2D texture image renderingWithDivide(contribution contrib1, con-
tribution contrib2, contribution contrib3, contribution contrib4)

1: gBuffer = GenerateGBuffer(); // a buffer containing the position, normal,
color of the visible points from the camera view

2: dprsm = GenerateDualParaboloidRSM(); // front and back buffers containing
position, normal, color of the visible points from the light source

3: for each gather point (i, k) from the gBuffer do
4: for j = 1 to #NBVPL do
5: // NBVPL: small number of VPLs
6: psi = sample uniform random variable(); // psi ranging from 0 to 1
7: find region = determine screen part(); // function returns the local region

of the screen
8: if find region == region1 then
9: pdf1 = pdf region(region1); // pdf of the VPL in the first region

10: contrib1 = computeContribution(uvVPL) / pdf1; // the contribution
of the first region

11: else
12: if find region == region2 then
13: pdf2 = pdf region(region2); // pdf of the VPL in the second region
14: contrib2 = computeContribution(uvVPL) / pdf2; // the contribution

of the selected VPL in the second region
15: else
16: if find region == region3 then
17: pdf3 = pdf region(region3); // pdf of the VPL in the third region
18: contrib3 = computeContribution(uvVPL) / pdf3; // the contribu-

tion of of the selected VPL in the third region
19: else
20: if find region == region4 then
21: pdf4 = pdf region(region4); // pdf of the VPL in the last region

22: contrib4 = computeContribution(uvVPL) / pdf4; // the contri-
bution of the selected VPL in the third region

23: end if
24: end if
25: end if
26: end if
27: end for
28: end for
29: finalContrib = contrib1 + contrib2 + contrib3 + contrib4;
30: return finalContrib;

Recall that, the VPLs are sampled from the front or the back DPRSM using the

Russian roulette technique [AK90] (see algorithm 9).
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Algorithm 9 face selectParaboloid(FACE face, random psi)

1: vF = sumContrib(front); // average contribution sum for front face

2: vB = sumContrib(back); //average contribution sum for back face

3: bF = vF/(vF+vB);

4: bB = vB/(vF+vB);

5: if psi < bF then

6: return front face;

7: else

8: return back face;

9: end if

The final contribution is then divided by the probability of choosing a front PRSM

(bF) or by the probability of choosing a back PRSM (bB) according to the Russian

roulette algorithm (see algorithm 10).

Algorithm 10 2D texture image final rendering(contribution finalContrib)

1: finalContrib = renderingWithDivide(contrib1, contrib2, contrib3, contrib4)
2: if selectParaboloid(face, psi) == front face then
3: //see algorithm 9
4: uvVPL = sampleFromFront(); // select the VPL of coordinates uvVPL from

the front face
5: image[i][k] += finalContrib / bF //bF: probability of selecting the front face
6: else
7: if selectParaboloid(face, psi) == back face then
8: //see algorithm 9
9: uvVPL = sampleFromBack(); // select the VPL of coordinates uvVPL

from the back face
10: image[i][k] += finalContrib / bB //bB: probability of selecting the back

face
11: end if
12: end if
13: return image; // rendered image

7.3.4 Gathering-based global CDF

We describe in this section our second method for computing a global CDF used

in an inverse transform approach. We call this method: Gathering-Based Global

CDF (called GBG from now on). This method is global because it does not need

a subdivision of the image plane into regions. Our objective is to compute a more
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efficient global CDF than the one proposed by Ritschel et al. [REH+11]. Our

approach differs from this method in the way the VPL average contributions (see

subsection 7.2.2 for more details) are computed. Indeed, rather than computing

these contributions for a small subset of GPs, our approach computes them for

all the GPs. Our GBG method works as follows (Algorithm 11). At each GP , a

hemisphere is placed above it, then a set of rays are randomly (according to a pdf)

traced from the GP . For each ray, the first intersection point P is computed using

Ray Marching through the voxel-based subdivision of the scene [CG12] (line 7).

Then we project P onto the shadow map DPRSM (line 11). If P is visible from the

DPRSM then it corresponds to a VPL. In this case we compute its contribution (see

equation 7.5) to the current GP which is stored in a GBuffer. This contribution

is updated when considering the rest of the GPs. This process is repeated for

all the GPs. The result is the total average contributions of all the VPLs stored

in the DPRSM. The computed average contributions (line 24) are stored in a

texture. As the method is based on ray sampling through a GP hemisphere, it

may happen that some VPLs are not reached by the sampled rays, consequently

there contribution is null, which corresponds to holes in the associated texture.

To fill the holes, we propose to use a 3× 3 median filter as a reconstruction filter.

Figure 7.6 illustrates an example of 3× 3 median filter.

Figure 7.6: Example of median filter

The computation of an average contribution of all the VPLs is described by algo-

rithm 11.

Note that the average contributions is a luminance that is determined by convert-

ing an RGB color into a scalar value called luminance using the following formula:
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Luminance = 0.299 ∗R + 0.587 ∗G+ 0.114 ∗B (7.6)

Algorithm 11 2D texture image compute average contribution()

1: gBuffer = GenerateGBuffer(); // a buffer containing the position, normal,

color of the visible points from the camera view

2: dprsm = GenerateDualParaboloidRSM(); // front and back buffers containing

position, normal, color of the visible points from the light source

3: for each gather point (i, k) from the gBuffer do

4: for j = 1 to #NBDIR do

5: // NBDIR: number of random directions in the hemisphere

6: dir = randomDirection();

7: its = rayMarching(dir);

8: if its == 1 then

9: // 1 if intersection point found by Ray Marching

10: P = computeOutgoing(); // intersection point P

11: uvVPL = projectPraboloid(P, dprsm);

12: // project the outgoing point P into the DPRSM and return its UV

coordinates in the variable uvV PL

13: if visible(uvVPL, front) then

14: // if the VPL belongs to the front PRSM

15: nbVPLFront = nbVPLFront + 1; // nbVPLFront number of the vis-

ible VPLs in the front face

16: else

17: if visible(uvVPL, back) then

18: // if the VPL belongs to the back PRSM

19: nbVPLBack = nbVPLBack + 1; // nbVPLBack number of the

visible VPLs in the back face

20: end if

21: end if

22: end if

23: end for

24: average contrib[i]k] += computeContribution(uvVPL) / (nbVPLFront +

nbVPLBack); // computeContribution() uses equation 7.5

25: end for

26: return average contrib; // image of average contributions
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Given the VPL average contributions, we compute a CDF (called GBG) according

to Ritschel et al’s method (see subsection 7.2.2). We render the scene using this

CDF as follows (algorithm 12). First from each gather point visible from the

view camera, we randomly sample a small number of VPLs that are selected from

the DPRSM. In using a Russian roulette, we sample the VPL from the front

PRSM (line 9) or from the back PRSM (line 14). As we use the Russian roulette

technique, the final contribution is divided by the propability of selecting the front

or the back face (line 10 and line 15).
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Algorithm 12 2D texture image renderingWithCDF()

1: gBuffer = GenerateGBuffer(); // a buffer containing the position, normal,

color of the visible points from the camera view

2: dprsm = GenerateDualParaboloidRSM(); // front and back buffers containing

position, normal, color of the visible points from the light source

3: for each gather point (i, k) from the gBuffer do

4: for j = 1 to #NBVPL do

5: // NBVPL: small number of VPLs

6: psi = sample uniform random variable(); // psi ranging from 0 to 1

7: if selectParaboloid(face, psi) == front face then

8: //see algorithm 9

9: uvVPL = sampleFromFront(); // select the VPL of coordinates uvVPL

from the front face

10: image[i][k] += computeContribution(uvVPL) / bF //bF: probability of

selecting the front face

11: else

12: if selectParaboloid(face, psi) == back face then

13: //see algorithm 9

14: uvVPL = sampleFromBack(); // select the VPL of coordinates

uvVPL from the back face

15: image[i][k] += computeContribution(uvVPL) / bB //bB: probability

of selecting the back face

16: // computeContribution() uses equation 7.4

17: end if

18: end if

19: end for

20: end for

21: return image; // rendered image

7.3.4.1 Average contribution texture

To generate mcVPLs, we compute a discrete CDF, so we need to know the average

contribution of all the VPLs in the dual paraboloid RSM.

From each gather point, we compute the contribution of the visible VPL as in

(algorithm 1), but we can find that the same VPL contributes to two (or more)

gather points. In this case, we do the sum of contributions.
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The final result can contain some holes because not all the VPLs have a contribu-

tion, for that we must fill in the holes before computing CDF. The figure below

depicts the overview of the average contribution texture:

Figure 7.7: Algorithm overview of the average contribution texture on GPU.

7.3.4.2 Implementation details

As mentioned earlier, our goal is to compute the average contribution texture.

The idea is based on the gathering approach where the directions shoot from each

gather points are randomly chosen.When a given VPL contributes to two or more

gather points, it is necessary to update the average contribution texture. In this

section, we describe how we can update a texture using the GLSL. The following

figure shows an example of scene:

For each gather point, we have a fragment shader and in GLSL we have two types

of textures:
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Figure 7.8: Scene representation.

1. sampler2D : access to a texture and get back its value;

uniform sampler2D tex;

value = texture(tex, UV);

where UV is the texel coordinates of the current gather point

We can use this texture for just reading the information stored in the UV

coordinates.

2. out: this texture type corresponds to an input in the Frame Buffer Object

(FBO) which can contain three kinds of textures: color, depth, and stencil.

Figure 3 illustrates the FBO components: With this texture, we can write a

value and we address it with GL COLOR ATTACHMENT

On the fragment shader, we write:

layout(location = 0) out float contribMoy;

Which design the first input in the FBO

We put in this texture a value that has the same data type (float in this

case) to define the average contribution of the current gather point:

contribMoy = computeContribution();
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Figure 7.9: FBO components.

So we store the average contribution in the UV coordinates of the gather point.

For the second gather point, we create another fragment shader and we execute

the same operations. We do it for all the gather points

We obtain the following result But we should display the contributions from the

Figure 7.10: Back average contribution texture.

light of view according to the position of the VPLs (front or back). To overcome

this problem we transform the gather points in either front or back texture.

In the fragment shader and in the case of the back texture we have:
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vec2 UV: the interpolated coordinates of such gather

point

vec3 coordUV = (depthMVPBiasFront * vec4(UV, 1.0,

1.0)).xyz;

We multiply all the gather points coordinates by the transform matrix associated

with the front texture. We obtain the result below:

Figure 7.11: Back average contribution texture (from the back texture).

7.3.4.3 Filling in holes

When we look to the last result (in figure 5) we can find some little holes, so

before computing the CDF, we must fill in holes. For that, we propose to use a

reconstruction filter (median filter). The following scheme shows how to give a

value to each black pixel.

The following figure shows the comparison between the two back texture before

and after filtering:
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Figure 7.12: Median filter method overview.

Figure 7.13: Median filter result.

Figure 7.14 illustrates the CPU and GPU pass of the Gathering-based global CDF.

Pass 1 (on GPU) consists of generating the two maps the average contribution map

and the VPL cumulation map. The average contribution map which contains the

average contribution of the VPL to the gather points. During the generation of

the average contribution texture, we can find that some VPLs reached several

times, thus, in the second map (VPL cumulation), we update the occurrences of

the reached VPLs.
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In the second pass (on CPU) we retrieve the average contribution and the accu-

mulation VPLs maps to the CPU in order to compute our gathering-based global

CDF. Then, we find that the VPL contribution texture contains holes because

some VPLs are not reached, we fill in holes using the median filter (see subsection

7.3.4.3 for more details) and we compute the CDF by using the inverse transform

method as proposed by Ritschel et al’s [REH+11] (third pass on CPU). After com-

puting our GBG CDF, we send the selected VPLs according to this GBG CDF

to the GPU (fourth pass), and we compute the contributions of these VPLs (see

algorithm 12).

Figure 7.14: Different passes on CPU and GPU for computing our gathering-
based global CDF.
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7.4 A Multiple Importance Sampling Approach

In this section, our objective is to improve a CDF-based rendering method (in-

verse transform) by combining it with a gathering-based rendering method. We

propose Multiple Importance Sampling (MIS) to carry out this combination of two

estimators.

7.4.1 Background on MIS

Let us compute two Monte Carlo estimators of the integral of f(x), one with a

sampling distribution (PDF) p1(x) and the other with PDF p2(x).

In our case we have two rendering strategies:

1. Gathering approach: Monte Carlo method sampling a hemisphere placed

above a GP and using a cosine PDF;

2. Inverse transform method: using a CDF computed with any approach local

or global.

The MIS strategy consists in combining the two Monte Carlo estimators as de-

scribed by veach [Vea97]:

F =
1

n1

∑
ω1(X1,j)

f(X1,j)

p1(X1,j)
+

1

n2

∑
ω2(X2,j)

f(X2,j)

p2(X2,j)
(7.7)

We use a weighting function defined by Veach [Vea97] to combine the two estima-

tors. The set of weights given by this function allows to generate samples X1,j or

X2,j to reduce the variance.

Veach proposes two balance heuristic weights associated with each strategy:

ω1(X1,j) =
p1(X1,j)

p1(X1,j) + p2(X1,j)
(7.8)

ω2(X2,j) =
p2(X2,j)

p1(X2,j) + p2(X2,j)
, (7.9)

X1,j and X2,j are the samples of the random variable x generated with the PDF

p1 and p2 respectively. In our case these samples are pairs (θ, φ) (elevation angle,
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Figure 7.15: Representation of MIS technique in a 3D scene.

azimuthal angle) representing a direction of a ray. Note that, when using p2 a VPL

is associated with each sample direction. The first distribution (PDF) p1(X1,j) is

used to sample a hemisphere above a GP used by the gathering-based rendering

method

p1(X1,j) =
cosθsinθ

π
, (7.10)

where θ is the polar angle formed by the sample ray and the normal at the GP ,

while the second distribution p2(X2,j) is used to sample VPLs according to one

inverse transform method (local or GBG).

p2(X2,j) = αij (7.11)

where αij is the PDF values associated with the chosen CDF (see section 7.3.4)

Figure 7.15 shows how we can run the MIS technique in a 3D voxelized scene:

7.4.2 Description of our MIS method

We describe in this section our general algorithm that uses the MIS principle for

rendering. We show how to combine the two estimators (gathering estimator and

gathering-based global CDF estimator). To weight the contributions, we use the

balance heuristic method as described in section section 7.4.1. Our main goal is

to compute the PDF of each strategy when we generate samples from the other

strategy (p1(X2,j) and p2(X1,j)).

Our algorithm consists of four Parts:
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1. Run a gathering method to generate the average contribution texture that

will be used to compute the CDF: result = gathering-based global CDF

(GBG CDF). See section 7.3.4.

2. Run a classical gathering-based rendering: for each gather point and for

each incident direction, we compute the incident radiance due to a VPL

(VPL corresponding to the projection into the the DPRSM of the first ray-

scene intersection point). The result is a contribution (contrib gathering) to

all the gather points weighted by ω1 (see algorithm 14).

3. For each gather point of the previous step, selectN VPLs using the gathering-

based global CDF: the result is a contribution (contrib CDF) for all the

gather points weighted by ω2 brought by the N selected VPLs (see algo-

rithm 15).

4. Sum the two contributions contrib CDF and contrib gathering (using equa-

tion 7.7).

We give in figure 7.16 an overview of the two methods combined by the MIS

technique. We start by sampling the camera view for the gathering approach,

when we sample the light source for our proposed inverse transform method.

Algorithm 13 summarizes our proposed method.

To apply the MIS technique, we have to find the VPL PDF values of the j samples

Algorithm 13 2D texture image MIS()

1: gBuffer = GenerateGBuffer(position, normal, color); // position, normal, color
of the visible point

2: dprsm = GenerateDualParaboloidRSM(); // front and back buffers containing
position, normal, color of the visible points from the light source

3: // pdf1 = p1(X1,(i,k)), pdf2 = p2(X1,(i,k))
4: contrib gathering = MISdensityGathering(pdf1, pdf2);
5: // pdf3 = p2(X2,(i,k)), pdf4 = p1(X2,(i,k))
6: contrib CDF = MISdensityVPL(pdf3, pdf4);
7: // Final contribution
8: for each gather point (i, k) from the gBuffer do
9: image[i][k] = (contrib gathering[i][k] + contrib CDF[i][k]) / NBDIR; //

NBDIR: number of incident directions shooted from each gather point j
10: end for
11: return image; // rendered image with MIS and stored in a 2D texture

from the gathering strategy (noted p2(X1,(i,k))) and the gathering distribution of
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Figure 7.16: Overview of our MIS technique using the two strategies.

j samples from the gathering-based global CDF strategy when we compute the

VPL contribution (noted p1(X2,(i,k)))

The method of computing p2(X1,(i,k)) is described in detail by Algorithm 14. To

find the VPLs of the j samples from the gathering strategy, we start by shooting N

random rays. According to [Dut03], the direction is generated from the hemisphere

proportionally to cosine-weighted solid angle as follows: The spherical coordinates

in the hemisphere are:

ϕ = 2πr1 (7.12)

θ = acos(
√
r2) (7.13)

Where r1 and r2 are a uniform random variables ranged between [0, 1]

The x, y and z coordinates of the random direction are:

x = cos(2πr1)
√

1− r2 (7.14)

y = sin(2πr1)
√

1− r2 (7.15)

z =
√
r2 (7.16)
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And the PDF of selecting a such random direction is given by

PDF (dir) =
cos(θ)

π
(7.17)

Then, for each random direction, we forward the rays (generated randomly) in

the uniform 3D grid that contains all the scene geometry until we find the first

intersection. In this case, we project the outgoing point (outgoing in the algorithm

14) to the DPRSM. After that, we test if outgoing is visible in one face of the

DPRSM (front or back) and we compute its contribution.

Algorithm 14 2D texture image MISdensityGathering(PDF pdf1, PDF pdf2)

gBuffer = GenerateGBuffer(position, normal, color); // generate the position,
normal, color of the visible point from the view camera
dprsm = GenerateDualParaboloidRSM(); // front and back buffers containing
position, normal, color of the visible points from the light source
for each gather point (i, k) from the gBuffer do

for j = 1 to #NBDIR do
// NBDIR: number of random directions in the hemisphere
dir = randomDirectionPropToCosine(x, y, z);
pdf1 = dir.z / pi;
its = rayMarching(dir);
if its == 1 then

// intersection found
outgoing = computeOutgoing();
uvVPL = projectPraboloid(outgoing, dprsm);
// project the outgoing point into the DPRSM and return the UV co-
ordinates of the associated VPL
if visible(uvVPL) then

pdf2 = getPDF(uvVPL); // retrieve the pdf value associated with the
VPL
w1 = balanceHeuristic(pdf1, pdf2); // see equation 7.8
contrib gathering[i][k] += (w1 × computeContribution(uvV PL)) /
pdf1; // computeContribution() uses equation 7.4

end if
end if

end for
end for
return contrib gathering; // image generated with a gathering-based render-
ing method

The gathering PDF p1(X2,(i,k)) of the (i, k) sample, generated from the gathering-

based global CDF, is computed as:

p1(X2,(i,k)) = p2(X2,(i,k))× ppv (7.18)
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Where p2(X2,(i,k)) is the probability of selecting a VPL according to the gathering-

based global CDF method, ppv is the probability of connecting the gather point p

to the selected VPL v. As this connection is deterministic its distribution (pdf) is

equal to 1.

Algorithm 15 illustrates the method of computing p1(X2,(i,k)).

To compute p1(X2,(i,k)) we search for the angle θ between the normal ~N of the

gather point and the direction ~pv formed by the gather point and the selected

VPL.

We have:

cosθ = 〈 ~N, ~pv〉 (7.19)

θ = acos(〈 ~N, ~pv〉) (7.20)

Algorithm 15 2D texture image MISdensityVPL(PDF pdf3, PDF pdf4)

1: gBuffer = GenerateGBuffer(position, normal, color); // generate the position,
normal, color of the visible point from the view camera

2: rsm = GenerateDualParaboloidRSM(); // front and back buffers containing
position, normal, color of the visible points from the light source

3: for each gather point (i, k) from the gBuffer do
4: for j = 1 to #NBVPL do
5: vpl = getVPL(); // selected VPL according to a global CDF
6: pdf3 = getPDF(vpl); // pdf p2(X2,(i,k)) of the selected VPL determined

by VPL method
7: gp = pointFromGBuffer(gBuffer); // gp = gather point
8: distance = length(vpl - gp);
9: dir = normalize(distance);

10: outgoing = rayMarching(gp, dir);
11: if (outgoing - distance) ¡ psi then
12: // visible gather point
13: contrib = computeContribution(); // computeContribution() uses equa-

tion 7.4
14: theta = computeAngle(normal, dir);
15: pdf4 = (cos(theta)× sin(theta))/pi;
16: w2 = balanceHeuristic(pdf4, pdf3); // see equation 7.9
17: contrib CDF[i][k] += (w2× computeContribution(vpl))/pdf3; // com-

puteContribution() uses 7.4
18: end if
19: end for
20: end for
21: return contrib CDF; // image generated with a GBG CDF-based method
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So we can compute p1(X2,(i,k)) as:

p1(X2,(i,k)) =
cosθsinθ

π
(7.21)

7.5 Results and evaluation

In this section, we show some results obtained with our two CDF-based methods

(local CDF and gathering-based global CDF) as well as our MIS method. We

validate our results in terms of computation speed, and objective and perceptual

qualities. Our test scenes contain only static diffuse objects. We have used four

scenes: Sibenik , Conference room , Sponza Buddha and Crytek Sponza scenes.

We have placed one point light source in these scenes and considered single bounce

indirect illumination. Our methods run on the GPU (NVIDIA Geforce GTX 780

OC 6GB) and on the CPU (Intel i7 930 @ 2.80 GHZ, 8GO RAM running 64 bits)

using OpenGL 4.3.

In the following, we describe the specifications of each scene. The four scenes used

in this chapter are available in [McG11]. Their common characteristic is that they

contain only diffuse BRDF because our proposed methods run for diffuse objects

only. The Conference room scene contains 331, 179 triangles without textures.

While the Sibenik scene is a closed scene containing 75, 284 triangles with tex-

tured objects. On the other hand, the Sponza Buddha and the Crytek Sponza

scene is an open scene.

We illustrate in figure 7.17 the voxelization-based method (to speed up visibility

calculation) by Crassin and Green [CG12] for Sibenik, Conference, Sponza Bud-

dha and Crytek Sponza scenes. To capture the scene details, we choose a voxel

grid with a resolution 1283.

The images, generated with our method, have been compared to reference images

computed with Ritschel et al’s global CDF method (see section 7.2.2). These

reference images have been generated using a global CDF computed with a large

number (4k) of gather points (used to compute the average contributions of the

VPLs) and a large number of VPLs (10k VPLs) used to compute the radiance

of each gather point during rendering. The resolution of the computed images is

512× 512.

When rendering using a local CDF or gathering-based global CDF (GBG CDF),



92

Figure 7.17: a, b and c show the voxelization-based approach of the Sibenik,
the Conference scene and the SponzaBuddha scene respectively. We use a voxel

grid with a resolution equal to 1283

800 VPLs are selected randomly according to the used CDF. One DPRSM is

computed for the point light source placed in the scene. Recall that a DPRSM

consists of two PRSMs: front and back. Each PRSM is assigned three buffers:

position buffer, normal buffer and color buffer.

Figure 7.18 provides results obtained with our local CDF, our GBG CDF and our

MIS methods together with the reference image of the four test scenes. Regarding

the local CDF approach, we have subdivided an image into four regions (say

N = 4, see section 7.3.3). Images (b), (f) and (j) provide better results than those

obtained with the global CDF-based method [REH+11] (images (a), (e) and (i))

since some regions of the image are better shaded while they look dark when using

the global CDF-based method. This can be explained by the fact that with a local

CDF the gahtering points (used to build a CDF) are uniformly distributed over

the image (similar to stratification).

For the same reasons, our GBG CDF method gives better results (images (c) (g)

and (k)) compared to the global CDF method [REH+11] (images (a), (e) and (i)).

This is due to the fact the global CDF-based method assumes that a gather point

is visible from all the VPLs when computing the CDF, which is a strong assump-

tion. Rather, our GBG CDF computes visibility through Ray Marching in a voxel

grid.

Table 7.1 gives some rendering times in milliseconds for four methods: global CDF,

Local CDF, gathering-based CDF and MIS. Our GBG CDF and MIS methods are

faster than the global CDF-based method. While generating better results, our

local CDF-based method is slower than the global CDF-based method because it

repeats four times (one for each region) the process of computing a CDF using a
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Figure 7.18: The Sibenik, Conference, Sponza Buddha and Crytek Sponza
scenes have been rendered using 800 randomly selected VPLs per gather point
and 800 directions for the MIS method. Image (a), (e), and (i) are the refer-
ence images for the four scenes generated with the global CDF-based method
[REH+11], the contribution of each gather point is computed using a large num-
ber of VPLs (10k VPLs). Images (b), (f), and (j) have been computed using
our local CDF. Images (c), (g) and (k) have been generated with our GBG CDF

method. Our MIS method provides the images (d), (h), and (l).
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method similar to that of the global CDF-based method.

Scene Sibenik Conference Sponza Buddha

Global CDF 600 ms 560 ms 270 ms

Local CDF 630 ms 640 ms 410 ms

GBG CDF 350 ms 340 ms 190 ms

MIS method 460 ms 460 ms 230 ms

Table 7.1: Time rendering of our local CDF, GBG CDF, and MIS methods
compared to the global CDF method. This time rendering is computed in
milliseconds for the four scenes using the same number of VPLs (800 VPLs for

each method).

Table7.2 summarizes the time for generating the GBuffer containing all the in-

formation (position, normal, color) of each visible point (gather point). It also

provides the time for generating the DPRSM and the visibility time that is com-

puted using a Ray Marching algorithm. Note that the shadow maps resolution

is 512 × 512. The time is computed in milliseconds. We observe that the Ray

Marching algorithm (visibility computation) is the most expensive step for each

scene (Sibenik 79.86ms, Conference 78.71ms, and Sponza Buddha 80.27ms). Fur-

thermore, the DPRSM generation step takes a few milliseconds for the Conference

(4.54ms) and the Sponza Buddha (5.64ms) scenes but it takes 33.85ms for the

Sibenik scene because the Sibenik scene contains a large number of points stored

in the DPRSM. For the same reasons, we found that the GBuffer time genera-

tion is higher for the Sibenik scene (15.23ms) compared to the Conference scene

(0.82ms) and the Sponza Buddha scene (1.06ms).

Scene Sibenik Conference Sponza Buddha

GBuffer 15.23 ms 0.82 ms 1.06 ms

DPRSM 33.85 ms 4.54 ms 5.64 ms

Ray Marching 79.86 ms 78.71 ms 80.27 ms

Table 7.2: Time for generating GBuffer, DPRSM, Ray Marching for Sibenik,
Conference, and Sponza scenes in millisconds. The Shadow Map resolution is

512× 512
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Figure 7.19: RMSE results for the Conference scene as a function of the
number of VPLs used for rendering.

Now we evaluate our local-based CDF and gatheirng-based global CDF methods

by using the RMSE metric and the HDR-VDP-2 [MKRH11] metric which is a

perceptual metric applied to HDR images (High Dynamic Range). Note that all

the images generated by our method are HDR images and the reference images

are generated with the global CDF-based method as explained above. Figure 7.19

gives the RMSE for the local CDF-based and gathering-based CDF methods as

a function of the number of VPLs selected during the rendering step. We can

notice that the RMSE is small for the two methods and decreases when the num-

ber of VPLs increases. An interesting result is that, for the gathering-based CDF

method, the RMSE reaches its smaller value for a number of 800 VPLs, which

means that this number is sufficient for getting good quality results.

Figure 7.20 shows the perceptual difference between the images, generated with

our local CDF-based and gathering-based CDF methods, and the reference im-

ages. The perceptual differences are evaluated using the HDR-VDP-2 [MKRH11]

perceptual metric applied to HDR images. We observe that most of the image of

the test scenes is assigned a low error given by the HDR-VDP-2 metric (blue and

green parts in figures a, c, e, g, i, k). Therefore, our local CDF and our GBG CDF

images closely resemble the reference image. However, there exist small regions

with an non negligible error (a, c, e, g, i, k). To reduce these high values (red

parts), we can increase the number of VPLs during rendering.

Figure 7.21 shows results obtained with the gathering-based CDF and MIS meth-

ods for the Sibenik , Conference, Sponza Buddha and Crytek Sponza scenes. We
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Figure 7.20: HDR-VDP-2 metric between the reference images and those
obtained with our methods for the four test scenes. The first column represents
the reference image for the Sibenik (A), Conference room (B), Sponza Buddha
(C) and Crytek Sponza (D); the second column shows the HDR-VDP-2 images
and the third one shows our results. Images (b),(f), (j) and (n) have been
generated with our local CDF method. Images (d), (h), (l) and (p) have been
generated with our GBG CDF. Images (a), (e), (i) and (m) provide the HDR-
VDP-2 metric between the reference images (image (A),(B), (C), (D)) and the
images (b), (f), (j) and (n) respectively. Images (c), (g) , (k) and (o) represent
the HDR-VDP-2 metric between the reference images (image (A),(B), (C), (D))

and the images (d), (h), (l) and (p) respectively.
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Figure 7.21: Comparison of our GBG CDF method without MIS (left column)
and our GBG CDF method with MIS (right column).

have used the same number of samples (a sample is: a VPL for the gathering-based

CDF approach, and a direction for the MIS) to generate the images of figure 7.21.

7.6 Conclusion

In this chapter, we have demonstrated in detail our inverse transform method

for selecting the more contributive VPLs (local CDF and gathering-based global

CDF) as well as our MIS method that combined our gathering-based global CDF

with the gathering approach. Our methods improve the selection of the more
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contributive VPLs which used the Dual Paraboloid RSM to store the VPLs. We

prove that our algorithms are efficient and that we can automatically evaluate the

contribution of the selected VPL with its PDF value. To approximate the visibility

term, we used the voxelization which allows accelerating the visibility. We have

focused on the diffuse surfaces only.



Chapter 8

Conclusion

In this thesis, we focus on the VPL-based methods to approximate a solution to

the global illumination problem. We have presented three VPL-based rendering

methods: local CDF, GBG CDF, and MIS. These methods allow improving the

selection of the most contributive VPLs stored in a Dual Paraboloid RSM (that

we called DPRSM).

To achieve our goal, we have proposed several new algorithms such as:

• DPRSM: the VPLs are stored in both PRSMs and a set of VPLs is selected

from each PRSM (front or back). In the selection process of VPLs, a PRSM

is randomly selected according to the Russian roulette technique.

• local CDF: this method consists of subdividing the image plane into 4

parts, choosing gather point GP (points visible from the camera) in each

part (stratum) and calculation of associated CDF. Thus computing 4 local

CDFs, each associated with its stratum. With this technique, given a GP

p belonging to the stratum S, if a VPL is generated from the CDF associ-

ated with S to calculate the indirect illumination in p, then a discontinuity

is obtained between the images associated with the strata. To avoid this

discontinuity, for each GP p, we generate 4 VPLs from the 4 local CDFs and

their contributions to p are calculated. To avoid creating a shadow map for

each VPL, we proposed to calculate visibility using voxelization.

• gathering-based global CDF: in this method, path tracing PT (gather-

ing) is done (it is used to send several rays in each GP), and during the

PT we save the contributions sum of the selected VPLs and the number of

99
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GPs to which they contribute, in order to calculate the average contribu-

tions. At the end of this PT, some VPLs contributed well to the GPs and

others not (which we have called NcVPL for Non-contributive VPL). In this

case, it would be necessary to interpolate the contributions of these NcV-

PLs with a simple average filter. Then calculate a CDF from these average

contributions.

• MIS: a robust and efficient MIS method that combines our ”Gathering-

based global CDF” method with the gathering approach, in order to obtain

more realistic images.

Our proposed techniques have several advantages by taking into account:

• Visibility: we accelerate the visibility step by representing the scene with

set of voxels;

• Locality: we divide the screen into N regions and we compute the CDF

[REH+11] for each region (our local CDF method);

• Camera importance: when we compute the CDF, we evaluate the im-

portance of each direction shooted from a gather point (our gathering-based

global CDF).

Our methods consider only one bounce indirect illumination because we use a

DPRSM placed at the point light source. We use the Russian roulette technique

to select one face between the front and the back faces of the DPRSM. All the re-

sults are concerned with only indirect illumination. For visualizing our results on

LDR displays, our HDR images have been tone-mapped using Reinhard’s operator

[RSSF02]. Our results show that our local CDF-based method, that divides the

screen into N regions, generates good images in term of quality but requires more

computing time compared to our other methods. This is why we have proposed

our gather-based global CDF to lower the time rendering.

Furthermore, we have applied the HDR-VDP-2 metric to show the perceptual

differences between our HDR images and the reference images obtained with the

global CDF method [REH+11] with a high number of sample VPLs.

We have focused on the diffuse surfaces only. So, as future work, it would be

worth to adapt our algorithms to handle glossy surfaces and caustics. The shown
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results have been generated from the static scenes. How to extend our methods

to dynamic scenes. This is left for future work.
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