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Abstract

This thesis contributes to the development of robust control design strategies for un-

certain nonlinear mimo systems, in which a model based control approach robust control

(H2,H∞) framework is introduced and an intelligent control model free control is suggested.

In reality an allusion to the Modelizations of the systems CE 150 and TRMS is proposed

for the research seems important because they are prerequisite to test the designed robust

control law. The investigation starts by a neighboring optimal control law which is coupled

with estimation to solve the trajectory tracking and/or regulator problem of a twin-rotor

multi-input multi-output system (TRMS) is introduced. The above mentioned technique

is applied through the linearization of the TRMS model around its operating point.

Since CE-150 helicopters are known for their varying operating conditions along with

external disturbances, a local model network H∞ control is proposed as a second alter-

native, for CE-150 helicopter stabilization. The proposed strategy capitalizes on recent

developments on H∞ control and its promising results in robust stabilization of plants

under unstructured uncertainties. Using the fact that the system can be linearized at

different operating points, a mixed sensitivity H∞ controller is designed for the linearized

system, and combined within a network to make transitions between them. The proposed

control structure ensures robustness, decoupling of the system dynamics while achieving

good performance.

Alternatively, another approach interval type-2 fuzzy controller is proposed for TRMS

control problem because of and owing to, respectively, the nuance existing between model

based control approach and model free control, and their simplicity and efficiency. The

main strength of the proposed control algorithm is its robustness with respect to parametric

uncertainties and noise measurement. The suggested approaches are validated through

a set of computer simulations which illustrate the effectiveness of the proposed control

scheme; the obtained results are presented to illustrate the controller’s performance in

various operating conditions, and have been successfully applied.

A custom real-time control platform design for a quadrotor is introduced and the control

framework is designed to be universal but yet, flexible for implementation of various control

and navigation algorithms. The developed platform is modular and is presented in three

categories: hardware, software and communication. System identification is also presented

for parameters measurement and estimation. Moreover, a ground station with a graphical

user interface is designed for remote control and monitoring. A wireless bidirectional

communication unit is also designed to bridge the quadrotor and the ground station. The

developed cost effective control platform is validated by simulation and experimental test.
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Contribution la synthse de loi de Commandes Robustes Application aux

Systmes Robotiss ou Arodynamiques

Rsum

La prsente thse se veut comme contribution au dveloppement d’une stratgie de synthse

relative aux commandes robustes, pour des systmes MIMO non linaires incertains. Dans

cette perspective des approches de commande base de modle par la technique (H2,H∞)

ont t introduites dune part et dautre part, une commande intelligente est suggre pour le

cas sans modle. La modlisation des systmes CE-150 et TRMS introduits et proposs dans

le prsent travail de recherche semble pertinente et ce, au regard de leur importance pour

des tests de lois de commandes robustes synthtises. Dans un premier temps, une loi de

commande optimale voisine, associe un estimateur, fut introduite en guise de rsolution du

problme de suivi de trajectoire et/ou de rgulation du systme MIMO twin rotor (TRMS).

Cette technique est applique travers la linarisation du modle TRMS autour de ses points

dquilibres.

Dans un second temps, vu que lhlicoptre CE-150 est connu pour ses multiples modes

de fonctionnement, outre de ses perturbations externes, une commande H∞ par rseaux de

modles locaux est propose comme une deuxime alternative afin de stabiliser lhlicoptre en

question. Cette alternative capitalise les dveloppements rcents de la commande H∞, et

ses rsultats probants en termes de stabilisation robuste des systmes avec des incertitudes

non structures. Le systme est linaris autour de nombreux points de fonctionnement ;

une commande H∞ sensibilit mixte fut synthtise avant quelle ne soit combine dans un

rseau afin dassurer une transition plus souple. La structure de commande propose assure

la robustesse, le dcouplage des dynamiques du systme tout en garantissant de bonnes

performances.

Alternativement cela, une autre approche base sur la commande flou par intervalle

type-2 est propose pour le problme de commande du TRMS, en raison de la diffrence

existant entre les commandes base de modle et celles sans modle, ainsi que pour leur

simplicit et efficacit. La force majeure de lalgorithme de commande propos rside dans son

robustesse lgard des incertitudes paramtriques et les bruits de mesures.

Les approches proposes sont valides travers une srie de simulations qui montrent claire-

ment lefficacit de la structure des commandes suggres, alors que les rsultats obtenus savrent

concluants en illustrant parfaitement les performances des commandes dans diverses condi-

tions de fonctionnement. La conception dune plateforme de commande en temps rel pour
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le quadrotor fut introduite et conue pour tre flexible et universelle pour toute implmenta-

tion de diffrents algorithmes de commande et de navigation. Dveloppe, la plateforme en

question est la fois de conception modulaire et compose de trois parties ; en loccurrence

matriel, logiciel et communication.

Lindentification du systme (quadrotor) a permis la mesure et lestimation de diffrents

paramtres, outre, une station sol avec interface graphique est dveloppe pour la tlcommande

et le monitoring. Par ailleurs, une unit de communication bidirectionnelle wifi est conue

pour relier le quadrotor la station sol. Ainsi la plateforme dveloppe est valide par des tests

de simulations et dexprimentation.

Mots Cls: Estimation, retour de sortie, control optimal, commande H∞, hlicoptre,

CE150, TRMS, UAV, rseau de modles locaux, stabilisation robuste, logique flou Type 2,

plateforme de commande en temps-rel.
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 م�خص
متعـــددة المـــداخل اللاخطيــة طــو�ر إســـ��اتجية إ�شـــاء تحكمــات قو�ـــة للأنظمـــة ه الأطروحــة مســـاهمة �ـــ� تذتقــدم هـــ

      نمــــوذج عــــن طر�ــــق التقنيــــةمقار�ــــات الــــتحكم المعتمــــدة ع�ـــ� تــــم إدراج ا المنظـــور ذوالمخـــارج و الغ�ــــ� مؤكــــدة. �ــــ� هــــ

(H2, H∞) نموذج.ال غيابحالة ��  تذكية أق��ح من ناحية، و من ناحية أخرى طر�قة تحكم 

قــــوان�ن ختبــــار ا�ــــ�  الأهمي��ــــبــــالنظر لــــك ذو  ،TRMSو  CE-150الأنظمــــة  ةنمذجــــإ�ــــ�  ا البحــــث تــــم التطــــرق ذ�ــــ� هــــ

 التحكمات القو�ة المنشئة.

تنظـــيم الســـار و/أو المحـــل مشـــ�لة تتبـــع �ر يقـــدت بنظـــامرفـــق أمثـــل متحكـــم جـــواري قـــانون تـــم اعتمـــاد ، �ـــ� البدايـــة

ل�جهـاز  خطـيا� النمـوذجيـتم تطبيـق هـذه التقنيـة مـن خـلال  ، و(TRMS)المداخل و المخـارج، ثنـائي المـراوح  متعدد

 .ھازنتو  طاحول نق

واســــع و متعـــدد بالإضــــافة إ�ــــ� الاضــــطرابات ا�خارجيــــة،   CE-150مجـــال عمــــل المروحيــــة  نظــــرا لأن، ثـــم �عــــد ذلــــك

الإســــــ��اتيجية  .ســــــتقرار المروحيــــــةاعــــــن طر�ــــــق شــــــبكة النمــــــاذج المحليــــــة كبــــــديل ثــــــا�ي، لتحقيــــــق ∞Hتحكــــــم  نق�ــــــ�ح

ليســت لهــا بنيــة  إرتيابــاتســتقرار قــوي مـع وجــود انتــائج واعـدة �ــ� تحقيــق حديثــة ذات تطــو�رات  تضــمنالمق��حـة 

 .محددة

حساســـية ∞Hات تـــم تصـــميم تحكمـــ ،ا�خطـــي للنظـــام حـــول العديـــد مـــن نقـــاط التشـــغيل ســـتخراج النمـــوذجا�عـــد 

تانــة، المضــمن تالمق��حــة  الــتحكم بنيــةيــتم دمجهــا �ــ� الشــبكة مــن أجــل ضــمان انتقــال ســلس.  أن قبــلمختلطــة، 

 ات النظام مع ضمان الأداء ا�جيد.كيفصل ديناميو 

 ع�ـــ� مشـــ�لة الســـيطرة�حـــل  2�عتمـــد ع�ـــ� الـــتحكم الغـــامض صـــنف  أخـــرى  طر�قـــةنق�ـــ�ح  ،كبـــديل ثـــا�ي لمـــا ســـبق

TRMS، بالإضـافة إ�ـ�  ،الغ�ـ� مرتكـزة عليـھع�ـ� نمـوذج و  ةالمرتكـز  الـتحكم طـرق  بـ�ن الموجود الفرق  �سبب و ذلك

 المعـاملات بارتيابـاتخوارزمية التحكم المق��حة تكمن �ـ� صـلاب��ا فيمـا يتعلـق �القوة الرئيسية  .تھوكفاءتھ �ساط

 .اتالقياسجيج �و 

الـتحكم المق��حـة مــن خـلال سلسـلة مـن عمليـات المحا�اـة تظهـر بوضـوح فعاليــة  مقار�ـاتيـتم التحقـق مـن �ـحة 

 .�� ظروف التشغيل المختلفةح�ى الأداء ا�جيد تو�ح تماما  حصلةالمنتائج الن لأ ، ةالتحكم المق��حطرق 

لـــتحكم �ـــ� الوقـــت ا�حقيقـــي لطــائرة عموديـــة ر�اعيـــة المـــراوح بـــدون طيـــار، مصـــممة لت�ـــون لوقــدم تصـــميم منصـــة 

 وي تصـميم وحـد ذاتنصـة المعنيـة الموالملاحـة، الـتحكم خوارزميـات  مختلفـةلتنفيـذ  الاسـتعمالاتمرنة ومتعـددة 

 وال��مجيات والاتصالات. المعداتو��  :وتت�ون من ثلاثة أجزاء

وعـلاوة ع�ـ� ذلـك ، المعـاملاتقيـاس وتقـدير مختلـف بائرة عموديـة ر�اعيـة المـراوح) �سمح نظام تحديد الهو�ة (لط

 تم تصميم محطة أرضية ذات واجهة مستخدم رسومية للتحكم عن �عد والرصد.

عموديـــــة ر�اعيـــــة المـــــراوح والمحطـــــة اللطـــــائرة بـــــ�ن ار�ط لـــــتجـــــاه�ن لإتـــــم تصـــــميم وحـــــدة الاتصـــــالات اللاســـــلكية �ـــــ� 

 منصة التحكم وفعالي��ا من خلال المحا�اة والاختبارات التجر�بية. جودةمن  تم التحققوقد الأرضية. 

بـــدون  ةطـــائر  ،CE150 ،TMS، هلي�ـــو��� ،∞H، تحكـــم الأمثـــل، تحكـــم المخـــارج جـــوعر تقـــدير، ال�لمـــات المفتاحيـــة: 

 وقت ا�حقيقي.منصة تحكم ��  ،2غامض صنف منطق  ،استقرار قوي  ،محليةنماذج شبكة  ،طيار
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Chapter 1

Introduction

1.1 Motivation

The objective of automatic control in general is to influence the behavior of a given physi-

cal plant so that the response becomes conform to some desired specification. The plants,

in reality, are classified into different categories such as nonlinear or linear systems, con-

strained system or unconstrained systems and small or large scale systems. The treatment

and analysis to design linear systems has been well developed, and it could be found

in [75]. Yet, almost all the plants are, actually, nonlinear, multivariables, and subject to

physical constraints. Therefore, the design linear systems requires different techniques and

treatments to properly design and handle the nonlinear constrained systems.

Recently, researchers have divided control law design approaches for nonlinear systems

into three categories. the first category is based on linearization of nonlinear systems [55];

it is possible, however, to use a linear approximation around a prescribed operating point

for analysis and controller design. Despite the simplicity of control laws, there are many

situations where non linearities cannot be neglected. Phenomena such as saturation, hys-

teresis, deadzone, dry friction, to mention just few examples, are a of common nonlinearities

that often arise in practice because this control system stability and performance are not

guaranteed for full operating range . The second category deals with nonlinear controllers

design based on nonlinear systems dynamics. In such cases, a nonlinear model is needed

to obtain a more accurate representation of the dynamics of the system. Yet, the more

complex is nonlinear systems dynamics, the more arise the design approach difficulties

[59]. These approaches take for granted a precise mathematical system model and tend

to work theoretically in an appropriate way. However, their very performance degrades in

the presence of varying operating conditions, structured and unstructured dynamical un-
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certainties, and external disturbances. In real complex physical system, deriving a precise

mathematical model might be a difficult task to undertake. Other factors might be unex-

pected, such as parameters variation and noise. Thus, the system’s dynamics cannot be

efficiently based on presumably accurate mathematical models. The third category consists

of nonlinear controllers design based on intelligence methods which are free model based

such as artificial neural networks (ANNs) and fuzzy logic systems (FLSs) [4, 41]. These

techniques have been considered various applications as efficient tools capable of provid-

ing robust approximation for mathematically ill-defined systems that may be subjected to

structured and unstructured uncertainties [62, 92]. The universal approximation theorem

is the major force behind the increasing popularity of such methods as it underlines that

they are theoretically capable of uniformly bringing any continuous real function and any

degree of accuracy together. miscellaneous artificial neural network and fuzzy logic models

have been suggested to resolve many complex problems which have led to a satisfactory

performance [61, 90], providing an alternative to conventional control techniques. The con-

strained plant under full range of operational conditions usually requires meeting several

sets of objectives. It is impossible to achieve all control objectives by a single controller. It

thus calls for application of multiple local model networks (LMN) controllers each of them

being best fit into specific operational conditions. It is then inevitable to switch between

controllers during the plant operation.

The two degrees of freedom helicopter system is given as an example. The two typ-

ical control strategies H2, and H∞ minimization strategy are employed with local model

network (LMN) that depends on the operational condition. The most suitable control

strategy is selected to apply to the plant under the full range of operational conditions.

Finally type-2 fuzzy logic control with soft computing is also applied to the system in

question to show the observed difference.

1.2 Contributions

Nonlinear dynamic systems are governed by complex dynamics and hence are inevitably

subject to the ubiquitous presence of high, particularly unstructured, modeling nonlinear-

ities. The presence of such nonlinearities significantly changes the dynamics of nonlinear

systems [14]. So, modeling a system’s dynamics based on presumably accurate mathe-

matical models cannot be applied efficiently in this case. This raises the importance to

consider alternative approaches for the control of this type of systems to keep up with their

increasingly demanding design requirements.
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The main contributions idea is to design robust control structures for complex non lin-

ear dynamic systems, principally, based on robust optimal (H2/H∞) approach. Then local

model networks (LMN) for soft switching mechanism between H∞ controllers are eventu-

ally achieved to get a Softly Switched (LMN-H∞), that could be applied to full range states

operating of nonlinear systems. Moreover, type-2 fuzzy logic control is developed for the

control of 2-DOF helicopter system in the presence of dynamical modeling and parametric

uncertainties of various magnitudes. The ultimate contribution is to design and realize

a real-time control platform for autonomous quadrotor unmanned aerial vehicles (UAVs).

The control framework is designed to be universal but, yet, flexible for the implementa-

tion of various control and navigation algorithms. The proposed design approach which

favors versatility is modular, while the implemented quadrotor control platform is cost

effective and could be used as a benchmark to demonstrate the effectiveness of a variety

of controllers. To sum up, the salient contributions of the present research are:

1. The Neighboring Optimal Control of Partially-Observed Twin Rotor Multi-Input

Multi-Output System has been designed to solve the trajectory tracking and the

regulator problems.

2. A local model network based H∞ control technique is proposed to solve the stabi-

lization problem of CE-150 helicopters.

3. A powerful approach, based on the type-2 fuzzy logic controller, is proposed for

attitude stabilization of two degrees of freedom helicopter (TRMS).

4. A real-time control platform for quadrotor UAVs is realized to be universal and

flexible, and allows implementation of various control algorithms.

The papers that have been published and those which are in process and expected to be

published are listed as follow:

• Kafi, M. R., Chaoui, H., Miah, S., Debilou, A. (2017). Local model networks

based mixed-sensitivity H-infinity control of CE-150 helicopters. Control Theory

and Technology, 2017, vol. 15, no 1, p. 34 − 44. springer. (doi:10.1007/s11768 −
017− 5073− x).

• M. R. Kafi, H. Chaoui, B. Hamane and A. Debilou, ”Design and realization of a real-

time control platform for quadrotor unmanned aerial vehicles,” 20153rd International

Conference on Control, Engineering Information Technology (CEIT), Tlemcen, Al-

geria, 2015, pp. 1− 6. (doi: 10.1109/CEIT.2015.7232995).
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• S. Miah, M. R. Kafi, H. Chaoui and In Soo Ahn, ”Neighboring optimal control

of partially-observed twin rotor multi-input multi-output system,” 2016 IEEE 25th

International Symposium on Industrial Electronics (ISIE), Santa Clara, CA, USA,

2016, pp. 393-398. (doi: 10.1109/ISIE.2016.7744922).

• Kafi, M. R., Chaoui, H., Miah, S., Debilou, A. ”Interval Type-2 Fuzzy Logic Con-

trol of a Twin-Rotor Multi-input Multi-output System” submitted to International

Journal of Control, Automation and Systems, Springer (under reviewing).

• H. Chaoui, S. Miah, M. R. Kafi and B. Hamane, ”Neural network balance control

of hopping robots in flight phase under unknown dynamics,” 2015 3rd International

Conference on Control, Engineering Information Technology (CEIT), Tlemcen, 2015,

pp. 1-5. (doi: 10.1109/CEIT.2015.7232996).

1.3 The thesis Structure

This thesis is divided into five chapters with a general introduction and a general conclusion.

Chapter two is entitled Systems Modelizations. It is mainly devoted to the presentation

of systems operating under wide range of operational conditions for control purpose. This

chapter deals with the physical modeling of the two 2-DOF multivariable nonlinear systems

( CE-150 helicopter of Humusoft and TRMS 33-949 helicopter from Feedback Instruments)

is detailed (studied), and the mathematical model which is deduced.

Chapter three, which is entitled Neighboring Optimal Control of Partially-Observed

Twin Rotor Multi-Input Multi-Output System, emphasizes the proposed neighboring opti-

mal control law coupled with a state estimation technique to solve the trajectory tracking

and the regulator problems of a TRMS model. The latter is linearized around an operat-

ing point. Since the internal dynamical states (except the azimuth and elevation angles)

are not measurable, an optimal filter to estimate them is designed. The proposed control

law takes into account both process and measurement uncertainties of a TRMS model.

Simulation results are presented to demonstrate the performance of the proposed control

law.

Chapter four is entitled Local Model Network. It investigates the feasibility of local

model network based H∞ control technique to solve the stabilization problem of CE-150

helicopters. Considering the fact that the system could be linearized around a set of oper-

ating points, an H∞ controller is designed for the linearized system. The mixed sensitivity
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problem is considered by means of its transformation into a standard H∞ problem and then

solved for a stabilizing gain that satisfies the desired criteria. The obtained controllers are

integrated within a network to guaranty full range operational conditions. Finally, Simu-

lation results are presented.

Chapter five deals with Interval Type-2 Fuzzy Logic Control of a Twin-Rotor Multi-

input Multi-output System. Actually, the proposed interval type 2 fuzzy approach is based

on triangular membership functions and operator experience. Two controllers are designed

to control the position of the yaw and the pitch angles of systems, and then validated

through a set of simulation results. The latter illustrate the effectiveness of the proposed

control scheme for larger magnitudes of uncertainties with severe nonlinearities.

Chapter six is entitled Design and Realization of a Real-Time Control Platform for

Quadrotor Unmanned Aerial Vehicles. The realized control framework consists of three

major parts: hardware, software and communication. It is mainly conceived to be universal

and flexible, as it is adequate for the implementation of various control and navigation

algorithms.

The general conclusion summarizes the overall proposed approaches and the obtained

results, as it unveils the suggestions for further researches and future trends.
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Chapter 2

Systems Modelizations

2.1 Introduction

Modeling nonlinear systems is an interesting challenging problem [33, 76, 82, 1, 79, 54].

In addition, most control techniques are model based. Hence, the first step in the control

design process is to develop appropriate mathematical models of the system derived either

from physical laws or experimental data. It is obvious that some information about con-

trolled plant is required to allow the design of controllers with satisfactory performance.

A plant model could be also used to investigate properties and behavior of the modeled

plant without a risk of damage in violating technological constraints of the real plant. In

this chapter, the models used in this research are introduced. The detailed mechanical and

electrical components are presented, and a valid state space model is derived. In this re-

search, the considered nonlinear multivariable complex systems are both Humsoft CE-150

and feedback instrument TRMS 33-949 helicopters. These systems are chosen because they

include almost all the problems relative to the nonlinear systems, which are multivariable,

instability in open loop, strong cross-coupling, to mention just a few.

2.2 CE-150 Helicopter Nonlinear Model Description

With reference to [3], a laboratory helicopter whose body is connected to a fixed base is

considered. Hence, two degrees of freedom of the helicopter are enabled where the elevation

angle ψ (rotation around horizontal axis) and the azimuth angle ϕ (rotation vertical axis)

describe the motion of the helicopter body. The parameters describing the helicopter

motion is depicted in Fig. 2.3. The body is actuated by two DC motors which drive the
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Figure 2.1: Helicopter CE-150.

Figure 2.2: Two degrees of freedom, Helicopter CE-150.
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main and tail propellers. The rotor axes acting on these propellers are orthogonal to each

other.

Figure 2.3: Torque’s acting on the helicopter body in the vertical planes.

Suppose that ū1(t) and ū2(t) represent the voltages driving the main and tail motors,

respectively, at time t ≥ 0. As such, the helicopter model can be treated as a two-input

two-output nonlinear multi-variable system (Fig.2.2). Considering the forces acting on the

vertical helicopter body, the dynamics of the elevation angle is given by:

Iψ̈ = τ1 + τϕ̇ − τf1 − τm + τG, (2.1)

Satisfying the following relations:

τm = Fml1 sinψ = mgl1 sinψ = τgsinψ (2.2)

τϕ̇ = ml1ϕ̇
2 sinψcosψ =

1

2
ml1ϕ̇

2 sin 2ψ (2.3)

τ1 = kω1ω
2
1 (2.4)

τf1 = Cψsignψ̇ +Bψψ̇ (2.5)

τG = KGϕ̇ω1 cosψ, for ϕ̇� ω1, (2.6)

Where
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I moment of inertia of the helicopter body around horizontal axis

τϕ̇ centrifugal torque

τm gravitational torque

τG gyroscopic torque

τf1 friction torque (coulomb and viscous)

τ1 elevation driving torque (main propeller influence)

τω1 main propeller angular velocity

m mass

g gravity

l1 distance from z-axis to main rotor

kω1 main rotor constant

kG gyroscopic coefficient

Bψ viscous friction coefficient (around y-axis)

Cψ Coulomb friction coefficient (around y-axis)

Figure 2.4: Torques acting on the helicopter body in the horizontal planes.

Similar to the elevation dynamics, we consider the forces in the horizontal plain (see

Fig. 2.4) taking into account the forces acting on the helicopter body in the direction of

the azimuth angle ϕ. The dynamics of ϕ is given by:

Iψϕ̈ = τ2 − τf2 − τr, (2.7)
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Satisfying the following relations:

Iψ = I sinψ (2.8)

τ2 = kω2l2 sinψω2
2 (2.9)

τf2 = Cϕsignϕ̇+Bϕϕ̇, (2.10)

Where

Iψ moment of inertia around vertical axis,

τ2 stabilizing motor driving torque,

τf2 friction torque (coulomb and viscous),

τr main motor reaction torque,

l2 distance from z-axis to stabilizing tail rotor

kω2 constant for the tail rotor,

ω2 angular velocity of the tail rotors,

Bϕ viscous friction coefficient around z-axis, and

Cϕ Coulomb friction coefficient around z-axis.

Similar to the body dynamics in elevation, no connection between the speed of the

side propeller and friction torque around vertical rotational axis has been introduced into

the derivation of an analytical model of the helicopter dynamics [43]. The torque τr is

significant and arises from the torque generated by the main motor acting on rotating

body. Note that the propulsion system of the CE 150 helicopter model are mainly driven

by two independent DC motors. Under certain assumptions on the DC motor dynamics as

stated in [3], the DC motor and propeller dynamics are given by the following equations:

ij =
1

Rj

(ūj − kbjωj) (2.11a)

τj = kijij (2.11b)

τcj = Cjsign(ωj) (2.11c)

τpj = Bpjωj +Dpjω
2
j (2.11d)

Ijω̇j = τj − τcj −Bjωj − τpj , (2.11e)
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Where j ∈ {1, 2} represents the motor index (j = 1 for main motor and j = 2 for tail

motor),

ūj control input voltage,

ij armature current,

ωj rotor angular velocity,

τj motor torque,

τcj coulomb friction load torque,

τpj air resistance load torque,

Rj armature resistance,

kij torque constant,

kbj back-emf constant,

Ij rotor and propeller moment of inertia,

Bj viscous friction coefficient,

Cj coulomb friction coefficient,

Bpj air resistance coefficient (laminar flow),

Dp ∈ R air resistance coefficient (turbulent flow).

The input variables are the electrical voltages ū1 and ū2, and the output variables

(measured by sensors) are ψ and ϕ angles. The objective of control is to synthesize control

ū = [ū1 ū2]T to bring the angles ψ and ϕ to the desired angles ψ∗ and ϕ∗. Figure 2.5 shows

the block diagram of a complete CE-150 model dynamic, achieved with certain neglecting

parameters of helicopter model (without loss of generality) and using a linearization of

some parts of the system. The description of parameters, such as T1, T2 (time constants

of main and tail motor, respectively), ai, bi (i = 1, 2, 3, square functions’ parameters), I,

Bψ, τG, KG, Iψ, and Bϕ, are detailed in [3] and are omitted here for conciseness purpose.

2.2.1 CE-150 State-Space Model and Linearization

In this section, the nonlinear model of CE-150, which is described by (2.1)–(2.11), will be

first analyzed by determining the system’s equilibrium points, and then linearizing around

them.

By denoting the state vector x ∈ R8,x ≡ [x1, x2, ....., x8]T ≡ [ψ, ψ̇, ϕ, ϕ̇, ω1, ω̇1, ω2, ω̇2]T ,
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Figure 2.5: Complete system dynamics, Helicopter CE-150.

the models described by (2.1)–(2.11) can be written as a state-space model given by:

ẋ1 = x2 (2.12a)

ẋ2 =
1

I
b1x5 +

1

I
a1x

2
5 −

1

I
τg sinx1 −

1

I
Bψx2 −

1

I
KGx4 cosx1.ū1 (2.12b)

ẋ3 = x4 (2.12c)

ẋ4 = − 1

Iϕ
b3x5 −

1

Iϕ
a3x

2
5 +

1

Iϕ
b2x7 +

1

Iϕ
a2x

2
7 −

1

Iϕ
Bϕx4 (2.12d)

ẋ5 = x6 (2.12e)

ẋ6 = − 1

T 2
1

x5 −
2

T1

x6 +
1

T 2
1

ū1 (2.12f)

ẋ7 = x8 (2.12g)

ẋ8 = − 1

T 2
2

x7 −
2

T2

x8 +
1

T 2
2

ū2. (2.12h)

The compact form of (2.12a)–(2.12h) can be expressed as:

ẋ = f(x, ū), (2.13)

where ū ∈ R2 and ū ≡ [ū1, ū2]T is the control input vector and f : R8 × R2 → R8. Note

that all the state variables, x1 to x8 and inputs ū1 and ū2 are functions of time (t), which

12



is dropped here for clarity.

By setting f(x, ū) = 0 in (2.13), the equilibrium points are obtained by solving the

following equations:

b1x5 + a1x
2
5 − τg sinx1 = 0 (2.14a)

−b3x5 − a3x
2
5 + b2x7 + a2x

2
7 = 0 (2.14b)

ū1 − x5 = 0 (2.14c)

ū2 − x7 = 0, (2.14d)

with x2 = x4 = x6 = x8 = 0 and x3 = α ∈ R is simply a constant. Clearly, ū1 = x5 and

ū2 = x7. The solution for x5 and x7 can be obtained from (2.14a) and (2.14b) assuming

the fact that x1 ≡ ψ (elevation angle) takes the value from [0, π]. By doing so, we get:

x5 =
−b1 ±

√
b2

1 + 4a1τg sinx1

2a1

x7 =
−b2 ±

√
b2

2 + 4a2(b3x5 + a3x2
5)

2a2

.

For x1 = 0, 5π/16, and 9π/16, the three different equilibrium points are:

(x[1]
∗ , ū

[1]
∗ ) = ([0, 0, α, 0, 0, 0, 0, 0]T , [0, 0]T ),

(x[2]
∗ , ū

[2]
∗ ) = ([

5π

16
, 0, α, 0, 0.49, 0, 0.39, 0]T , [0.49, 0.39]T ),

and

(x[3]
∗ , ū

[3]
∗ ) = ([

9π

16
, 0, α, 0, 0.55, 0, 0.44, 0]T , [0.55, 0.44]T ),

for a1 = 0.1165, a2 = 0.268, a3 = 0.1959, b1 = 0.062, b2 = 0.0408, b3 = 0.0202, T1 = 0.1,

T2 = 0.25, I = 184, Iϕ = 494.3, Bψ = 0.08, Bϕ = 0.04, KG = 0.3185, and τg = 0.071.

Given an equilibrium point (x∗, ū∗) and assuming the fact that the CE-150 model

operates around the equilibrium point, we linearize the nonlinear model (2.13) using the

13



first-order Taylor’s series (neglecting the higher-order terms) as:

∆ẋ = A∆x + B∆ū, (2.16)

where

A =
∂f

∂x

∣∣∣
(x∗,ū∗)

=


∂f1
∂x1

. . . ∂f1
∂x8

...
...

∂f8
∂x1

. . . ∂f8
∂x8


(x∗,ū∗)

and

B =
∂f

∂ū

∣∣∣
(x∗,ū∗)

=


∂f1
∂ū1

∂f1
∂ū2

...
...

∂f8
∂ū1

∂f8
∂ū2


(x∗,ū∗)

2.2.2 CE-150 Model simulation

It is helpful to look at the way the open-loop system behaves before designing a controller

for a plant.

To show dynamic of CE-150 system in open loop case. Responses for Step inputs

(ψ, ϕ) = (1, 0), (ψ, ϕ) = (0, 1) and (ψ, ϕ) = (1, 1) are considered, the simulation results in

Fig. 2.6, Fig. 2.7 and Fig. 2.8 respectively show the instability of azimuth subsystem, with

remarkable offset of elevations subsystem.
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Figure 2.6: CE-150 Open loop step response for reference ψ∗ = 1 and ϕ∗ = 0: (a) Elevation
response; and (b) azimuth response.
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Figure 2.7: CE-150 Open loop step response for reference ψ∗ = 0 and ϕ∗ = 1: (a) Elevation
response; and (b) azimuth response.
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Figure 2.8: CE-150 Open loop step response for reference ψ∗ = 1 and ϕ∗ = 1: (a) Elevation
response; and (b) azimuth response.
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2.3 Two-DOF Helicopter TRMS (33-949) Description

Figure 2.9: Feedback TRMS helicopter.

The electro-mechanical structure of a twin robot multi-input multi-output system is

shown in Figure 2.9. An orthogonal connection of two rotors (main and tail rotors) is

established by a beam pivoted on a fixed base where each rotor is mounted at the end of

the beam. Hence, the beam can rotate in both vertical and horizontal planes. As opposed

to a conventional helicopter model where its aerodynamic force is controlled by changing

the angle of attack of the blades, the aerodynamic force of a TRMS is controlled by speed of

two DC motors mounted as main and tail rotors. The aerodynamic force at the main rotor

allows the beam to rotate vertically (elevation angle) while that at the tail rotor makes

the beam to rotate horizontally (azimuth angle). Therefore, the manipulated variables

(control) are the voltages applied to the DC motors. Following [44], [77], the momentum

equations for the main and tail rotors of a TRMS model are given by:

I1Ψ̈ = M1 −MFG −MBΨ −MG (2.17a)

I2ϕ̈ = M2 −MBϕ −MR, (2.17b)

where M1 and M2 are the total momentum of the main and tail rotors, respectively, MBΨ

is the momentum of the friction forces, MFG is the gravity momentum, and MR is the

cross-reaction momentum. Furthermore,
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M1 = a1τ
2
1 + b1τ1 (2.18a)

MFG = MgsinΨ (2.18b)

MBΨ = B1ΨΨ̇ +B2Ψsign(Ψ̇) (2.18c)

MG = KgyM1Ψ̇cosΨ (2.18d)

M2 = a2τ
2
2 + b2τ2 (2.19a)

MBϕ = B1ϕϕ̇+B2ϕsign(ϕ̇) (2.19b)

MR =
kc(T0s+ 1)

Tps+ 1
τ1, (2.19c)

where τ1 and τ2 are the momentum produced by main and tail motors, respectively.

The input voltages of the main and tail motors are respectively denoted by u1 and u2 which

are related to the main and tail motors momentum as:

τ1 =
k1u1

T11s+ T10

(2.20a)

τ2 =
k2u2

T21s+ T20

, (2.20b)

with s being the Laplace variable. The nonlinear state-space representation of the TRMS

model ( 2.17)-( 2.20), is shown in Figure 2.10 (which is also provided by the manufacturer).

As noted in [44], the parameters of this system (see Table 2.1) have been chosen more or

less experimentally. It is verified that when the physical system is at rest both the pitch

and yaw angle sensors reading are zero. Therefore, in this project, the origin of physical

system is taken as an operating point.

2.3.1 TRMS (33-949) State-Space Model and Linearization

In this section, the mathematical approximation of original nonlinear model of the 2-

DOF helicopter (TRMS) [44] is developed by using Newtons’s second law, from which

the state apace representation is obtained. Be denoting the state vector x ∈ R6 and

x ≡ [x1, x2, ....., x6]T ≡ [ψ, ϕ, ψ̇, ϕ̇, ih, iv]
T , the models described by [44, 87, 48] can be
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Figure 2.10: Non-linear simulink model of the TRMS.
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written as a state-space model given by:

ẋ1 = x3 (2.21a)

ẋ2 = x4 (2.21b)

ẋ3 =
1

jh
[ltSfFh(ωt)cosx2 − khx3 − x3x4(D − E)sin2x2 − jmrωm(x6)x4sinx2] (2.21c)

+
jmr
Tmr

(uv − x6)
dωm(x6)

dx6

cosx2

ẋ4 = 9.1[lmSfFv(ωm)− g(0.0099cosx2 + 0.0168sinx2)− kvx4] (2.21d)

+ 9.1[−0.0252x2
3sin2x2r +

jtr
Ttr

(uh − x5)
dωt(x5)

dx5

ẋ5 =
1

Ttr
(uh − x5) (2.21e)

ẋ6 =
1

Tmr
(uv − x6) (2.21f)

The compact form of (2.21a)–(2.21f) can be expressed as:

Ẋ = f(X, ū), (2.22)

where ū ∈ R2 and ū ≡ [uv, uh]
T is the control input vector, and f : R6×R2 → R6. Note

that all the state variables, x1 to x6 and inputs ūv and ūh are functions of time (t), which

is dropped here for clarity.

With uv/uh being the input voltage of the DC motor for the main/tail propeller, the

armature current iv/ih can be obtained by solving the following differential equations [44]

div
dt

=
1

Tmr
(uv − iv) (2.23a)

dih
dt

=
1

Ttr
(uh − ih), (2.23b)

Where, lm/lt is the main/tail length of the beam, jmr/jtr is the moment of inertia for

the main/tail propeller subsystem, Tmr/Ttr is the time constant of the main/tail motor-

propeller system and ωmωt is the rotational speed of the main/tail rotor DC motor. More-

over, kv/kh is the friction constant of the main/tail propeller subsystem and Sf is the

balanced scale and uv/uh is the control input for the main/tail DC motor. The propulsive

force to move the joined beam in the vertical/horizontal direction is denoted by Fv/Fh.

The propulsive force is approximately described by a non-linear function of the angular

velocity ωm/ωt. Gravitational acceleration is symbolized as g and D, E, G are constants.
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Table 2.1: Physical parameters of the TRMS [44].
Symbol Definition Value

lm length of the main part of the beam 0.236 m
lt length of the tail part of the beam 0.25 m
Kv friction coefficient of the vertical axis 0.0095
Kh friction coefficient of the horizontal axis 0.0054
jmr moment of inertia of the DC motor main 1.6543x10−5kg m2

jtr moment of inertia of the DC motor tail
propeller

2.65x10−5kg m2

Tmr time constant of the main rotor 1.432 s
Ttr time constant of the tail rotor 0.3842 s
D mechanical related constant 1.6065x10−3kg m2

E mechanical related constant 4.90092x10−2kg m2

G mechanical related constant 6.3306x10−3kg m2

Sf balance scale 8.43318x10−4

g gravitational constant 9.81 m/s2

Furthermore

jh = Dsin2x2 + Ecos2x2 +G (2.24a)

ωm(x6) = 99.99x6
6 + 599.73x5

6 − 129.26x4
6 − 1283.64x3

6 + 63.45x2
6 + 1283.41x6 (2.24b)

ωm(x5) = 2020x5
5 − 194.69x4

5 − 4283.15x3
5 + 262.27x2

5 + 3768.83x5 (2.24c)

Fv(ωm) = −3.48x10−12ω5
m + 1.09x10−9ω4

m + 4.123x10−6ω3
m − 1.632x10−4ω2

m (2.24d)

+ 9.544x10−2ωm

Fh(ωt) = −3x10−14ωmt5− 1.595x10−11ω4
t + 2.511x10−7ω3

t − 1.808x10−4ω2
t (2.24e)

+ 8.01x10−2ωt

Table 2.1 lists the physical parameters of the TRMS and their values.

The non-linear state equation of the TRMS in (2.21)-(2.24) can be represented as:

Ẋ = f(X, uh, uv), Where X = [x1, x2, ..., x6]T

f(X, uh, uv) = [f1(X, uh, uv), f2(X, uh, uv), ..., f6(X, uh, uv)]
T (2.25)

In order to reduce the complexity of the position controller, the complex TRMS model

is divided into an HS and a VS following the approach in [87, 89]. While designing the

controller for the subsystem, a linear part is added to and the same is then subtracted from
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the non-linear part for facilitating pseudo-separation whereas the overall system remains

the same. The state equations are then written as:

ẋh = Āhxh + B̄huh + ∆Fh

ẋv = Āvxv + B̄vuv + ∆Fv
(2.26)

For the above horizontal and vertical subsystems, the states and parameters are defined

as:

xh = [x1, x3, x5]T

∆Fh = [0,∆fh(xh, xv, uv), 0]T

xv = [x2, x4, x6]T

∆Fv = [0,∆fv(xv, xh, uh), 0]T

Here

Āh =

ah11 ah12 ah13

ah21 ah22 ah23

ah31 ah32 ah33

 =


∂f1
∂x1

∂f1
∂x3

∂f1
∂x5

∂f3
∂x1

∂f3
∂x3

∂f3
∂x5

∂f5
∂x1

∂f5
∂x3

∂f5
∂x5


X=0

=

0 1 0

0 − kh
E+G

301.88ltSf

E+G

0 0 −T−1
tr

 (2.27)

B̄T
h =

[
bh11 bh21 bh31

]
=
[
∂f1
∂uh

∂f3
∂uh

∂f5
∂uh

]
=
[
0 0 T−1

tr

]
(2.28)

B̄T
v =

[
bv11 bv21 bv31

]
=
[
∂f2
∂uv

∂f4
∂uv

∂f6
∂uv

]
=
[
0 0 T−1

mr

]
(2.29)

Āh =

av11 av12 av13

av21 av22 av23

av31 av32 av33

 =


∂f2
∂x2

∂f2
∂x4

∂f2
∂x6

∂f4
∂x2

∂f4
∂x4

∂f4
∂x6

∂f6
∂x2

∂f6
∂x4

∂f6
∂x6


X=0

(2.30)

=

 0 1 0

−0.153g −9.1kv 1114.65lmSf

0 0 −T−1
mr



∆fh(xh, xv, uv) =
1

jh
[ltSfFh(ωt)cosx2 − khx3 − x3x4(D − E)sin2x2 − jmrωm(x6)x4sinx2

+
jmr
Tmr

(uv − x6)
dωm(x6)

dx6

cosx2]− ah21x1 − ah22x3 − ah23x5 (2.31)
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∆fv(xv, xv, uh) = 9.1[lmSfFv(wm)− g(0.0099cosx2 + 0.0168sinx2)− kvx4

− 0.0252x2
3sin2x2 +

jtr
Ttr

(uh − x5)
dwt(x5)

dx5

]− av21x2 − av22x4 − av23x6 (2.32)

In (2.26), ∆Fh and ∆Fv are considered as the uncertainty in the TRMS. The system in

(2.26) can be partitioned into the regular form

ż1h = a11hz1h + a12hz2h + f1h

ż2h = a21hz1h + a22hz2h + bh31uh + f2h

(2.33)

where
z1h = [x1 x3]T

z2h = x5

a11h =

[
ah11 ah12

ah21 ah22

]

a12h =

[
ah13

ah23

]
a21h = [ah31 ah32]

Here,

f1h =

[
0

∆fh(xh, xv, uv)

]
f2h = 0

Therefore the state space model of the TRMS-HS can be expressed as:[
ż1h

ż2h

]
= Ah

[
z1h

z2h

]
+

[
0

B2h

]
uh +

[
∆F̄h

0

]
(2.34)

where

Ah =

[
a11h a12h

a21h a22h

]
B2h = bh31

∆F̄h = f1h =

[
0

∆fh(xh, xv, uv)

]
Similarly the TRMS-VS can be expressed as:

ż1v = a11vz1v + a12vz2v + f1v

ż2v = a21vz1v + a22vz2v + bv31uv + f2v

(2.35)
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Where
z1v = [x2 x4]T

z2v = x6

a11v =

[
av11 av12

av21 av22

]

a12v =

[
av13

av23

]
a21v = [av31 av32]

a22v = av33

Here,

f1v =

[
0

∆fv(xh, xv, uh)

]
f2v = 0

Therefore the state space model of the TRMS-VS can be expressed as:

[
ż1v

ż2v

]
= Av

[
z1v

z2v

]
+

[
0

B2v

]
uv +

[
∆F̄v

0

]
(2.36)

where

Ah =

[
a11v a12v

a21v a22v

]
, B2v = bv31,∆F̄v = f1v =

[
0

∆fv(xv, xh, uh)

]
(2.37)

Let the desired reference vector be:

riv(rih) for ziv(zih), i = 1, 2. Then

r1v = [rxv 0]T

r2v = 0

and
r1h = [rxh 0]T

r2h = 0

Hence the error vectors eiv(eih) are obtained as:

e1v = z1v − r1v, e2v = z2v − r2v

e1h = z1h − r1h, e2h = z2h − r2h

(2.38)

Without loss of generality, the desired vectors are assumed to be zero [8], hence the

error state space model becomes:
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Ėv = AvEv +Bvuv + ∆Fv (2.39)

Ėh = AhEh +Bhuh + ∆Fh (2.40)

where Ev(Eh) ∈ R3 is the error state vector and uv(uh) ∈ R1 is the control input. Here

Av(Ah) and Bv(Bh) are known matrices with proper dimensions.

2.3.2 TRMS Model Simulation

It is helpful to look at the way the open-loop system behaves before designing a controller

for a plant.

To show dynamic of TRMS system in open loop case. response for Step inputs (ψ, ϕ) =

(1, 0), (ψ, ϕ) = (0, 1) and (ψ, ϕ) = (1, 1) are considered, the simulation results in Fig. 2.11,

Fig. 2.12 and Fig. 2.13 respectively show the instability of azimuth subsystem, with re-

markable divergence of elevations subsystem.

2.4 Conclusion

In this chapter, modeling nonlinear systems for control purpose has been detailed. Two

types of nonlinear aerodynamic twin rotor multi-input multi-output systems (CE-150 and

TRMS 33-949 helicopters) have been introduced. The twin rotor MIMO system (TRMS)

is an example of a highly coupled nonlinear system perturbed by mismatched uncertainty.

Simulation model has been provided and its analysis confirms that the systems are mul-

tivariable two degree-of-freedom (DOF), and strong cross-coupling between the main and

the tail rotor with nonlinear dynamic equation in both vertical and horizontal planes. In

addition to uncertain dynamic, further effects of friction torque force would provoke an

additional uncertainty. The twin rotor is a good example for complex nonlinear multivari-

able control systems which could not be easily handled by classical control for full range

of operating area. In the next chapter, a neighboring optimal control of partially-observed

systems would be dealt with.

26



Time (s)
0 5 10 15 20 25 30

ψ
a
n
g
le
s
(r
a
d
)

0

0.2

0.4

0.6

0.8

1

ref elevation
elevation

(a)

Time (s)
0 5 10 15 20 25 30

ϕ
a
n
g
le
s
(r
a
d
)

0

1

2

3

4

5

6

7

ref. azimuth
azimuth

(b)

Figure 2.11: TRMS Open loop step response for reference ψ∗ = 1 and ϕ∗ = 0: (a) Elevation
response; and (b) azimuth response.
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Figure 2.12: TRMS Open loop step response for reference ψ∗ = 0 and ϕ∗ = 1: (a) Elevation
response; and (b) azimuth response.
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Figure 2.13: TRMS Open loop step response for reference ψ∗ = 1 and ϕ∗ = 1: (a) Elevation
response; and (b) azimuth response.
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Chapter 3

Neighboring Optimal Control of
Partially-Observed Twin Rotor
Multi-Input Multi-Output System

3.1 Introduction

Unmanned aerial vehicles (UAVs) have received an increasing interest due to the absence of

on-board human pilots and have been recently used successfully to unveil the efficiency of

miscellaneous control strategies [58], [63], [30]. In the last decade, twin rotors have become

increasingly popular thanks to their ability to hover and maneuver in tight and dangerous

places [7]. However, varying operating conditions along with structured and unstructured

uncertainties, such as severe nonlinearities and external disturbances, are among the nu-

merous challenges that need to be addressed before their wide-spread use in everyday

real-life applications. Unlike quad-rotors that exhibit a good degree of decoupling among

rotors, which makes them easy to control, twin rotors are openloop unstable systems due

to their inherent characteristics such as nonlinearity, time-varying, uncertainty, and strong

coupling between rotors [39], [37], [23]. As such, solving the regulator and/or tracking

problem of a TRMS is a challenging task. This chapter addresses the regulator problem

of a TRMS model around a nominal operating point despite its aforementioned inherent

characteristics. The destabilizing effect of high nonlinearities has been thoroughly studied

in many control systems. Failing to compensate for modeling uncertainties in controlling

such systems can have negative consequences, such as severe tracking errors, limit cycles,

chattering, and excessive noise [16], [30], [45]. In a modeling effort of the twin rotor

system, fuzzy logic is combined with an optimization algorithm in [73]. Many control laws,

on the one hand, have been proposed for TRMS including classical, robust and adaptive
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control laws [26], [80], [18]. Yet their performance is limited since they generally consider

only structured uncertainties. Linear control design methods [77] are used for their simplic-

ity. However, linearization does not guarantee the stability in all operating conditions. A

decoupling deadbeat control technique is proposed for a twin rotor system [93]. Although

it shows better convergence than classical PID control, it suffers from sensitivity to pa-

rameters that are often changing dynamically and with uncertain dynamics. To overcome

this weakness, genetic algorithms are used to tune a PID controller in [48] for a TRMS.

On the other hand, an adaptive second-order sliding mode controller is also proposed in

[70] for a TRMS. However, robustness to parameter variations and uncertain disturbances

is obtained only when sliding mode truly occurs. In addition, most of these controllers

do not take into account both structured and unstructured uncertainties. The presence of

high, particularly unstructured, uncertainties such as nonlinearities significantly changes

the system’s dynamics [13]. This raises the urgency to consider alternative approaches for

the control of this type of systems to keep up with their increasingly demanding design

requirements.

Studies have shown that the design of robust controllers for mathematically ill-defined

systems that may be subjected to structured and unstructured uncertainties was made

possible with computational intelligence tools, such as artificial neural networks and fuzzy

logic controllers [29]. The approximation capabilities have been the main driving force

behind the increasing popularity of such methods as they are theoretically capable of uni-

formly approximating any continuous real function to any degree of accuracy. This has led

to the recent advances in the area of intelligent control [10], [13]. Satisfactory performance

was achieved with various neural network models for complex systems control [18], [21].

Despite the success witnessed by neural network-based control systems, they remain inca-

pable of incorporating any human-like expertise already acquired about the dynamics of

the system in hand, which is considered one of the main weaknesses of such soft computing

methodologies. On the other hand, fuzzy logic control provides human reasoning capabili-

ties to deal with uncertainties [52], [87] while their learning ability is almost inexistent as

opposed to artificial neural networks. In the last decade, many researchers have put their

efforts into combining between the advantages of these two methods. Recently, hybrid

control laws gave fuzzy logic controllers more powerful abilities, such as adaptive learning,

parallelism and generalization. Better control performance was achieved by using neural

networks to adjust and optimize parameters of fuzzy controllers through offline or online

learning. However, stability and robustness analysis of such heuristic methods cannot be

easily derived.

This work aims to design a neighboring optimal control law for a TRMS around its
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nominal operating point. Since the nonlinear mathematical model of a TRMS was al-

ready linearized around the operating point, the neighboring optimal control law is then

designed to regulate the azimuth and elevation angles of a TRMS to their desired ones.

As the internal dynamic states (except azimuth and elevation angles) of a TRMS are not

measurable, the controller is coupled with a optimal estimator. The TRMS’s process and

measurement uncertainties associated with the azimuth and elevation angles are taken into

considerations while designing the neighboring optimal control law. This is the first at-

tempt in designing a neighboring optimal control law coupled with estimation to address

the regulator problem of a noisy TRMS model.

3.2 Neighboring Optimal Control

The main theoretical results of this work is presented in this section where neighboring

optimal control law for regulating the TRMS’s azimuth and elevation angles to the desired

ones are applied. Assuming (q0, u0) as the TRMS’s nominal operating point such that

q̇0 = f(q0, u0) = 0 (3.1)

and the TRMS operates in the finite time interval I ≡ [0, tf ], with tf > 0; we define

the cost function as

J = Φ[tf , q(tf )] +

∫ tf

0

`[t, q(t), u(t)]dt, (3.2)

where

Φ[tf , q(tf )] =
1

2
[q(tf )− q0(tf )]

TP (tf )[q(tf )− q0(tf )] (3.3a)

`[t, q(t), u(t)] =
1

2
[q(t)− q0(t)]TQ(t)[q(t)− q0(t)] +

1

2
[u(t)− u0(t)]T R̂(t)[u(t)− u0(t)]

(3.3b)

with P ∈ R7×7 and Q ∈ R7×7 being the symmetric positive definite matrices of ap-

propriate dimensions that signify relative importance along the error components of the

TRMS’s states and R̂ ∈ R7×7 is a symmetric positive definite matrix that imposes the

penalty on control efforts.

Defining the perturbations from the nominal optimal solutions as

∆q(t) = q(t)− q0(t)

∆u(t) = u(t)− u0(t)
t ∈ I (3.4)
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the TRMS’s model (2.22) can be rewritten as:

q̇ = f(q, ū),

and expanded as the Taylor series

q̇0(t) + ∆q̇(t) = f[q0(t), u0(t)] +
∂f

∂q
[q0(t), u0(t)]∆q(t)

+
∂f

∂u
[q0(t), u0(t)]∆u(t) +O[∆q,∆u]

(3.5)

where O[∆q,∆u] is the higher order terms of ∆q and ∆u. Using the model (3.1) and

assuming the perturbation variables to be relatively small, the above expression can be

truncated to first degree, yielding the TRMS’s linear kinematic constraint

∆q̇(t) = F (t)∆q(t) +G(t)∆u(t), ∆q(0) = ∆q0 (3.6)

where

F (t) =
∂f

∂q
(q0, u0) and G(t) =

∂f

∂u
(q0, u0)

The cost function (3.2) can be expanded as:

J [q0 + ∆q] ∼= J [q0] + ∆J [∆q] + ∆2J [∆q] (3.7)

However, the optimality guarantees that the first variation of J [.] (i.e, ∆J [∆q]) is zero

[68], which yields:

J [q0 + ∆q] ∼= J [q0] + ∆2J [∆q] (3.8)

where the second variation of J [.] can be expressed as:

∆2J [∆q] =
1

2
∆qT (tf )Φqq(tf )∆q(tf ) +

1

2

∫ tf

0

[
[∆qT∆uT ]

[
`qq `qu

`uq `uu

] [
∆q

∆u

]]
dt (3.9)

subject to (3.6). Let us rewrite the expression (3.9) as:
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∆2J [∆q] =
1

2
∆qT (tf )P(tf )∆q(tf ) +

1

2

∫ tf

0

[
[∆qT∆uT ]

[
Q M

MT R

] [
∆q

∆u

]]
dt (3.10)

where

P(tf ) ≡ Φqq(tf ) ≡
∂2Φ

∂q2
(tf , q

0(tf ))

Q ≡ `qq ≡
∂2`

∂q2
(t, q0, u0)

M ≡ `qu ≡
∂2`

∂q∂u
(t, q0, u0), and,

R ≡ `uu ≡
∂2`

∂u2
(t, q0, u0)

Since M(t) = 0, it follows from (3.10) that:

J =
1

2
∆qT (tf )P(tf )∆q(tf ) +

1

2

∫ tf

0

[
[∆qT∆uT ]

[
Q 0

0 R

] [
∆q

∆u

]]
dt (3.11)

where ∆2J [∆q] is replaced by J for simplicity in notation and the equation (3.11) now

defines the quadratic cost functional.

Theorem 1 (linear-quadratic control law): Consider the TRMS’s linear kinematic model

(3.6) and its quadratic cost functional given by (3.11). The optimal linear-quadratic state

feedback control law is given by:

∆uo(t) = −R−1(t)GT (t)P(t)∆q(t) = −C(t)∆q(t), (3.12)

where C(t) et is the (2 x 7) neghboring-optimal control gain matrix and P(t) is the

solution of the differential matrix Riccati equation:

Ṗ = −FT (t)P(t)−Q(t)− P(t)F(t) + P(t)G(t)R−1(t)GT (t)P(t), P(tf ) = Pf (3.13)

The proof Theorem 1 is similar to the one given in [68]. It is interesting to note that
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the solution for P(t) and, therefore, for C(t) is independent of ∆q(t). Variations in ∆q(0)

or ∆q(tf ) have no effect on C(t), although the linear-optimal control history is obviously

affected by state perturbations [86]. It is clear from Theorem 1 that once the solution of

the differential matrix Riccati equation (3.13) is available, the feedback control law given

by (3.12) can be formally constructed. From the perturbation (3.4), the total control is

formed as the sum of the nominal and the perturbation optimal controls as stated in the

introduction of chapter one:

u(t) = uo(t)∆uo(t) = uo(t)− C(t)[q̂(t)− qo(t)] (3.14)

where q̂(t) is the TRMS’s estimated states which will be determined in section 3.3.

Substituting perturbed optimal control (3.12) in (3.6) yields the perturbed stated feedback

system

∆q̇ = [F(t)−G(t)R−1(t)GT (t)P(t)]∆q(t),

≡ A(t)∆q(t), ∆q(0) = ∆q0 6= 0,
(3.15)

with A(t) ≡ [F(t) − G(t)R−1(t)GT (t)P(t)] and the corresponding state trajectory can

then be described by

∆q(t) = Φ(t, 0)∆q(0), (3.16)

where Φ(t, 0) = etA(t) is the state transition matrix. The feedback model (3.15) with

the quadratic cost functional (3.10) is similar to the optimal linear quadratic regulator

problem, which is stable in the Laypunov sense [2]. In other words, the optimality condition

guarantees the controllers’ stability.

3.3 Optimal State Estimation

The TRMS employed in this work is subject to external disturbance (process noise) and

is driven by the control law given in (3.14). Note that the TRMS’s control input u(t) in

(3.14) requires the state feedback which is subject to noise. Hence, dynamic measurements

(azimuth (yaw) angle Ψ and elevation (pitch) angle ϕ) must be taken into account for
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the TRMS to estimate its current state q̂(t). These measurements are also subject to

noise of the TRMS’s operating environment. Thus, estimating the TRMS’s state in noisy

environments is a challenging task. In the following, an optimal filter is presented to filter

out the noise embedded in TRMS’s angle measurements for estimating its states. Since

the TRMS itself is subject to process noise, the model (2.22) can be rewritten as:

q̇(t) = f[q(t), u(t), ξ(t)], (3.17)

where ξ(t) is the noise associated with control input u(t). The Taylor series expansion

of (3.17), neglecting the higher order terms, yields:

∆q̇(t) = F(t)∆q(t) + G(t)∆u + L(t)∆ξ(t)], ∆q(0) = ∆q0 (3.18)

where,

L(t) =
∂f

∂ξ
[qo(t), uo(t), ξo(t)], and∆ξ(t) = ξ(t)− ξo(t) (3.19)

Note that ξo(t) = 0 because the deterministic solution of (3.1) has no process noise.

The expected values of the initial state and co-variance are:

E[q(0)] = q̂0,

E
{

[q(0)− q̂0][q(0)− q̂0]T
}

= S0.
(3.20)

For simplicity, assume that the TRMS’s input and measurement noise are a white,

zero-mean Gaussian random process. If WC and NC are spectral density matrices of the

TRMS process and measurement noise, respectively, the following expression holds:

E
[
ξT (t) ξT (t)

]
=
[
ξ̄T ξ̄T

]
E

{[
ξ(τ)

ξ(τ)

] [
ξT (t) ξT (t)

]}
=

[
Wc(t) 0

0 Nc(t)

]
.δ(t− τ)

(3.21)
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where δ(.) is the dirac delta function defined by:

δ(t− τ) =

∞, τ = t

0, τ 6= t

lim
t→k

t+k∫
t−k

δ(t− τ)dτ = 1 (unit impulse function).

The TRMS’s a priori state estimate is described by:

q̂(t) = q̂0 +

t∫
0

f[q̂(t), u(t)]dt. (3.22)

The TRMS’s measurement model is simply

z(t) = Hq(t) + ξ(t), (3.23)

where the measurement matrix H ∈ R2x7. The optimal filter gain can then be computed

as:

Kc = S(t)HT (t)N−1
C (t), (3.24)

where the state covariance matrix S(t) is the solution of the differential matrix Riccati

equation

Ṡ(t) = F(t)S(t) + S(t)FT (t) + L(t)WC(t)LT (t)

−S(t)HT (t)N−1
C (t)H(t)S(t), S(0) = S0.

(3.25)

Using the current angle measurement, z(t) given in (3.23), the TRMS’s a posteriori

state estimate is determined by solving the following state model:

˙̂q(t) = f[q̂(t), u(t)] + Kc {z(t)− h[q̂(t)]} , q̂(0) = q̂0. (3.26)

The next section illustrates the performance of the neighboring optimal controller cou-

pled with estimation using optimal Kalman filter.
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3.4 Simulation Results

The purpose of this section is to sustain the neighboring optimal controller illustrated in

section 3.2 through a set of computer simulations. For that, the parameters of the TRMS

model are chosen as in chapter 2. The equilibrium point of the TRMS model is the origin,

i.e.,

(qo;uo) = (0; 0)

The parameters of the cost function (3.11) are set as:

Q = diag(100, 5, 1, 1, 1, 1), and R = diag(1, 1)

The process and measurement noise covariance matrices are:

WC = diag(1, 1, 1, 1, 1, 1) and NC = diag(1, 1)

The optimal state estimator gain KC is calculated as in (3.24) where the error covari-

ance matrix S(t) is solved using the algebraic Riccati model (3.25). First, we consider a

case where the outputs of the TRMS model, (ψ, ϕ), are required to regulate on the fixed

reference (or desired) azimuth, ψ∗ = 0, 5 rad, and elevation, ϕ∗ = 0, 5 rad, angles, respec-

tively. Fig. 3.1 shows the performance of the feedback control law (3.14) in stabilizing the

TRMS’s outputs to desired ones. As can be seen from Fig. 3.1(a), initially (ψ, ϕ) = (0, 0)

rad, the TRMS’s output reached the desired angles in about 7 s and maintained 0,5 rad

regardless of the measurement noise of the outputs that are fed back to the control inputs,

as expected. The main and tail motor voltages (inputs) are determined the by control law

(3.14) and are shown in Fig. 3.1(b). Initial main and tail motor voltages are 4.1V and 0.2V

and they are maintained at about 1.2V and 0.45V, respectively. Note that the full-state

of the TRMS need to be estimated, q̂ in order to compute the control inputs according to

the control law (3.14). The full state of the TRMS is estimated and computed according

to the model (3.26). Second, we consider a case where the TRMS is supposed to track

desired time-varying azimuth and elevation angles.

The results for this case are summarized in Fig. 3.2, where the desired azimuth and

elevation angles are defined with time-varying step signals (See Fig. 3.2(a)). Similar to

the previous setup, the TRMS took about 7s to settle down to desired angles as it is

natural. It is interesting to notice that the TRMS can still track the desired angles after

sharp changes in the desired angles. Fig. 3.2(b) reveals the main and tail motor voltages
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Figure 3.1: Step response for reference ψ∗ = 0.5 and ϕ∗ = 0.5: (a) stabilizing performance;
and (b) control inputs (main and tail motor’s input voltages).
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Figure 3.2: Time-varying step response for reference ψ∗ and ϕ∗: (a) tracking performance;
and (b) control inputs.

40



where fluctuations of the input voltages are due to the sharp changes in the desired output

angles of the TRMS. As can be noticed, both stabilization and tracking performance of the

neighboring optimal control law coupled with estimation for a TRMS model is satisfactory.

However, there is a non-zero settling error for tracking desired azimuth and elevation angles

as time goes to infinity. This is due to the fact that the linear model of the TRMS was

based on a fixed operating point. Nevertheless, this settling error could be zero if a linear

quadratic control law is designed based on the quadratic cost functional taking into account

the time-varying desired trajectory of the outputs.

3.5 Conclusion

In this chapter, a neighboring optimal control law coupled with a state estimation tech-

nique for solving the trajectory tracking and the regulator problems of a TRMS model

were proposed. The TRMS model is linearized around an operating point. Since the in-

ternal dynamical states (except the azimuth and elevation angles) are not measurable, an

optimal filter to estimate them was designed. Hence, the proposed control law takes into

account both process and measurement uncertainties of a TRMS model. A set of computer

simulation results demonstrates the performance of the proposed control law. As can be

seen from the simulation results, the desired trajectories of both azimuth and elevation

angles are achieved with satisfactory asymptotic errors, as expected.
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Chapter 4

Local Model Network

4.1 Introduction

Helicopters have received a thorough attention and have been extensively used lately to

demonstrate the effectiveness of different kinds of controllers. They are considered as a

well challenging established standard for many control problems, and have been used in

various applications such as transportation and above-ground monitoring [63, 30]. Varying

operating conditions along with structured and unstructured uncertainties, such as external

disturbances, are among the numerous challenges that need to be addressed to successfully

control such highly complex nonlinear unstable systems. Unlike quadrotors that exhibit a

good degree of decoupling which makes them easier to control, helicopters are open-loop

unstable systems, their dynamics is highly nonlinear, time-varying, uncertain, and strongly

coupled.

Various flight control techniques have been proposed in the literature for the helicopter

flight control problem [64, 91, 66, 46, 28, 47, 69], including robust adaptive control [46, 45],

state-dependent Riccati equation control [5], sliding mode control [85], trajectory tracking

control [53, 84], backstepping control [91, 47, 65], fuzzy control [52, 51] and neural network

control [32, 29]. In [45], robust nonlinear motion control of a helicopter is developed. In

spite of the simplicity of control law design based on linearization around an operating

point of the states, the control system’s performance and stability are achieved for only

the approximated system and are not guaranteed for the overall system. On the other

hand, fuzzy logic based controllers are incapable of incorporating any learning already

acquired about the dynamics of the system in hand and neural network based controllers

remain incapable of incorporating any human-like expertise. Moreover, these tools achieve

outstanding performance at the expense of a heavy computation. Furthermore, they are
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based on heuristic which makes tuning not trivial [10, 11].

Another aspect is that local model network theory has received a thorough attention and

an increasing interest from the control community [72]. This is due to its simplicity since

it is based on a combination of a set of linear controllers, where each of them corresponds

to an appropriate operating point. Thus, the resulting control system is able to achieve

good performance for a large operating range in the presence of plant’s nonlinearities

and uncertainties. Moreover, H∞ control is considered as one of the promising robust

control techniques. Its limitation is essentially a frequency domain optimization method

for designing robust control systems. H∞ refers to the space of stable and proper transfer

functions. It has evolved since the initial seminal work of Zames [96]. The Book by

Francis records the progress in the initial development of the subject [31], much of which

was concerned with solving the Nehari optimization problem. The state-space methods of

solving the H∞ design problems is well-established as a very practical and a simple means of

computing H∞ controllers (see [25]). The polynomial approach for solving these problems

have also been developed over the last few years [57, 34] and seen recent advances through

the use of J spectral factorization algorithms [56, 35]. Besides, the control of a helicopter

is a challenging problem since the system is multivariable, nonlinear, unstable in open

loop, in addition to uncertain parameters, and at least of the sixth order, depending on

the modeling precision. All inputs and outputs are coupled. To effectively handle strongly

coupled nonlinearities, model uncertainties and time-varying unknown perturbations, local

model networks are combined, in this research, with H∞ control for helicopter stabilization.

The contribution in this Chapter is to propose a local model network based H∞ con-

troller for CE-150 helicopter stabilization problem. Local model networks provides a con-

ceptually powerful combination of fuzzy logic and conventional linear control techniques

providing an alternative approach for the control of nonlinear systems. Using nonlinear

systems linearization at different significant operating points, H∞ controller is designed for

the linearized system, which is then combined in a local model network control structure.

Therefore, decoupling of the system dynamics is achieved which is a key in obtaining good

performance in the presence of uncertainties. The rest of the chapter is organized as fol-

lows: Section 4.2 presents a brief over view about H∞ control synthesis. The local model

networks based H∞ control synthesis is detailed in Section 4.3. In Section 4.4, simulation

results are reported and discussed. Conclusion with few remarks and suggestions is also

presented.
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4.2 Generalized H∞ Control Problem

Consider a feedback control system whose block diagram representation is shown in Fig. 4.1,

where w(s), u(s), z(s), and v(s) are vector-valued signals: w(s) is the exogenous signal

including disturbances, sensor noise, and reference signals; the output z(s) is an error

(performance) signal; v(s) is the measured output; and u(s) is the control (manipulated)

signal, with s being the Laplace variable. The transfer function matrices P(s) and K(s)

are real-rational and proper, and represent, respectively, the generalized plant transfer

function and the controller transfer function, respectively. The generalized plant transfer

function P(s) can be partitioned as:

P(s) =

[
P11(s) P12(s)

P21(s) P22(s)

]
.

Droping the argument (s) when no ambiguity arises. The system shown in Fig. 4.1 can be

written as [
z

v

]
= P(s)

[
w

u

]
=

[
P11 P12

P21 P22

][
w

u

]
(4.1a)

u = Kv (4.1b)

The system (4.1) is also referred to as a linear fractional transformation (LFT) on K(s),

and P(s) is the coefficient matrix for the LFT.

Figure 4.1: The two-port block diagram for H∞ control.

For positive integers m̄, p > 0, the transfer function representation of the system (4.1)
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is given by:

z = P11w + P12u (4.2a)

v = P21w + P22u (4.2b)

u = Kv, (4.2c)

where, z ∈ Rm̄+p, v ∈ Rp, u ∈ Rm̄, and w ∈ Rm̄+p. Denoting Tzw(s) as the closed loop

transfer function between the regulated outputs and the exogenous inputs, we write

z = Tzw(s)w (4.3)

where, Tzw = P11 +P12K(I−P22K)−1P12, with I being the identity matrix of appropriate

dimension. The above expression for the closed loop transfer function Tzw is the LFT. The

H∞ control aims to find a stable closed-loop controller K(s) that minimizes the infinity

norm of Tzw(s) while stabilizing the generalized plant P(s). One solution to the H∞ control

problem is the γ-iteration, where the controller K(s) is determined such that ‖Tzw‖∞ < γ.

For such a solution, an initial γ is chosen from [γ−, γ+] with γ− and γ+ are the initial

minimum and maximum values of γ, respectively. In the next iteration, γ is chosen using

bisection method, for example. This process continues until a minimal γ is found that

minimizes ‖Tzw(s)‖∞ and the plant transfer function P(s) is stabilized.

4.3 Local Model Networks based H∞ Control

In essence, based on the interpolation models and weighted by their associated validity

functions, Local model networks (LMNs) operate. The output of an LMN with ` local

models can be expressed as:

ū =
∑̀
i=1

ui(•)Φi(•), (4.4)

where (•) is an indicator of the operating point which is usually the reference or the

output signal, Φi(•) is the corresponding validity function of the ith controller, ui is control

output of ith controller, and ū is the LMN’s output. The validity functions determine the

validity region of their corresponding LMs. They can be interpreted as the operating point

dependent on the weighting factors which determine the contribution of their associated

LMs to the final output. In order to have a smooth transition among the local models, the

validity functions should be smooth and take their values between 0 and 1. Furthermore,
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the validity functions must form a partition of unity to have reasonable interpretation of

the local models, ∑̀
i=1

Φi(•) = 1. (4.5)

Usually, when the validity functions do not automatically sum up to 1, the partition of

unity is achieved through normalization. This principle is illustrated in Fig. 4.2.

Figure 4.2: Local model network control.

The control law is given by:

ū = Φ1u1 + Φ2u2 + . . .+ Φ`u` (4.6)

Where, Φi is a function that depends on the operating point and must satisfy the con-

dition (4.5). The functions Φi allow us to privilege each compensator in its functional

domain. A simple choice of the functions Φi is based on the use of trapezoidal functions

as indicated in Fig 4.3.

In region (1), the compensator K1 is in operation, whereas in region (2) the system is

controlled by linear combination of K1 and K2. However, the compensator K2 is used in

region (3). For acceptable behavior of the system, the operating point is described by a

variable which is slowly varying with time.

For simple cases, we can use the reference or the output as an indicator of the operating

point. We note that the control principle presented in this paragraph comes closer to

the principle of the adaptive control with advantage that parameter identification and
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Figure 4.3: Switching.

estimation part is avoided, which yield less computational load and better time response.

In this work, ` is taken to be equal to 3.

On the other hand, mixed-sensitivity H∞ control design consists of synthesising a con-

troller K(s) to minimize low frequency disturbances at the plant output and the high

frequency control effort while providing robustness to additive uncertainty at high fre-

quencies. Fig. 4.4 shows a feedback control system with augmented plant, where G(s) is

a plant, and Ws(s) and WT(s) are weighting matrices. In this chapter, mixed-sensitivity

H∞ control is applied to CE-150 helicopter model. Therefore, the sensitivity function S(s),

and the complementary sensitivity function T(s) are defined as follow:

S(s) = (I + G(s)K(s))−1 (4.7)

T(s) = G(s)K(s) (I + G(s)K(s))−1 (4.8)

Figure 4.4: A mixed sensitivity configuration.
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It is noteworthy from (4.7) that the minimisation of T(s) at high frequencies leads to

robustness to uncertainties. Therefore, designing a control law to meet the specifications

consists of a proper selection of the weighting matrices Ws(s) and WT(s), which capture

the desired closed-loop dynamics. Then, the design of a stabilizing controller K(s) is

carried-out by minimizing the following cost function,∥∥∥∥∥Ws(s) S(s)

WT(s) T(s)

∥∥∥∥∥
∞

(4.9)

The selection process of the weighting matrices is repeated until satisfactory performance

and robustness of the closed-loop system are achieved. The matrix Ws(s) is computed as

follows:

Ws(s) =
s/Mp + ωB

s + ωBess

(4.10)

where, ess is the desired minimum steady-state tracking error, ωB is the desired minimum

bandwidth (usually selected where 1
|Ws| crosses 0.707), and Mp is the desired maximum

peak magnitude of Ws. Similarly, the weighting matrix WT(s) is chosen to constrain the

bandwidth such that the gain of 1
WT

forces a roll-off at a desired frequency.

The proposed closed-loop control strategy is depicted in Fig 4.5. Considering the heli-

copter’s equilibrium points discussed in the previous section:

(
(x[1]
∗ , ū

[1]
∗ ), (x[2]

∗ , ū
[2]
∗ ), (x[3]

∗ , ū
[3]
∗ )
)
,

three distinct H∞ controllers are designed. Then, the output of these controllers is

used with the local model network presented in Fig 4.6 to provide the helicopter with

control inputs, ū1 and ū2 according to (4.4). It is noteworthy from (2.2) and (2.3) that

helicopter’s gravitational and centrifugal torques are strongly coupled with the elevation

angle ψ. Therefore, this angle is used as an indicator of the operating point as it is

illustrated in Fig 4.6.

4.4 Simulation Results

The purpose of this section is to show the tracking error performance of the azimuth angle

ψ and the elevation angle ϕ for the linearized CE-150 helicopter model (2.16). The weight

matrices W`(s), ` = 1, 2, 3, for three different operating points are chosen as:
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Figure 4.5: control structure for H∞ local model network.

Figure 4.6: Validity function and switching mechanism.
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W1(s) = diag(W 1
1 (s), W 2

1 (s)), Wt
1(s) = diag(0.1, 2.0),

for ess11 = 0.01, ess12 = 0.005, ωB11 = 0.051,

ωB12 = 0.005, Mp11 = 5, Mp12 = 1,

W2(s) = diag(W 1
2 (s), W 2

2 (s)), Wt
2(s) = diag(0.2, 1.0),

for ess21 = 0.1, ess22 = 0.005, ωB21 = 0.05,

ωB22 = 0.008, Mp21 = 3, Mp22 = 1, and

W3(s) = diag(W 1
3 (s), W 2

3 (s)), Wt
3(s) = diag(0.2, 1.0),

for ess31 = 0.1, ess32 = 0.005, ωB31 = 0.05,

ωB32 = 0.008, Mp31 = 3, Mp32 = 1.

In order to keep a minimum steady-state tracking error, for azimuth angle control ϕ,

a gain compensator is used, for each local controller (see Fig. 4.2). The performance of

the control law (4.6) are summarized in Figs. 4.7–4.12. The step responses for reference

azimuth and elevation angles (ψ∗ = 0.25, ϕ∗ = 0) and (ψ∗ = 0, ϕ∗ = 0.25) are shown in

Figs 4.7 and 4.8, respectively.

While the desired and actual tracking performances for these reference inputs are shown

in Figs 4.7(a) and 4.8(a), a good coupling is observed through the tracking errors shown

in Figs 4.7(b) and 4.8(b). We repeat this setup for the reference inputs (ψ∗ = 0.5, ϕ∗ =

0) and (ψ∗ = 0.5, ϕ∗ = 0) and the tracking performance of the azimuth and elevation

angles (desired and actual), and the their corresponding tracking errors are revealed in

Figs 4.9 and 4.10, respectively. what could be noticed is that the more the settling

time decreases, the more performances in terms of oscillations are deteriorated because

of the neglected nonlinear dynamics, as expected. Unlike previous simulations, we choose

(ψ∗ = 0.5, ϕ∗ = 0.5) to illustrate the controller’s ability to sustain the helicopter’s dynamic

performance on the same azimuth and elevation angles (see Fig. 4.11). Finally, Fig. 4.12

reports the controller’s performance due to a sudden change on the desired azimuth and

elevation angles.

The above simulation results reveal that the H∞ controller coupled with the local model

network has the ability to track a predefined trajectories of the azimuth and elevation angles

regardless of their complexities.

4.5 Conclusion

In this chapter, a local model network based H∞ control technique is proposed to solve

the stabilization problem of CE-150 helicopters. Since the mixed-sensitivity problem is a
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Figure 4.7: Unit step response for reference ψ∗ = 0, 25 and ϕ∗ = 0: (a) tracking perfor-
mance; and (b) tracking error.
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Figure 4.8: Unit step response for reference ψ∗ = 0 and ϕ∗ = 0, 25: (a) tracking perfor-
mance; and (b) tracking error.
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Figure 4.9: Unit step response for reference ψ∗ = 0, 5 and ϕ∗ = 0: (a) tracking performance;
and (b) tracking error.
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Figure 4.10: Unit step response for reference ψ∗ = 0 and ϕ∗ = 0, 5: (a) tracking perfor-
mance; and (b) tracking error.
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Figure 4.11: Unit step response for reference ψ∗ = 0, 5 and ϕ∗ = 0, 5: (a) tracking perfor-
mance; and (b) tracking error.
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Figure 4.12: Time change step response for ψ∗ and ϕ∗: (a) tracking performance; and (b)
tracking error.
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special kind of H∞ control problem, the system could be linearized around a set of oper-

ating points. H∞ mixed-sensitivity controller for the linearized system has been designed.

The problem has been transferred into a standard H∞ problem and then solved for the

stabilizing gain that satisfies the desired criteria. Next the controllers which are based

on mixed-sensitivity problems have been embedded within a network. From simulation

results, it is noticed that the obtained controller ensures the decoupling of the system dy-

namics and good performance. The conclusion is that the Local model network based on

H∞ control is suitable for the stabilization of the proposed helicopter simulator model.
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Chapter 5

Interval Type-2 Fuzzy Logic Control
of a Twin-Rotor Multi-input
Multi-output System

5.1 Introduction

The absence of on-board human pilots makes unmanned aerial systems (UASs) increasingly

popular and employed in many applications [30, 63]. Recently, twin rotors have received

an increasing interest due to their ability to hover and maneuver in tight and dangerous

places [8]. But, varying operating conditions along with structured and unstructured un-

certainties, such as severe nonlinearities and external disturbances, are among the various

challenges that need to be dealt with before their wide-spread use in everyday real-life

applications. Unlike quadrotors that exhibit a good degree of decoupling among rotors,

which makes them easier to control, twin rotors are open-loop unstable systems due to

their inherent characteristics such as nonlinearity, time-varying, uncertainty, and strong

coupling between rotors [40, 36, 24]. As such, motion trajectory tracking of a TRMS is a

challenging task. This Chapter addresses the control of a TRMS despite its aforementioned

inherent characteristics and nonlinearities.

Several existing studies have thoroughly covered the destabilizing effect of high nonlin-

earities in numerous motion control systems. While controlling such systems and in the

absence of meticulous compensation for modeling uncertainties, the latter can have neg-

ative consequences, such as severe tracking errors, limit cycles, chattering, and excessive

noise [17, 30, 45]. In [74], fuzzy logic is combined with an optimization algorithm in an

effort to accurately model the twin rotor system. The control of TRMS has also been rigor-

ously studied, including classical, robust and adaptive control laws [27, 81, 19]. However,
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their performance is limited since they generally consider only structured uncertainties.

Linear control system design methods [78] are used for their simplicity. But, linearization

around a single operating point does not guarantee the stability in all operating condi-

tions. A decoupling deadbeat control technique is proposed for a twin rotor system [94].

Although it shows better convergence than classical PID control, it suffers from sensi-

tivity to parameters that are often changing dynamically and with uncertain dynamics.

To overcome this weakness, genetic algorithms are used to tune a PID controller in [49]

for a TRMS. Additionally, an adaptive second-order sliding mode controller is proposed

in [71] for a TRMS. Yet, robustness to uncertain disturbances and parameter variations

is only obtained when sliding mode truly take place. Moreover, most of these controllers

do not take into account both structured and unstructured uncertainties. The presence of

high, particularly unstructured, uncertainties such as nonlinearities significantly changes

the system’s dynamics [14]. This raises the urgency to consider alternative approaches for

the control of this type of systems to keep up with their increasingly demanding design

requirements.

On the other hand, design of robust controllers for mathematically ill-defined sys-

tems that may be subjected to structured and unstructured uncertainties is possible with

computational intelligence tools, such as artificial neural networks and fuzzy logic con-

trollers [29]. Their approximation capabilities have been the main driving force behind

the increasing popularity of such techniques as they are theoretically capable of uniformly

approximating any continuous real function to any degree of accuracy. Recent advances

in the area of intelligent control has led to satisfactory performance in controlling complex

systems [10, 14, 19, 22]. Despite the success of neural control systems, they fail short

in incorporating any human-like expertise already acquired about the system’s dynamics,

which is one of the main shortcomings of such soft-computing methodologies. Conversely,

fuzzy logic control is able to provide human reasoning in dealing with uncertainties [52, 88].

Recently, researchers endeavor to combine between the advantages of these two methods

which yielded hybrid controllers with more powerful abilities, such as adaptive learning,

parallelism, and generalization. Throughout the yesteryears, better control performance

had been achieved by using neural networks to adjust and optimize parameters of fuzzy

controllers through offline or online learning. However, stability and robustness analysis of

such heuristic methods cannot be easily derived.

This work capitalizes on the merits and the latest developments of type-2 fuzzy logic

theory to design an interval type-2 fuzzy control scheme for a TRMS. Conventional type-1

fuzzy FLSs can be used to identify the behavior of this highly nonlinear system with various

types of uncertainties. However, type-1 fuzzy sets cannot fully capture the uncertainties in
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the system due to membership functions and knowledge base imprecision. Hence, higher

types of fuzzy sets have to be considered. However, the computational complexity of

operations on fuzzy sets increases with the increasing type of the fuzzy set. Therefore,

interval type-2 fuzzy sets are used in this work for their simplicity and efficiency. A

comparative study between the proposed type-2 FLC and its type-1 counterpart is also

presented to better assess their respective performances in various operating conditions.

The rest of the chapter is organized as follows: In section 5.2, interval type-2 FLSs and

the functionality of their inference engine are described. The proposed adaptive control

technique is detailed in section 5.3. In section 5.4, results are reported and discussed.

5.2 Interval Type-2 FLSs

Since type-2 fuzzy operations are generally more computational demanding than their

type-1 counterparts. interval type-2 fuzzy sets are introduced to alleviate their high com-

putational burden [67, 60]. As such, a simplified and efficient alternative is provided to

easily process the input and antecedent operations for FLSs offering a balanced tradeoff

between complexity and performance. A FLS with an interval singleton type-2 fuzzifiers

and product or minimum t-norm satisfies the following properties [67]:

1. The firing strength of the lth fuzzy rule is an interval type-1 fuzzy set defined as:

F l(x′) ≡ upi=1µF̃ l
i
(x′i) = [f l(x′), f

l
(x′)] ≡ [f l, f

l
],

where

f l(x′) = µ
F̃ l
1

(x′1) ? · · · ? µ
F̃ l
p
(x′p) (5.1)

f
l
(x′) = µ

F̃ l
1
(x′1) ? · · · ? µ

F̃ l
p
(x′p) (5.2)

with the t-norm operator denoted by ‘?’.

2. The fired output consequent set of the l rule is a type-1 fuzzy set characterized by a

membership function

µ
B̃l(y) =

∫
bl∈[f l?µ ˜

Gl (y),f
l
?µ ˜

Gl (y)]

1/bl ∀y ∈ Y (5.3)

with µ
G̃l(y) and µ

G̃l(y) being the lower and upper membership grades of µ
G̃l(y).
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3. If N out of a total of L fuzzy rules in the FLS fire, where N ≤ L, then the over-

all aggregated output fuzzy set is defined by a type-1 membership function µB̃(y)

obtained by combining the fired output consequent sets into one. In other words,

µB̃(y) = tNl=1µB̃l(y), where µ
B̃l(y) is defined in (5.3).

The following is a brief description of the different stages of the type-2 fuzzy logic inference

engine.

5.2.1 Type-2 Fuzzification

During the first stage of the fuzzy inferencing process, i.e., fuzzification, the crisp input

vector with n elements x = (x1, . . . , xn)T in the universe of discourse X1 ×X2 × . . .×Xn

is mapped into type-2 fuzzy sets [60, 67]. The upper and lower membership functions are

computed for each point of the universe of discourse. For rule l, the result of this operation

is an interval type-1 set [f l, f
l
]. In this chapter, singleton type-2 fuzzy are adopted to

fuzzify the external input signals, as shall be detailed later.

5.2.2 Type-2 Rule Base

The composition of the rules of a type-2 FLC is similar to that of type-1. A type-2 FLS

with n inputs, x1 ∈ X1, . . . , xn ∈ Xn, and m outputs, y1 ∈ Y1, . . . , ym ∈ Ym, the lth rule is

of the form:

Rl : IF x1 is F̃ l
1 and x2 is F̃ l

2 and . . . and xn is F̃ l
n

THEN y1 is G̃l
1 and y2 is G̃l

2 and . . . and ym is G̃l
m

where F̃ l
i and G̃l

j, i = 1, . . . , n, j = 1, . . . ,m, are input and output fuzzy labels, respectively.

5.2.3 Type-2 Fuzzy Inference Engine

The if-then rules in the knowledge data base are aggregated by the inference engine with

the fuzzy set generated after fuzzification. The intersection of multiple rule antecedents is

calculated using a t-norm operator while the union of multiple rules is computed through

a t-conorm operation. Each rule l in the knowledge base is interpreted as a type-2 fuzzy

implication, which, when aggregated with the fuzzified inputs, infers a type-2 fuzzy set B̃l

such that:

µ
B̃l(y) = tx∈X [µÃx

(x) u µRl(x, y)].
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The “minimum” and “maximum” are used for the type-2 FLC as t-norm and t-conorm

operators, respectively.

5.2.4 Type Reduction

Since type-2 fuzzy inference engine yields an aggregated output type-2 fuzzy set, type

reduction is needed to generate a type-1 fuzzy set called “type-reduced set” of the aggregate

type-2 fuzzy set. In this chapter, the center-of-sets type reduction is considered for its

computational efficiency [60].

Calculation of the Rule Consequents Centroids Using the centroid method, the

center-of-sets type reduction reduces the resulting type-2 fuzzy sets to an interval type-1

fuzzy set [yplk, y
p
rk] for each rule p. The inferenced interval type-1 fuzzy set is then defined

by [ylk, yrk], such as:

ylk =

∑R
p=1 f

p
l y

p
lk∑R

p=1 f
p
l

(5.4)

yrk =

∑R
p=1 f

p
r y

p
rk∑R

p=1 f
p
r

(5.5)

where fpl , f
p
r are the firing strengths corresponding to yplk and yprk of rule p, to minimize yplk

and maximize yprk. The iterative procedures to compute ylk and yrk are revealed in [67].

5.2.5 Defuzzification

The type-reduced set Ycos(X)k calculated from its left most and right most points, ylk and

yrk is defuzzified using the interval set average formula to get a crisp output value. As

such, the defuzzified crisp output for each output k is formulated as [60]:

Yk(x) =
ylk + yrk

2
.

5.3 Interval Type-2 Fuzzy Logic Control Strategy

The objective is to design a control law u to force the TRMS’s state vector q to track

their pre-defined time-dependent desired vector q∗. This is to be achieved under unknown
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system’s dynamics. Let e = q− q∗ and ė = d
dt

q− d
dt

q∗ denote the state error vector and

its derivative. The control approach consists of the design of a fuzzy logic controller that

leads to a precise tracking. The fuzzy control strategy is based on a human operator

experience to interpret a situation and initiate its control action. A block diagram for the

fuzzy logic controller is depicted in Fig. 5.1.

q

+
q

q∗

d
dt

-
ė

e u
TRMS

Figure 5.1: Fuzzy logic control scheme.

Given the state vectors q∗ and q, a state error vector e and its derivative ė are computed.

The FLC takes these two inputs and provides a control action vector u that is proportional

to the input values. To assess the performance of both types of controllers, the proposed

fuzzy controller is implemented in two different ways: the first is based on a type-1 fuzzy

control scheme while the second is based on a type-2. The fuzzy rules of the two control

techniques are the same; they were chosen heuristically (Table 5.1) and can be refined by

an expert. These rules are based on three hypotheses: (i) when the input signals are far

from their respective nominal zero-valued surfaces, then the FLC’s output assumes a high

value; (ii) when the inputs are approaching the nominal zero-valued surfaces, the output is

adjusted to a smaller value for a smoother approach; (iii) once the inputs are on the nominal

zero-valued surfaces, then the output is set to zero. This way, the FLC forces the error e

and the its derivative ė to approach zero. The input membership functions adopted by both

types of control systems are depicted in Fig. 5.2. As it is shown, signals are quantized into

5 levels represented by a set of linguistic variables: Negative Large (NL), Negative Small

(NS), Zero (Z), Positive Small (PS), and Positive Large (PL). In this study, triangular

membership functions are used, mainly due to their high computational and performance

efficiencies. The center of area method is used for defuzzification. It is noteworthy that an

empirical study is usually conducted by an expert to tune the input membership functions

and the rules until satisfactory performance is achieved. However, this process can be time
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consuming especially for nonlinear systems with various types of uncertainties. Moreover,

the resultant control system performance is not guaranteed in the presence of unexpected

disturbance of high magnitudes. In this work, the input membership functions and the rules

of both controller are set for an acceptable performance without any empirical analysis.

Then, type-2 fuzzy sets footprint of uncertainty (FOU) is introduced to fully capture the

membership functions uncertainties and knowledge base imprecision. Both controllers are

compared to evaluate the ability of the FOU in compensating for various and higher types

of uncertainties.

Table 5.1: Fuzzy rules for type-1 and type-2 FLCs.

e
ė NL NS Z PS PL

PL Z PL PL PL PL

PS NS Z PS PS PL

Z NL NS Z PS PL

NS NL NS NS Z PS

NL NL NL NL NL Z

5.4 Results and Discussion

To show the effectiveness of the proposed intelligent control strategy, a set of computer

simulation runs is carried out on a TRMS model. The system’s parameters are chosen as

in [44] and are summarized in section 2.3.1. The performance of the proposed controller

is studied considering the TRMS’s angles ψ and ϕ along with their respective reference

angles, and the TRMS control input u(t) = [u1(t), u2(t)]T to its actuators. To better

illustrate the superiority of the proposed controller, a comparison is carried out against the

well-known type-1 fuzzy logic control technique.

The aforementioned nominal parameter values are used to assess the ability of type-

2 FLC to cope with rules and membership function uncertainties. The elevation and

azimuth angle reference signals are set to ψ∗ = 0.5 rad and ϕ∗ = 0 rad, respectively. The

advantage behind the use of the type-2 fuzzy logic controller is clearly shown in Fig. 5.3 by

a better tracking performance. The tracking error under type-1 FLC is fairly fluctuating

as opposed to a smoother and steady convergence behavior with the type-2 FLC. On the
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Figure 5.2: Fuzzy membership functions: (a) type-1; and (b) type-2.
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other hand, the type-2 controller is also able to generate high quality control, which yields

less oscillations.

Next, the elevation reference angle is set to ψ∗ = 0 rad and its azimuth counterpart

is set to ϕ∗ = 0.5 rad. As shown in Fig. 5.4, the strong coupling between both angles

causes a deviation of the elevation angle from its initial value. This effect is only shown on

the type-1 fuzzy logic controller response. Unlike type-1 FLC, the proposed type-2 control

method achieves faster and more accurate tracking.

Then, the reference signals of both angles are set to ψ∗ = ϕ∗ = 0.5 rad. Results are

depicted in Fig. 5.5. In this case, type-1 FLC shows much slower and oscillatory tracking

while type-2 FLC demonstrates a higher ability in providing a better transient response.

The high nonlinearities of the TRMS coupled with its complex dynamics make accurate

control performance difficult to keep in all operating conditions.

It is important to note that the performance of the type-1 FLC can be further im-

proved by conducting an empirical tuning procedure of the rules and the input member-

ship function parameters. Type-1 fuzzy logic systems (FLSs) are known for their ability to

compensate for structured and unstructured uncertainties, to a certain degree. However,

type-2 fuzzy engines have been credited to be more powerful in compensating for even

higher degrees of uncertainties. As such, they also provide more flexibility to alleviate

the problems associated to the uncertainties pertaining to the choice of the system’s fuzzy

rules and fuzzy membership functions. Conventional type-1 FLSs can be used to identify

the behavior of highly nonlinear systems with various types of uncertainties. However,

type-1 fuzzy sets cannot fully capture the uncertainties in the system due to membership

functions and knowledge base imprecision. Hence, higher types of fuzzy sets have to be

considered. Unlike a type-1 fuzzy set where the membership grade is a crisp value, the

membership functions of type-2 fuzzy sets are three dimensional functions, with what is

known as the set’s footprint of uncertainty (FOU) representing the third dimension. In

fact, it is this FOU that provides type-2 FLSs with additional degrees of freedom and make

it possible for them to directly model and handle more types of uncertainties with higher

magnitudes than their type-1 counterparts.
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Figure 5.3: Step response for reference ψ∗ = 0.5 rad and ϕ∗ = 0 rad: (a) stabilizing
performance, and (b) control inputs (main and tail motors’ input voltages).
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Figure 5.4: Step response for reference ψ∗ = 0 rad and ϕ∗ = 0.5 rad: (a) stabilizing
performance, and (b) control inputs (main and tail motors’ input voltages).
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Figure 5.5: Step response for reference ψ∗ = 0.5 rad and ϕ∗ = 0.5 rad: (a) stabilizing
performance, and (b) control inputs (main and tail motors’ input voltages).
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5.5 Conclusion

In this chapter, an interval type-2 fuzzy controller is developed for a TRMS. As such, the

naturally inherited high computational complexity of conventional type-2 fuzzy systems

is alleviated. A series of tests are carried-out to demonstrate the performance of the

proposed control approach. The controller is also compared to its type-1 counterpart in

similar operating conditions. Results show the superiority of type-2 FLC in compensating

for high-magnitude uncertainties.
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Chapter 6

Design and Realization of a
Real-Time Control Platform for
Quadrotor Unmanned Aerial Vehicles

6.1 Introduction

Quadrotors have become very popular due to their ability to maneuver in both difficult and

dangerous conditions and thanks to recent developments in embedded systems, automatic

control and artificial intelligence. They have become widely used for many applications

such as surveillance, exploration, rescue missions and payload transportation [7]. Reliable

positioning and autonomous navigation are fundamental for their use in abundance in

everyday real-life applications [39, 37]. Unlike helicopters that use a single main rotor,

quadrotors use four rotors making them to have better fault tolerance [23]. However,

stabilizing the quadrotor is not an easy task to undertake. They exhibit complex nonlinear

and unstable open-loop dynamics. The severe nonlinearities, coupling, varying operating

conditions, structured and unstructured uncertainties, and external disturbances are among

the typical challenges to be faced.

Similar to aircrafts, quadrotor motion also consists of controlling the pitch, yaw and roll.

However, the unique body structure of quadrotors makes the pitch, yaw and roll dynamics

strongly coupled [38]. Therefore, controlling them is not trivial. Various control approaches

have been proposed for quadrotors [26, 80, 18], including classical, robust and adaptive con-

trol laws. Among popular methods, input-output linearization and back-stepping are used

for their simplicity. However, linearization does not guarantee the stability in all operating

conditions. Moreover, they suffer from sensitivity to parameter variations. So, modeling

the system’s dynamics based on presumably accurate mathematical models cannot be ap-
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plied efficiently in this case. This raises the urgency to consider alternative approaches for

the control of this type of systems to keep up with their increasingly demanding design

requirements.

Studies have shown that the design of robust controllers for mathematically ill-defined

systems that may be subjected to structured and unstructured uncertainties is made possi-

ble with computational intelligence tools, such as artificial neural networks and fuzzy logic

controllers [20]. The approximation capabilities have been the main driving force behind

the increasing popularity of such methods as they are theoretically capable of uniformly

approximating any continuous real function to any degree of accuracy [15]. This has led to

the recent advances in the area of intelligent control [10, 13]. Satisfactory performance is

achieved with various neural network models for complex systems control [18, 21], providing

an alternative to conventional control techniques.

This chapter introduces a real-time control platform for quadrotor UAVs. The control

framework is meant to be universal but yet flexible to allow implementation of various

control and navigation algorithms. The proposed design approach is modular, which favors

versatility. System identification is carried out to determine the system’s parameters. In

addition, a wireless communication unit is designed for remote control and monitoring

from a ground station graphical user interface, which simplifies diagnostic. The proposed

quadrotor control platform is cost effective, and it is a powerful maquette for a variety

of controllers. The performance of the developed control platform is shown by simulation

and experiment through PID control implementation. The remaining part of the chapter

is organized as follows: Section 6.2 outlines the dynamic model of quadrotor UAVs. The

real-time control platform is detailed in Section 6.3 and system identification is presented

in Section 6.4. The control strategy is presented in Section 6.5. In Section 6.6, simulation

and experimental results are reported and discussed. We conclude with a few remarks.

6.2 Dynamics

The quadrotor depicted in Fig. 6.1 consists of a six degree-of-freedom (DOF) body actu-

ated by four propellers [12]. The four rotors provide upwards propulsion as well direction

control. The system consists of two opposite rotor pairs, one rotating clockwise while

the other rotates counter clockwise for balance. The difference between the two pairs

speed generates either positive or negative yaw acceleration. On the other hand, pitch

and roll accelerations are achieved by increasing and decreasing opposite rotors. The dy-

namic mathematical model based on Euler-Lagrange formulation can be described by the
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following equations [26]:

ẍ =
1

m
(cosφ sin θ cosψ + sinφ sinψ)u1 (6.1a)

ÿ =
1

m
(cosφ sin θ sinψ − sinφ cosψ)u1 (6.1b)

z̈ = −g +
1

m
(cosφ cos θ)u1 (6.1c)

φ̈ =
Iy − Iz
Ix

θ̇ψ̇ − Jr
Ix
θ̇Ωr +

l

Ix
u2 (6.1d)

θ̈ =
Iz − Ix
Iy

φ̇ψ̇ +
Jr
Iy
φ̇Ωr +

l

Iy
u3 (6.1e)

ψ̈ =
Ix − Iy
Iz

θ̇φ̇+
1

Iz
u4 (6.1f)

where,

m ∈ R: mass of the quadrotor

l ∈ R: length from the rotors to the center of mass

g ∈ R: gravitational constant

φ ∈ R: roll angle of the quadrotor

θ ∈ R: pitch angle of the quadrotor

ψ ∈ R: yaw angle of the quadrotor

ui ∈ R: control inputs

Jr ∈ R: moments of inertia of the propeller blades

Ωr ∈ R: angular velocity of the propeller blades

Ix, Iy, Iz ∈ R: moments of inertia of the quadrotor

The system has four inputs (u1, u2, u3, u4) and six outputs (x, y, z, φ, θ, ψ). The

control input u1 provides thrust on the body in the z-axis, u2 and u3 are the roll and pitch

inputs and u4 is used for yaw control. These inputs ui ∈ R can be written in terms of rotor
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speeds Ωi ∈ R, i = 1, . . . , 4 [83]:

u1 = b(Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4) (6.2a)

u2 = b(Ω2
2 − Ω2

4) (6.2b)

u3 = b(Ω2
3 − Ω2

1) (6.2c)

u4 = b(Ω2
1 − Ω2

2 + Ω2
3 − Ω2

4) (6.2d)

Ωr = Ω2 + Ω4 − Ω1 − Ω3 (6.2e)

where b and d are the thrust and drag coefficients, respectively.

Assumption 1 The body of the quadrotor is assumed to be rigid and symmetric along x,

y and z axes.

Remark 1 It is noteworthy that the aerodynamic forces and moments are ignored at low

speed. These effects are very hard to model, in particular vortex ring state, blade flapping

and slip stream of rotors. However, it is reasonable to neglect the aerodynamic effects at

low speed for simplicity [97].

Figure 6.1: GAUI 330 X-S quad flyer.

6.3 Real-Time Control Platform Design

This work aims to develop a quadrotor system capable of autonomous hovering and com-

munication with a control station. For this purpose, various sensors are required to provide

the control unit (i.e., microprocessor) with feedback signals through a data acquisition card.
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As such, developed feedback control law, localization and navigation algorithms can be im-

plemented in the embedded board and their performance can be evaluated with real-world

data. Since the system is also required to have communication capabilities with a ground

station, a communication card needs to be installed as well onboard. Moreover, a power

interface is necessary between actuators and the embedded board. In this section, a modu-

lar architecture, depicted in Fig. 6.2, is proposed to meet the aforementioned requirements,

which is divided into three categories:

Figure 6.2: Platform architecture.

6.3.1 Hardware

While some engineers and researchers design and build their own quadrotor mechanical

structure [95, 42, 50], others prefer to use the so many commercially available platforms

such as, Dragan flyer, X-UFO and MD4-200. Since mechanical design is out of the scope of

this work, GAUI 330 X-S quad flyer (Fig. 6.1) is purchased for this project at a reasonable

price to shorten shortens development time.

The performance of feedback control laws depends significantly on accurate knowledge

of quadrotor states. However, accurate sensors for quadrotor altitude, acceleration, global

position and other relevant data for the control are costly. The designed sensors’ unit

makes use of micro-electromechanical systems (MEMS) technology with low-cost sensors.
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Figure 6.3: Illustration of the ground station interface.

Micro-electromechanical systems (MEMS), however, results in low precision data which

yields a weak drift rejection. This imperfection makes control more challenging. This

makes of the platform an adequate benchmark to compare the performance of different

kinds of controllers.

Various inertial measurement devices are available on the market such as, MT9-B from

Xsens and the 3DM-GX1 from Microstrain. Although expensive, both of them offer a

good performance and are widely used in many applications. To keep up with our low-

cost requirement, CHR-6dm inertial measurement device from CHRobotics is selected for

the sensors’ unit. Similarly, Devantech sonar range finder (SRF-10) is designated for the

project. It is the most popular choice due to its high flexibility of configuration and simple

interface on an inter-integrated circuit (I2C) bus, providing measurement at 15 Hz rate.

Actuators unit, on the other hand, receives control signals from the control unit to

drive actuators and adjust quadrotor position and orientation. This unit is composed of

motors and its associate electronics. In this project, four 40 g brushless dc motors and their

electronic speed controllers (ESCs) are provided with the GAUI 330x kit. These motors

are rated for 11655 RPM nominal speed and their ESCs weight is 9 g and of small size that

can support current up to 10A from various battery types. The PWM switching frequency

can be set up to 400 Hz, the fact which yields reduced motor vibration and good control

performance.

As for the power unit, it provides necessary power for all units. It is recommended to

choose a light weight rechargeable battery to minimize the power consumption and increase

the flight time. Nickel Cadmium (NiCd), Nickel Metal Hydride (NiMh) and Lithium
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Polymer (Li-Po) are among the most popular batteries in drone applications, especially for

quadrotors and helicopters. In this work, Lithium-ion Polymer GAUI 3s (LiPo3s) battery

is used for its performance. Moreover, its dimension and weight (150 g) are a perfect fit

with our prototype. It is 11 V battery with 2000mAh capacity at discharging rate of 20C.

6.3.2 Communication

The quadrotor is able to communicate with a ground station through a communication

unit. Therefore, two modules (i.e., sender and receiver) are needed to perform telemetry

and control operations. Several wireless protocols exist but Zigbee is the most suitable

for our application due to its low power consumption and acceptable transmission speed.

Zigbee protocol is a wireless network protocol designed specifically for low data rate sensors

and control networks [1]. Among available products, Xbee module communicates at a rate

up to 250 Kbps. However, communication with the host controller is done through serial

interface. Therefore, faster wireless module is needed to minimize the execution time of

the control loop. In this work, Easybee3 module from Mikroelektronika is used for also

its compatibility with MRF24J40MA transceiver from microchip. This module has a SPI

bus, which allows communication faster than UART bus implemented on the Xbee.

6.3.3 Software

Stabilization, which is achieved by the control unit, is fundamental for a quadrotor system.

In this work, dsPIC 128gp710 from microchip is used to implement control laws and acquire

sensors data. Moreover, a PCB board is designed to interface the MCU, sensors and built-

in ESCs. This card is equipped with 3.3V voltage regulator to power the MCU. Therefore,

control and navigation algorithms can be developed and implemented for their experimental

validation. Using Labview, a ground station, which is depicted in Fig. 6.3, is developed.

It allows bidirectional communication with the quadrotor. As such, quadrotor data is

sent to the ground station and displayed in a graphical user interface and remote control

signals are sent back for teleoperation. This is useful for control, analysis, monitoring,

and system identification. In addition, a PIC18F4520 is connected to a personal computer

(PC) through a serial port to read received data from the Zigbee module to be displayed

in the GUI. The quadrotor simulator OS4 presented in [6] is used to examine its dynamic

behavior. This simulator is modified to include ESCs and motors dynamics. The resultant

Simulink model is used for simulation.
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6.4 System Identification

Several parameters in the model need to be identified. In this section, quadrotor parameters

are identified either by measurements or experiments (Table 6.1) and are then used for

control design and simulation. The parameter identification methods are briefly discussed

because it is not the focus of the present work. For inertia moments calculation, it is

required to identify the dynamic behavior of the quadrotor in rotation around a given axis.

Since the body of the quadrotor is symmetric (assumption 1), inertia moments can be

represented by a diagonal matrix. On the other hand, the quadrotor is equipped with four

nylon propellers driven by four brushless dc motors. In order to control rotational speed

of propellers to stabilize the quadrotor, we need to find first the relationship between

the rotational speed of each propeller and its generated lift force. Since all motors are

considered identical, identification is performed on a single motor for simplicity. Thus, the

characteristic of the motors is identified by mounting a permanent magnet on the motor’s

rotor and by placing close to it a Hall Effect sensor. Then, an additional weight is added

to prevent the structure from being lifted by the vertical force of the propeller. By placing

the system on an electronic balance as it is shown in Fig. 6.4, the propeller lift force is

measured through differential readings. It is noteworthy that mass and length can be

directly measured.

Figure 6.4: Trust factor experiment testbed.

6.5 Control Strategy

To demonstrate the performance of the developed quadrotor platform, a controller is de-

signed for altitude and attitude stabilization. The model (6.1) is used to write the system
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in a state-space form q̇ = f(q, u), where u = [u1, u2, u3, u4]T is the inputs vector and

q = [ż, φ̇, θ̇, ψ̇]T is the state vector. Therefore, the quadrotor dynamics is written as:

z̈ = −g +
1

m
(cosφ cos θ)u1 (6.3a)

φ̈ =
Iy − Iz
Ix

θ̇ψ̇ − Jr
Ix
θ̇Ωr +

l

Ix
u2 (6.3b)

θ̈ =
Iz − Ix
Iy

φ̇ψ̇ +
Jr
Iy
φ̇Ωr +

l

Iy
u3 (6.3c)

ψ̈ =
Ix − Iy
Iz

θ̇φ̇+
1

Iz
u4 (6.3d)

The control objective is to design a control law u ∈ R4 to force the quadrotor state

q ∈ R4 to track its pre-defined time-dependent desired value qd ∈ R4 as t → ∞ for

any initial condition x0. In this work, the controller uses (z, φ, θ, ψ) ∈ R4 as system’s

measurable states. For that, let’s define ez = zd−z, eφ = φd−φ, eθ = θd−θ, eψ = ψd−ψ as

state errors. Therefore, PID control is used to track these errors to zero with the following

control law:

u1 = kpzez + kiz

∫
ez + kdz

d

dt
ez (6.4a)

u2 = kpφeφ + kiφ

∫
eφ + kdφ

d

dt
eφ (6.4b)

u3 = kpθeθ + kiθ

∫
eθ + kdθ

d

dt
eθ (6.4c)

u4 = kpψeψ + kiψ

∫
eψ + kdψ

d

dt
eψ (6.4d)

where kp•, ki• and kd• are the proportional, integral and derivative control gains, respec-

tively.

The destabilizing effect of nonlinearities can have negative consequences, such as severe

tracking errors, limit cycles, chattering, excessive noise and can even lead to instability. For

instance, actuator saturation occurs with a large change in setpoint or when starting the

system with significant initial conditions [9]. Consequently, the integral term accumulates

a significant error during the rise, which is known as windup. Therefore, the anti-windup

algorithm is used to cope with actuators saturation [6]. In this algorithm, e is the error

of the controlled variable, xi is the integral action, u is the control input, ε• is a threshold

and Ts is the sampling time.
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Algorithm 1: anti-windup

begin
if |e| > ε1 then

Set xi = xi − 1

else
if u < ε2 and xi < ε3 then

Set xi = xi − 1 + (e Ts)

else
if (u xi) > 0 then

Set xi = 0

6.6 Simulation and Experimental Results

6.6.1 Setup

A simulation and an experiment are carried out on a quadrotor. Table 6.1 summarizes the

quadrotor’s physical parameters along with their respective values. PID control coefficients

are set to kpz = 5, kiz = 0.3, kdz = 0.5, kpφ = kpθ = kpψ = 3, kiφ = kiθ = kiψ = 0.5,

kdφ = kdθ = kdψ = 1.5 and the gravitational constant is set to g = 9.8 m/s2. The controller

is set to operate at a bandwidth of 200 Hz. For each simulation and experiment, the

system’s response is studied taking into account the quadrotor’s angles (roll, pitch, yaw)

and altitude.

Table 6.1: Quadrotor’s physical parameters.
Parameter Value Unit

Mass 0.68 (kg)

Arm length 0.18 (m)

Thrust coefficient 6.9 · 10−6 (N·s2)

Drag coefficient 9.3 · 10−8 (N·m·s2)

Motor inertia 4 · 10−6 (kg·m2)

Propeller inertia 1 · 10−5 (kg·m2)

Rotor inertia 1.4 · 10−5 (kg·m2)

Inertia on x axis 3.5 · 10−3 (kg·m2)

Inertia on y axis 4.2 · 10−3 (kg·m2)

Inertia on z axis 7.5 · 10−3 (kg·m2)

Twist pitch 0.07 (rad)

Pitch of incidence 0.35 (rad)

Propeller chord 1.8 · 10−2 (kg)
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Figure 6.5: Quadrotor platform’s simulation: (a) roll; (b) pitch; (c) yaw; and (d) quadro-
tor’s altitude.
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6.6.2 Simulation Results

A simulation is carried out to study the developed quadrotor platform’s performance. In the

first simulation, the aforementioned quadrotor parameter values are used to simulate the

system’s dynamics. The desired angles are all set to zero, which corresponds to quadrotor

horizontal orientation. However, the altitude is set to 40 cm. The altitude controller is

composed of two parts: the first which is a constant gain equal to the quadrotor weight to

compensate the gravity effect. The second part is the PID controller. It is noteworthy that

the controller output is scaled with the factor of cosφ cos θ, which reduces the coupling

effect between roll and pitch angles. As it is shown in Fig. 6.5, the quadrotor’s angles

and altitude errors decay gradually before stabilizing within acceptable amplitude. It

is important to note the relatively slow convergence on the altitude (i.e., 8 sec) and its

oscillations. This is due to the severe nonlinearities associated with quadrotors that cannot

be easily compensated by a linear controller.

Figure 6.6: Assembled structure.

6.6.3 Experimental results

An experiment is conducted on the developed quadrotor platform (Fig. 6.6). The desired

angles are all set to zero for quadrotor horizontal orientation and the altitude is set to 50 cm.

Experimental results are depicted in Fig. 6.7. As it is observed, the quadrotor’s angles and

altitude errors are maintained in the vicinity of zero to obtain a better accuracy for roll and

pitch angles. Then, a set of disturbances are introduced manually at t = 27, 34, 40, 44 sec

for roll angle and at t = 33, 52, 56 sec for pitch angle. Although the use of classical
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PID control, all perturbations are rejected. Also, altitude control is maintained during

disturbance.
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Figure 6.7: Quadrotor platform’s experiment: (a) roll; (b) pitch; (c) yaw; and (d) quadro-
tor’s altitude.

6.7 Conclusion

In this chapter, a universal, yet flexible, real-time control platform is designed for quadro-

tors. This approach allows implementation of various control and navigation algorithms

while wireless remote control and monitoring simplify diagnostic. Moreover, the proposed

design approach is modular, which makes it versatile. Selection of variety of sensors, com-

munication devices and control boards is cost effective, and their imperfection provides
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researchers with additional control challenges. Therefore, it can be used to show the effi-

ciency of different kinds of controllers as it can be considered as a challenging prototype for

many nonlinear control problems. In this work, a complete quadrotor system is realized and

tested. PID control is chosen for implementation to evaluate the proposed platform’s per-

formance due its simplicity. Simulation and experimental results show acceptable control

performance of the quadrotor’s states (roll, pitch, yaw, altitude). Despite of nonlinearities,

the system is successfully stabilized horizontally. A system’s identification technique is pre-

sented and carried out to derive the system’s parameters and coefficients which are then

used for simulation. Regardless of modeling uncertainties, experimental results highlight

the developed simulation model’s accuracy.
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Chapter 7

Conclusion and future works

7.1 Conclusion

This thesis is about the synthesis of robust control law for nonlinear multivariable uncertain

systems. In fact, classical linear powerful approaches (H2/H∞) known for their robustness

are applied. Yet the drawbacks are their unsuitability for nonlinear system, in that the

performance of these approaches is guaranteed only around separate operating point. Bas-

ing on LMN and in order to maintain the obtained performance to a full system operating

range, a controllers’ network is introduced to ensure transitions between controllers within

the network. The LMNs are used for their adaptive feature and their providing powerful

combination of conventional linear control techniques. Nevertheless, LMNs are very chal-

lenging model knowledge based control techniques. Alternatively, an intelligent control

(model free control) is suggested, where no a priori knowledge of system’s parameters or

dynamics is required.

An interval type-2 fuzzy control scheme is proposed. This strategy uses the effect

of uncertainty which is modeled at the level of membership functions to achieve accurate

tracking and robustness to both structured and unstructured uncertainties, i.e., this control

scheme allows for the incorporation of uncertainty in the input membership levels. The

proposed interval type-2 fuzzy controller is compared to type-1 fuzzy control, and it has

shown that the former are better able to handle uncertainties than the latter.

Quadrotor as a complete universal flexible real-time control platform, which allows

implementation of various control and navigation algorithms, is designed and then realized.

Control platform is to eventually used to enhance varied types of controllers, as it could

be considered as a scale model for many serious nonlinear control problems. Due to its

simplicity, PID control is implemented to evaluate the proposed platform’s performance.
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Yet, PID is not widely dealt with in the present research because it is not the subject of

the foci in this thesis; it is to be let for further future research.

Two types of nonlinear aerodynamic twin rotor multi input multi output (MIMO), the

CE-150 and TRMS 33-949 helicopters which are a good example of a highly coupled non-

linear system perturbed by mismatched uncertainty, has been introduced. The models of

the systems have been detailed, and Simulation models have been provided. The analysis

of these provided models confirm that the systems are multivariable two degree-of-freedom

(DOF) and strong cross-coupling. The twin rotor is, therefore, a good example for complex

nonlinear multivariable control systems which could not be easily handled by classical con-

trol for full range of operating area. This is the reason why new robust controls approaches

for full range operation systems are required.

In all the above mentioned robust control techniques, the application of these techniques

for the proposed systems (TRMS and CE-150) has given excellent responses when handling

uncertainties. In fact, the carried out tests demonstrate that the performance of the

proposed control approach LMN and Type 2 FLC provide the desired trajectories of

both azimuth and elevation angles which are achieved with satisfactory asymptotic errors.

They also ensure the decoupling of the system dynamics and good performance. While the

fuzzy approach shows the superiority of type-2 FLC in compensating for high-magnitude

uncertainties than Type 1 FLC.

7.2 future works

The thesis writing process has provided me with a certain maturity, and thus raised in my

mind some new ideas which might be considered as a platform whereby a new research

based on the outcomes could be started.

In fact, myself, I realized after finishing the thesis that it is not enough and even

important not to limit the scope of research to the Local Model Network because I have

noticed that the Switching mechanism in LMN could be realized by Fuzzy Logic Rules.

This is why it is necessary to conduct new research with new directions such as: Fuzzy

local model network. Furthermore, intelligent methods are important for they are non

model based.

In addition to fuzzy type-2 which was dealt with in present work, an adaptive feature

will be useful and advantageous to more handle uncertainties and performance. So, adap-

tive fuzzy logic interval type-2 control will make a suitable subject for a potential future

research avenue.
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Implementation of controls methods in real time systems, which were theoretically

validated in this thesis through simulation, would be tested experimentally.

Since the developed quadrotor’s platform was validated successfully, a need for the

implementation of a robust control design becomes prerequisite, and thus a new research

avenue is suggested.

87



References

[1] J. Afruz and M. S. Alam. Non-linear modeling of a twin rotor system using particle
swarm optimization. In Computer Symposium (ICS), 2010 International, pages 1026–
1032, Dec 2010.

[2] Nasir Uddin Ahmed. Dynamic systems and control with applications. World Scientific,
2006.

[3] A. Badnjevi, E. uni, T. Uzunovi, and N. Osmi. Design and implementation of three-
dimensional simulator for control of laboratory model helicopter. In MIPRO, 2010
Proceedings of the 33rd International Convention, pages 1362–1367, May 2010.

[4] T.D. Batzel and K.Y. Lee. An approach to sensorless operation of the permanent-
magnet synchronous motor using diagonally recurrent neural networks. IEEE Trans-
actions on Energy Conversion, 18(1):100–106, mar 2003.

[5] Alexander Bogdanov and Eric A Wan. State-dependent riccati equation control for
small autonomous helicopters. Journal of guidance, control, and dynamics, 30(1):47–
60, 2007.

[6] S. Bouabdallah. Design and Control of Quadrotors with Application to Autonomous
Flying. PhD thesis, EPFL, 2006.

[7] D. Cabecinhas, R. Naldi, L. Marconi, C. Silvestre, and R. Cunha. Robust take-off for
a quadrotor vehicle. IEEE Transactions on Robotics, 28(3):734–742, June 2012.

[8] D. Cabecinhas, R. Naldi, L. Marconi, C. Silvestre, and R. Cunha. Robust Take-Off
for a Quadrotor Vehicle. IEEE Transactions on Robotics, 28(3):734–742, June 2012.

[9] A. Chamseddine, Y. Zhang, C.A. Rabbath, C. Join, and D. Theilliol. Flatness-Based
Trajectory Planning/Replanning for a Quadrotor Unmanned Aerial Vehicle. IEEE
Transactions on Aerospace and Electronic Systems, 48(4):2832–2848, Oct. 2012.

[10] H. Chaoui and W. Gueaieb. Type-2 Fuzzy Logic Control of a Flexible-Joint Manipu-
lator. Journal of Intelligent and Robotic Systems, 51(2):159–186, Feb. 2008.

[11] H. Chaoui, W. Gueaieb, M. Biglarbegian, and M.C.E. Yagoub. Computationally
Efficient Adaptive Type-2 Fuzzy Control of Flexible-Joint Manipulators. Robotics,
2(2):66–91, May 2013.

88



[12] H. Chaoui and P. Sicard. Adaptive Fuzzy Logic Motion and Posture Control of In-
verted Pendulums with Unstructured Uncertainties. In IEEE Automation Science and
Engineering International Conference, 2010.

[13] H. Chaoui and P. Sicard. Adaptive fuzzy logic control of permanent magnet syn-
chronous machines with nonlinear friction. IEEE Transactions on Industrial Elec-
tronics, 59(2):1123–1133, Feb 2012.

[14] H. Chaoui and P. Sicard. Adaptive Fuzzy Logic Control of Permanent Magnet Syn-
chronous Machines with Nonlinear Friction. IEEE Transactions on Industrial Elec-
tronics, 59(2):1123–1133, Feb. 2012.

[15] H. Chaoui and P. Sicard. Neural Network Modeling of Cold-Gas Thrusters for a
Spacecraft Formation Flying Test-bed. In IEEE Conference on Industrial Electronics
Society, 2012.

[16] H. Chaoui, P. Sicard, and W. Gueaieb. Ann-based adaptive control of robotic manip-
ulators with friction and joint elasticity. IEEE Transactions on Industrial Electronics,
56(8):3174–3187, Aug 2009.

[17] H. Chaoui, P. Sicard, and W. Gueaieb. ANN-Based Adaptive Control of Robotic
Manipulators with Friction and Joint Elasticity. IEEE Transactions on Industrial
Electronics, 56(8):3174–3187, Aug. 2009.

[18] C. Coza and C. J. B. Macnab. A new robust adaptive-fuzzy control method applied
to quadrotor helicopter stabilization. In NAFIPS 2006 - 2006 Annual Meeting of the
North American Fuzzy Information Processing Society, pages 454–458, June 2006.

[19] C. Coza and C.J.B. Macnab. A New Robust Adaptive-Fuzzy Control Method Applied
to Quadrotor Helicopter Stabilization. In Annual meeting of the North American Fuzzy
Information Processing Society (NAFIPS), pages 454–458, 2006.

[20] C. W. de Silva. Intelligent Control Fuzzy Logic Applications. CRC Press, 1995.

[21] T. Dierks and S. Jagannathan. Output feedback control of a quadrotor uav using
neural networks. IEEE Transactions on Neural Networks, 21(1):50–66, Jan 2010.

[22] T. Dierks and S. Jagannathan. Output Feedback Control of a Quadrotor UAV Using
Neural Networks. IEEE Transactions on Neural Networks, 21(1):50–66, Jan. 2010.

[23] X. Ding and Y. Yu. Motion planning and stabilization control of a multipropeller
multifunction aerial robot. IEEE/ASME Transactions on Mechatronics, 18(2):645–
656, April 2013.

[24] X. Ding and Y. Yu. Motion Planning and Stabilization Control of a Multipropeller
Multifunction Aerial Robot. IEEE/ASME Transactions on Mechatronics, 18(2):645–
656, Oct. 2013.

89



[25] J.C. Doyle, Keith Glover, P.P. Khargonekar, and B.A. Francis. State-space solutions
to standard h2 and h∞ control problems. IEEE Transactions on Automatic Control,
34(8):831–847, Aug 1989.

[26] Z. T. Dydek, A. M. Annaswamy, and E. Lavretsky. Adaptive control of quadrotor
uavs: A design trade study with flight evaluations. IEEE Transactions on Control
Systems Technology, 21(4):1400–1406, July 2013.

[27] Z.T. Dydek, A.M. Annaswamy, and E. Lavretsky. Adaptive Control of Quadrotor
UAVs: A Design Trade Study With Flight Evaluations. IEEE Transactions on Control
Systems Technology, 21(4):1400–1406, July 2013.

[28] Johnson E.N., Christmann C., Christophersen H., and WU A. Guidance, navigation,
control, and operator interfaces for small rapid response unmanned helicopters. In
AHS 64th Annual Forum and Technology Display, apr 2008.

[29] SI J. Enns R. Helicopter trimming and tracking control using direct neural dynamic
programming. IEEE Transactions on Neural Network, 14(4):929–939, 2003.

[30] A.L. Fradkov, B. Andrievsky, and Dimitri Peaucelle. Estimation and control under
information constraints for laas helicopter benchmark. Control Systems Technology,
IEEE Transactions on, 18(5):1180–1187, Sept 2010.

[31] Bruce A. Francis. A course in H∞ control theory. Lecture Notes in Control and
Information Sciences, 1987.

[32] Tee K.P. Ge S.S., Ren B. Adaptive neural network control of helicopters with unknown
dynamics. In Proc. 45th IEEE Conf. on Decision and Control, pages 3022–3027, dec
2006.

[33] M. Golob and B. Tovornik. Identification of non-linear dynamic systems with de-
composed fuzzy models. In Systems, Man, and Cybernetics, 2000 IEEE International
Conference on, volume 5, pages 3520–3525 vol.5, 2000.

[34] M.J Grimble. Optimal h∞ robustness and the relationship to lqg design problems.
International Journal of Control, 43(2):351–372, 1986.

[35] M.J Grimble. Polynomial matrix solution of the standard state-feedback h∞ control
problem and relationship to the riccati equation state space solution. Research Report
No. ICU/302, 1990.

[36] S. Grzonka, G. Grisetti, and W. Burgard. A Fully Autonomous Indoor Quadrotor.
IEEE Transactions on Robotics, 28(1):90–100, Feb. 2012.

[37] S. Grzonka, G. Grisetti, and W. Burgard. A fully autonomous indoor quadrotor. IEEE
Transactions on Robotics, 28(1):90–100, Feb 2012.

[38] N. Guenard, T. Hamel, and R. Mahony. A practical visual servo control for an un-
manned aerial vehicle. IEEE Transactions on Robotics, 24(2):331–340, April 2008.

90



[39] B. J. N. Guerreiro, P. Batista, C. Silvestre, and P. Oliveira. Globally asymptotically
stable sensor-based simultaneous localization and mapping. IEEE Transactions on
Robotics, 29(6):1380–1395, Dec 2013.

[40] B.J.N. Guerreiro, P. Batista, C. Silvestre, and P. Oliveira. Globally Asymptotically
Stable Sensor-Based Simultaneous Localization and Mapping. IEEE Transactions on
Robotics, 29(6):1380–1395, Dec. 2013.

[41] H.A. Hagras. A hierarchical type-2 fuzzy logic control architecture for autonomous
mobile robots. IEEE Transactions on Fuzzy Systems, 12(4):524–539, aug 2004.

[42] B. Herisse?, T. Hamel, R. Mahony, and F.-X. Russotto. Landing a VTOL Unmanned
Aerial Vehicle on a Moving Platform Using Optical Flow. IEEE Transactions on
Robotics, 28(1):77–89, Feb. 2012.

[43] Peter Horaek. Ce 150 helicopter model. Educational manual, 2004.

[44] Feedback Instruments. Twin rotor mimo system control experiments. 33-949s. Feed-
back Instruments Ltd., Park Road, Crowborough, East Sussex, TN6 2QR, UK, 1:89–
101, 2006.

[45] Serrni A. Isidor A., Marconi L. Robust nonlinear motion control of a helicopter. IEEE
Transactions on Automatic Control, 48(3):413–426, 2003.

[46] Kannan S.K. Johnson E.N. Adaptive flight control for an autonomous unmanned
helicopter. In AIAA Guidance, Navigation, and Control Conf. Exhibit, aug 2002.

[47] Kannan S.K. Johnson E.N. Adaptive trajectory control for autonomous helicopters.
Journal of Guidance Control Dynamics, 28(3):524–538, 2005.

[48] J. G. Juang, M. T. Huang, and W. K. Liu. Pid control using presearched genetic
algorithms for a mimo system. IEEE Transactions on Systems, Man, and Cybernetics,
Part C (Applications and Reviews), 38(5):716–727, Sept 2008.

[49] Jih-Gau Juang, Ming-Te Huang, and Wen-Kai Liu. Pid control using presearched
genetic algorithms for a mimo system. IEEE Transactions on Systems, Man, and
Cybernetics, Part C: Applications and Reviews, 38(5):716,727, Sep. 2008.

[50] J. Jun, Q. Juntong, S. Dalei, and H. Jianda. Control Platform Design and Experiment
of a Quadrotor. In Chinese Control Conference (CCC), pages 2974–2979, 2013.

[51] Driankov D. Kadmiry B. A fuzzy flight controller combining linguistic and model-
based fuzzy control. Fuzzy Sets Systems, 146(3):313–347, 2004.

[52] Driankov D. Kadmiry B. A fuzzy gain-scheduler for the attitude control of an un-
manned helicopter. IEEE Transactions on Fuzzy System, 12(4):502–515, 2004.

[53] Johnson E.N. Kannan S.K. Adaptive trajectory based control for autonomous heli-
copters. In 21st Digital Avionics Systems Conf., oct 2002.

91



[54] Branko Katalinic, Petr Chalupa, Jan Pikryl, and Jakub Novk. 25th daaam inter-
national symposium on intelligent manufacturing and automation, 2014 modelling of
twin rotor mimo system. Procedia Engineering, 100:249 – 258, 2015.
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