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Abstract

This thesis studies optimal control of systems driven by stochastic di¤erential equations

(SDEs), with jump processes, where the control variable appears in the drift and the jump

term. We study the relaxed problem for which admissible controls are measure-valued

processes and the state variable is governed by an SDE driven by a counting measure valued

process which we call relaxed Poisson measure such that the compensator is a product

measure. Under some conditions on the coe¢ cients, we prove that every di¤usion process

associated to a relaxed control is a limit of a sequence of di¤usion processes associated to

strict controls. And we show that the strict and the relaxed control problems have the

same value function. The existence of an optimal relaxed control is a consequence of the

development. Moreover we derive a maximum principle for this type of relaxed problem.

In second step, we study optimal control problem of the same type of SDEs de�ned in

the �rst one, but the control variable has two components, the �rst being absolutely con-

tinuous and the second singular. Our goal is to establish a stochastic maximum principle

for relaxed controls for this type of relaxed problem, using strong perturbation on the

absolutely continuous part of the control and a convex perturbation on the singular one.

The proofs are based on the strict maximum principle, Ekeland�s variational principle,

and some stability properties of the trajectories and adjoint processes with respect to the

control variable.
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Résumé

Cette thèse étudie un contrôle optimal des systèmes gouvernés par des équations dif-

férentielles stochastiques ( EDSs), avec des processus de saut, où la variable de contrôle

apparaîsse dans le drift et le terme de saut. On étude les problèmes relaxés pour lesquels les

contrôles admissibles sont des processus à valeurs mesures et la variable d�état est gouverné

par une EDS conduite par un processus dont ces valeurs sont des mesures de comptage, ce

qu�on appelle mesure de Poisson relaxé de telle sorte que le compensateur est une mesure

produit. Sous certaines conditions sur les coe¢ cients, on prouve que tous les processus de

di¤usion associés à un contrôle relaxé est une limite d�une suite des processus de di¤usion

associés à une suite des contrôles stricts. On montre que le problème de contrôle strict et

le problème de contrôle relaxé ont la même fonction de valeur. L�existence d�un contrôle

optimal relaxé est une conséquence de développement. En outre, on démontre un principe

de maximum pour ce type de problème relaxé.

Dans la deuxième étape, nous étudions un problème de contrôle optimal du même type

de SDEs dé�nis dans la première, mais la variable de contrôle comporte deux composants,

le premier étant absolument continu et le second singulier. Notre objectif est d�établir

un principe du maximum pour ce type de problème relaxé, en utilisant une forte pertur-

bation sur la partie absolument continue du contrôle et une perturbation convexe sur le

singulier. Les preuves sont basées sur le principe du maximum strict, le principe variation-

nel d�Ekeland et certaines propriétés de stabilité des trajectoires et des processus adjoints

par rapport à la variable de contrôle.
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Symbols and Abbreviations

The di¤erent symbols and abbreviations used in this thesis.

(
;F ; (Ft)t�0; P ) : A �ltered probability space.

SDE : A stochastic di¤erential equation.

N : A Poisson random measure.

�(d�)dt : The compensator of N:eN : The compensated Poisson measure.

�:(da) : The Dirac measure.

� : The relaxed control.

N�(t; �; a) : The relaxed Poisson random measure.

�t 
 �(da; d�) : The compensator of relaxed Poisson random measure N�:eN� : The compensated relaxed Poisson measure.

A : The set of values taken by the strict control u:

U : The set of admissible strict controls.

V : The space of positive Radon measures on [0; 1]� A

V :

8>>>>>>><>>>>>>>:

the smallest � � �eld such that the mappings

�!
1Z
0

Z
A

�(t; u)�t(du)dt are measurable,where � is a bounded

measurable function which is continuous in a.
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(V t) : The �ltration generated by
�
1[0;t]�; � 2 V

	
:

P (A) :

8><>: The space of probability measures equipped with

the topology of weak convergence.

J(:) : The cost function.

J(:; :) : The cost function associated with the singular problem.

u� : Optimal strict control.

�� : Optimal relaxed control.

� : Singular control.

(u�; ��) : Optimal strict-singular control.

(��; ��) : Optimal relaxed-singular control.

H : The Hamiltonian.

(p; q; r) : Adjoint processes.

R : The set of relaxed controls.

S : The set of rapidly decreasing functions.

S
0

: The topological dual of the Schwartz space of S:

DS0 : The space of all mappings càdlàg from [0;T ] with values in S
0
:

(p�
�
; q�

�
; r�

�
) : The adjoint processes associated with the relaxed control problem.

A1 � A2 : The set of values taken by the strict-singular controls (u; �):

U =U1 � U2 : The set of admissible strict-singular controls.

Rs = R1 � U2 : The set of admissible relaxed-singular controls.
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General introduction

We consider a control problem where the state variable is a solution of a sto-

chastic di¤erential equation (SDE), in which the control enters the drift and

the jump term. More precisely the system evolves according to the SDE

8>><>>:
dxt = b(t; xt; ut)dt+ �(t; xt)dBt+

Z
�

f(t; xt� ; �; ut)
eN(dt; d�)

x0 = 0;

on some �ltered probability space (
;F ,(Ft)t�0; P ); where b, �; and f are given determin-

istic functions, (Ft)t�0 is the �ltration governed by a standard Brownian motion B and

an independent Poisson random measure N; whose compensator is given by �(d�)dt and

u stands for the control variable.

The expected cost to be minimized over the class of admissible controls is de�ned by

J(u) = E

24g(xT ) + TZ
0

h(t; xt; ut)dt

35 :
A control process that solves this problem is called optimal. The strict control problem

may fail to have an optimal solution, if we don�t impose some kind of convexity assumption.

In this case, we must embed the space of strict controls into a larger space that has nice

properties of compactness and convexity. This space is that of probability measures on A,

where A is the set of values taken by the strict control. These measure valued processes

are called relaxed controls. The �rst existence result of an optimal relaxed control is

2



General Introduction

proved by Fleming [14], for the SDEs with uncontrolled di¤usion coe¢ cient and no jump

term. For such systems of SDEs a maximum principle has been established in [2, 3, 26].

For mean-�eld systems one can refer to [4, 5, 6]. The case where the control variable

appears in the di¤usion coe¢ cient has been solved in [13]. The existence of an optimal

relaxed control of SDEs, where the control variable enters in the jump term was derived

by Kushner [23].

In this thesis, we �rst show that under a continuity condition of the coe¢ cients, each

relaxed di¤usion process with controlled jump is a strong limit of a sequence of di¤usion

processes associated with strict controls. The proof of this approximation result is based

on Skorokhod selection theorem, and the tightness of the processes. Consequently, we

show that the strict and the relaxed control problems have the same value function. Using

the same techniques, we give another proof of the existence of an optimal relaxed control,

based on the Skorokhod selection theorem.

The second main goal of this part is to establish a Pontriagin maximum principle for

the relaxed control problem. More precisely we derive necessary conditions for optimality

satis�ed by an optimal control. The proof is based on Pontriagin�s maximum principle

for nearly optimal strict controls and some stability results of trajectories and adjoint

processes with respect to the control variable.

In second step, we consider mixed relaxed-singular stochastic control problems of systems

governed by stochastic di¤erential equations of the same type of SDEs de�ned in the

forth chapter, but the control variable has two components, the �rst being measure valued

process and the second singular. More precisely the system evolves according to the SDE

8>><>>:
dx�t =

Z
A1

b(t; x�t ; a)�t(da)dt+ �(t; x�t )dBt +

Z
A1

Z
�

f(t; x�t� ; �; a)
eN�(dt; d�; da)+Gtd�t

x�0 = 0;

(1)

on (
;F ,(Ft)t�0; P ), such that F0 contains the P�null sets, We assume that (Ft)t�0 is

3



General Introduction

generated by a standard Brownian motion B and an independent Poisson random measureeN� de�ned in �rst section of chapter 4, which its compensator has the form �t
�(da; d�);

where � is the relaxed control and � is the compensator of Poisson measure N . The

control variable is (�; �); where � is a P (A1)�valued process, progressively measurable

with respect to (Ft)t�0 and � : [0;T ] � 
 �! A2 is of bounded variation, nondecreasing

left-continuous with right limits and �0 = 0:

The expected cost to be minimized over the class of admissible controls has the form

J(�; �) = E

24g(x�T ) + Z
A1

TZ
0

h(t; x�t ; a)�t(da)dt+

TZ
0

ktd�t

35 :
A control process that solves this problem is called optimal.

Singular control problems without jump have been studied by many authors including

Ben¼es, Sheep, and Witsenhausen [7]; Chow, Menaldi, and Robin [11]; Karatzas and Shreve

[21], Davis and Norman [12]; and Haussmann and Suo [15],[16],[17]: The approaches used in

these papers are mainly based on dynamic programming. The �rst version of the stochas-

tic maximum principle that covers singular control problems was obtained by Cadenillas

and Haussman [10] for linear systems. Second order necessary conditions for optimality

for nonlinear SDEs with a controlled di¤usions matrix were obtained by S. Bahlali and B.

Mezerdi [26]; extending the Peng maximum principle to singular control problems. The

stochastic maximum principle for relaxed-singular control problem is studied by S. Bahlali,

B. Djehiche, and B. Mezerdi [2]; where the proofs are based on the strict maximum prin-

ciple, Ekeland�s variational principle, and some stability properties of the trajectories and

adjoint process with respect to the control variable.

Our main goal is to extended the result of S. Bahlali, B. Djehiche, and B. Mezerdi [2] to

the problem where the system evolves according to the SDE (1), by the same techniques

that used in the previous chapters, and using a strong perturbation of the absolutely

continuous part of the control and a convex perturbation of the singular part.

4



General Introduction

In the �rst chapter, we introduce the general notions of stochastic calculus with jump

di¤usion.

Second chapter contains the relaxed control problem.

The third chapter gives the stochastic maximum principle of controlled jump di¤usion.

In the forth chapter we will introduce the relaxed control problem of our system, and we

will establish the stochastic maximum principle of our problem.

Finally, in the �fth chapter we will state and prove a stochastic maximum principle of our

relaxed-singular control problem.

5



Chapter 1

Stochastic calculus with jump

di¤usion

I n this chapter, we present the basic concepts and results needed for the applied

calculus of jump di¤usion, and we refer to the two books [27] and [28] for more

information and more detailed proofs.

1.1 The Poisson process

De�nition 1.1 (Counting process) The process N = (Nt)t�0 de�ned by

Nt =
X
n�1
1fTn�tg;

with values in N[f1g ; where (Tn)n�0 is a strictly increasing sequence of positive random

variables (with T0 = 0); is called counting process associated to the sequence (Tn)n�1:

Remark 1.1 Set T = supn Tn; if T = 1 a:s; then N is a counting process without

explosions. Indeed,

[Tn;1) = fN � ng = f(t; !) : Nt(!) � ng ;

6



Chapter 1. Stochastic calculus with jump di¤usion

as well as

[Tn;Tn+1) = fN = ng ;

and

[T ;1) = fN =1g :

Theorem 1.1 A counting process N is adapted if and only if the associated random vari-

ables (Tn)n�1 are stopping times.

Proof. If N is adapted, then fTn � tg = fNt � ng 2 Ft for each t; then Tn is a stopping

time. Mutually, if (Tn)n�0 are stopping times with T0 = 0 a:s; then

fNt = ng = f! : Tn(!) � t < Tn+1(!)g ;

then,

fNt = ng = f! : Tn(!) � tg \ f! : Tn+1(!) � tgc ;

as we have f! : Tn(!) � tg 2 Ft and f! : Tn+1(!) � tgc 2 Ft; then fNt = ng 2 Ft for

each n; and therefore N is adapted.

De�nition 1.2 (Poisson process) An adapted counting process N is a Poisson process

if :

1. For any s; t; 0 � s < t <1; Nt �Ns is independent of Fs;

2. For any s; t; u; v; 0 � s < t <1; 0 � u < v <1; t�s = u�v; then the distribution

of Nt �Ns is the same as that of Nu �Nv:

Theorem 1.2 Let N be a Poisson process. Then, the random variable Nt has the Poisson

distribution with parameter �t; for some � � 0: That is

P (Nt = n) =
(�t)n

n!
exp(��t); n 2 N;

7



Chapter 1. Stochastic calculus with jump di¤usion

� is called the intensity of N:

Proof. See [28]

Corollary 1.1 A Poisson process N with intensity � satis�es

E [Nt] = V ar [Nt] = �t:

Theorem 1.3 Let N be a Poisson process with intensity �: Then, (Nt � �t)t�0 and�
(Nt � �t)2 � �t

�
t�0 are martingales.

Proof.

� Since �t is non-random, then

E [Nt � �t] = E [Nt]� �t = 0;

and

E [(Nt � �t)� (Ns � �s) j Fs] = E [Nt �Ns j Fs]� �t+ �s:

Since N has an independent increments, we have for 0 � s < t <1;

E [Nt �Ns j Fs]� �t+ �s = E [Nt �Ns]� �t+ �s = 0;

which implies that (Nt � �t)t�0 is a martingale.

� The analogous statement holds for
�
(Nt � �t)2 � �t

�
t�0 :

1.2 Lévy process

De�nition 1.3 (Lévy process) The process � de�ned on a �ltered probability space

8



Chapter 1. Stochastic calculus with jump di¤usion

(
;F ; (Ft)t�0; P ) is called a Lévy process if

1. �0 = 0 a.s,

2. � has stationary and independent increments,

3. � is continuous in probability :

lim
h!0

P (j�t+h � �tj > ") = 0:

Exemple 1.1 1. It is clear that the Poisson process introduced in the previous section

is a Lévy process.

2. We know that the Brownian motion initiated from the origin, and has an independent

and stationary increments, moreover has right continuous paths with left limits. Then

it is a Lévy process.

Remark 1.2 These two processes are di¤erent because Brownian motion has continuous

paths, whereas a Poisson process does not. And a Poisson process is a non-decreasing

process, and thus has paths of bounded variation over �nite time horizons, whereas a

Brownian motion does not have monotone paths and its paths are of unbounded variation

over �nite horizons.

Theorem 1.4 Let � be a Lévy process, then � has a càdlàg version which is also a Lévy

process.

Proof. See [28]

Now, consider only the Lévy processes càdlàg

De�nition 1.4 (jump of Lévy process) If � is a Lévy process, we de�ne the jump

process of � by �� = (��t)t�0 with ��t = �t � �t� :

9



Chapter 1. Stochastic calculus with jump di¤usion

De�nition 1.5 Let A0 be the family of Borel sets A � R whose closure A does not

contain 0; Fix A 2 A0; we de�ne

N(!; t; A) = N(t; A) =
X
0�s�t

1A(��s)=
X
n�1
1fTnA�tg;

is a counting process without explosion.

Theorem 1.5 1. The set function A ! N(t; A; !) de�nes a ���nite measure on A0

for each �xed (t; !):

2. The set function

�(A) = E [N(1; A)] =
X
0�s�1

1A(��s)

also de�nes a ���nite measure on A0 called Lévy measure of �:

3. Fix A 2 A0; then the process (N(t; A; !))t�0 is a Poisson process of intensity �(A):

Proof.

1. The set function A ! N(t; A; !) is a counting measure because it represent the

number of jumps of size ��s 2 A; which occur before or at t:

2. By the proof of (1), it is clear that � is also a measure.

3. For 0 � s < t <1; N(t; A)�N(s; A) 2 � f�u � �v; s � v < u � tg ; then N(t; A)�

N(s; A) is independent of Fs; That is N(:; A) has an independent increments. And

we have

N(t; A)�N(s; A) =
X

0�u�t�s
1A(�s+u � �s);

by the stationarity of the distributions of �; we can conclude that N(t; A)�N(s; A)

has the same distribution as N(t� s; A):

Therefore N(:; A) is a counting process with stationary and independent increments;

then, N(:; A) is a Poisson process.

10



Chapter 1. Stochastic calculus with jump di¤usion

De�nition 1.6 (Poisson random measure) Let A0 be the family of Borel sets A � R

whose closure A does not contain 0: Fix A 2 A0; we de�ne

A! N(!; t; A) = N(t; A) =
X
0�s�t

1A(��s);

which is represent the number of jumps size ��s 2 A; is called Poisson random measure

of �: The di¤erential form of this measure is written as N(dt; d�):

1.2.1 Stochastic integral with respect to N

Theorem 1.6 Let A 2 A0; and let f be Borel and �nite on A: Then

Z
A

f(�)N(t; d�) =
X
0�s�t

f(��s)1A(��s)

is a Lévy process.

Proof. It is a consequence of the fact that N(:; A) has an independent and stationary

increments.

De�nition 1.7 (Jump process) For a given set A 2 A0; we de�ne the associated jump

process by

J(t; A) =
X
0�s�t

��s1A(��s) =

Z
A

�N(t; d�):

Remark 1.3 J(t; A) is a Lévy process itself.

Theorem 1.7 Given a set A 2 A0; the process (�t � J(t; A))t�0 is a Lévy process.

Proof. See [28]

11



Chapter 1. Stochastic calculus with jump di¤usion

Theorem 1.8 Let A 2 A0; and � be the Lévy measure of �; and f1A 2 L2(d�): Then,

E

24Z
A

f(�)N(t; d�)

35 = t

Z
A

f(�)�(d�);

and

E

24Z
A

f(�)N(t; d�)� t

Z
A

f(�)�(d�)

352 = t

Z
A

f 2(�)�(d�):

Proof. [28] First let f be a simple function, that is f =
P
i

ai1Ai : Then

E

"X
i

aiN(t; Ai)

#
=
X
i

aiE (N(t; Ai)) ;

since N(t; Ai) is a Poisson process with parameter �(Ai); then

E

"X
i

aiN(t; Ai)

#
= t

X
i

ai�(Ai);

hence the �rst equality follows. For the second one, let eN i
t = N(t; Ai) � t�(Ai): The eN i

t

are Lp martingales, for all p � 1; see theorem 34 in [28]: Moreover, E
h eN i

t

i
= 0: Suppose

Ai; Aj are disjoint, we have

E
h eN i

t
eN j
t

i
= E

"X
k

� eN i
tk+1

� eN i
tk

�X
l

� eN j
tl+1

� eN j
tl

�#
;

for any partition 0 = t0 < t1 < ::: < tn = t: Using the martingale property, we have

E
h eN i

t
eN j
t

i
= E

"X
k

� eN i
tk+1

� eN i
tk

�� eN j
tk+1

� eN j
tk

�#
;

then, by the inequality jabj � a2 + b2; we have

E
h eN i

t
eN j
t

i
�
X
k

� eN i
tk+1

� eN i
tk

�2
+
X
k

� eN j
tk+1

� eN j
tk

�2
:

12



Chapter 1. Stochastic calculus with jump di¤usion

However,
P
k

� eN i
tk+1

� eN i
tk

�2
� N2(t; Ai) + t

2�2(Ai); therefore the sums are dominated by

an integrable random variable. Since eN i
t and eN j

t have paths of �nite variation on [0; t] it

is easy to deduce that if we take a sequence (tn)n�1 of partitions where the mesh tends to

0 we have

lim
n!1

X
tk;tk+12(tn)n�1

� eN i
tk+1

� eN i
tk

�� eN j
tk+1

� eN j
tk

�
=
X
0<s�t

� eN i
s� eN j

s :

Now, using the Lebesgue�s dominated convergence theorem, and since Ai; Aj are disjoint;

this implies that eN i and eN j jump at di¤erent times. Then, we can conclude that

E
h eN i

t
eN j
t

i
= E

"X
0<s�t

� eN i
s� eN j

s

#
= 0: (1.1)

Hence,

V ar

�R
A

f(�)N(t; d�)

�
= E

�R
A

f(�)N(t; d�)� t
R
A

f(�)�(d�)

�2
= E

�P
i

ai eN(t; Ai)�2 =P
i

a2iE( eN i
t )
2 +

P
i

aiajE( eN i
t
eN j
t );

by the equality (1.1), we can deduce that

E

"X
i

ai eN(t; Ai)#2 =X
i

a2i t�i(d�):

Then, the second equality is verify for simple functions.

For general f , let fn be a sequence of simple functions such that fn 1A converges to f in

L2(d�); and the result follows.

Corollary 1.2 For a set A 2 A0; the process
�
N(t; A) =

R
A

N(t; d�)

�
t�0

is a Poisson

process with parameter �(A); and
� eN(t; d�) = N(t; d�)� t�(d�)

�
t�0

is a martingale, is

called compensated Poisson process.

13



Chapter 1. Stochastic calculus with jump di¤usion

1.2.2 Itô-Lévy process

Theorem 1.9 (Lévy decomposition) Let � = (�t)t�0 be a Lévy process. Then � has

the decomposition

�t = bt+ �Bt +

Z
j�j<R

� eN(t; d�) + Z
j�j�R

�N(t; d�) (1.2)

for some b; � 2 R; and where B is a Brownian motion independent of N(t; A):

De�nition 1.8 (Itô-Lévy process) As a consequence of the decomposition (1.2), the

integral with respect to d�t can be split into integrals with respect to ds; dBs; eN(ds; d�)
and N(ds; d�). That is

xt = x0 +

tZ
0

b(s)ds+

tZ
0

�(s)dBs +

tZ
0

Z
j�j<R

f(s; �) eN(ds; d�) + tZ
0

Z
j�j�R

f(s; �)N(ds; d�):

The di¤erential notation of processes x is

dxt = b(s)ds+ �(s)dBs +

Z
j�j<R

f(s; �) eN(ds; d�) + Z
j�j�R

f(s; �)N(ds; d�): (1.3)

We call such processes Itô-Lévy processes.

1.3 Itô�s formula for Itô-Lévy processes

In this section, we introduce the important Itô�s formula for Itô-Lévy processes. For more

information see [27].

Theorem 1.10 (Itô�s formula) Let x = (xt)t�0 be a process of the form (1.3). De�ne

14



Chapter 1. Stochastic calculus with jump di¤usion

the process yt = g(t; xt); with g 2 C1;2(R2); then (yt)t�0 is an Itô-Lévy process, and

dyt = @g
@t
(t; xt)dt+

@g
@x
(t; xt) [b(t)dt+ �(t)dBt] +

1
2
�2(t) @

2g
@x2
(t; xt)dt

+

Z
j�j<R

�
g(t; xt� + f(s; �))� g(t; xt�)� @g

@x
(t; xt�)f(s; �)

	
�(d�)dt

+

Z
j�j<R

fg (t; xt� + f(s; �))� g(t; xt�)g eN(dt; d�)
+

Z
j�j�R

fg (t; xt� + f(s; �))� g(t; xt�)gN(dt; d�):

1.4 Stochastic di¤erential equation driven by a Lévy

process

Consider the following Lévy SDE in Rn;

8>><>>:
dxt = b(s; xt)ds+ �(s; xt)dBs +

Z
Rn

f(s; xt� ; �) eN(ds; d�)
x0 = 0:

Where

b : [0;T ]� Rn �! Rn

� : [0;T ]� Rn �! Rn+m

f : [0;T ]� Rn � Rn �! Rn+l:

Theorem 1.11 (Existence and uniqueness of solutions of Lévy SDEs) [30] Assume

that b; �; and f satisfying

1. There exist a constant C1 <1 such that

k�(t; x)k2 + jb(t; x)j2 +
Z
R

lX
i=1

jfi(t; x; �)j2 �i(d�i) � C1
�
1 + j�j2

�
; for all � 2 Rn:

15
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2. There exist a constant C2 <1 such that

k�(t; x)� �(t; y)k2+jb(t; x)� b(t; y)j2+
lX
i=1

Z
R

jfi(t; x; �i)� fi(t; y; �i)j2 �i(d�i) � C2 jx� yj2 ;

for all x; y 2 Rn: Then, there exist a unique càdlàg adapted solution (xt)t�0 such that

E jxtj2 <1; for all t:

Proof. See [30]

Exemple 1.2 (The geometric process) [27] Consider the following stochastic di¤er-

ential equation

dxt = xt�

264�dt+ �dBt +

Z
j�j<R

f(t; �) eN(dt; d�) + Z
j�j�R

f(t; �)N(dt; d�)

375 ;
where �; � 2 R and f(t; �) � �1: To �nd the solution, we de�ne yt = ln(xt); then by Itô�s

formula (see theorem (1.10)), we get

dyt =
�
�� 1

2
�2
�
dt+ �dBt +

R
j�j<R

fln [1 + f(t; �)]� f(t; �)g �(d�)dt

+
R

j�j<R
ln [1 + f(t; �)] eN(dt; d�) + R

j�j�R
ln [1 + f(t; �)]N(dt; d�);

hence

yt = y0 +
�
�� 1

2
�2
�
t+ �Bt +

tR
0

R
j�j<R

fln [1 + f(t; �)]� f(t; �)g �(d�)dt

+
tR
0

R
j�j<R

ln [1 + f(t; �)] eN(dt; d�) + tR
0

R
j�j�R

ln [1 + f(t; �)]N(dt; d�);

16
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this gives the solution

xt = x0 exp

"�
�� 1

2
�2
�
t+ �Bt +

tR
0

R
j�j<R

fln [1 + f(t; �)]� f(t; �)g �(d�)dt

+
tR
0

R
j�j<R

ln [1 + f(t; �)] eN(dt; d�) + tR
0

R
j�j�R

ln [1 + f(t; �)]N(dt; d�)

#
:

1.5 Relaxed control problem

We know that in stochastic control theory, and in the absence of additional hypotheses

of convexity on the coe¢ cients, the optimal stochastic control problem does not have a

solution. For that, we should inject the space of strict controls in a wider space that has

good properties of compactness and convexity. This space is that of probability measures

on A; where A is the set of values taken by the strict control. In this new space, controls

called relaxed controls. For more details see ([25]) and ([26]), Before de�ning the notion

of relaxed stochastic control, we begin with an example for which an optimal solution in

the strict control space does not exist.

Exemple 1.3 Let a system that evolves according to the following SDE

8><>: dxut = utdt

x0 = 0:

where u : [0; 1]! f�1; 1g, and the cost

J(u) =

1Z
0

(xut )
2dt:

If we consider unt = (�1)k; with k
n
� t � k+1

n
; 0 � k � n� 1: Then, 8t 2 [0; 1] ; jxunt j � 1

n
;

then J(un) � 1
n2
which implies that inf

u
J(u) = 0: But there is not u such that J(u) = 0;

because xut = 0;8t 2 [0; 1] if and only if ut = 0 which is impossible. The trouble is the

fact that the sequence (un)n has not a limit in the space of strict controls. So we look

17



Chapter 1. Stochastic calculus with jump di¤usion

for a space in which this limit exists. If we identify unt with the Dirac measure, then

�unt (du) = �n(t; du) is a sequence of measures over the space [0; 1] � U: converges weakly

to �(t; du) = 1
2
[�1 + ��1] du: Indeed, if we take a continuous function f on [0; 1]� U; one

has Z
[0;1]�U

f(t; u)�n(dt; du) =

n�1X
i=0

i+1
nZ
i
n

f(t; (�1)i)dt:

Suppose �rst that is even number , that is n = 2m: Let " > 0; there is an M > 0 such that

8m �M;

jf(t; u)� f(s; u)j < " if jt� sj < 1

m
;

where u is either 1 and �1: Fix m �M; then for every j = 0; ::::;m� 1;

�������
2j+1
2mZ
2j
2m

f(t; u)dt�

2j+2
2mZ

2j+1
2m

f(t; u)dt

������� <
"

2m
;

then �������
m�1X
j=0

2j+1
2mZ
2j
2m

f(t; u)dt�
m�1X
j=0

2j+2
2mZ

2j+1
2m

f(t; u)dt

������� <
"

2
;

therefore, �������
m�1X
j=0

2j+1
2mZ
2j
2m

f(t; u)dt� 1
2

1Z
0

f(t; u)dt

������� <
"

2
;

and �������
m�1X
j=0

2j+2
2mZ

2j+1
2m

f(t; u)dt� 1
2

1Z
0

f(t; u)dt

������� <
"

2
;

because
m�1X
j=0

2j+1
2mZ
2j
2m

f(t; u)dt+
m�1X
j=0

2j+2
2mZ

2j+1
2m

f(t; u)dt =

1Z
0

f(t; u)dt:

18
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So, �������
2m�1X
i=0

i+1
nZ
i
n

f(t; (�1)i)dt� 1
2

24 1Z
0

f(t; 1)dt�
1Z
0

f(t;�1)dt

35
������� < ":

That is �������
Z

[0;1]�U

f(t; u)�n(dt; du)�
Z

[0;1]�U

f(t; u)
1

2
[�1(du) + ��1(du)] dt

������� < ":

The case where n is odd is treated in the same way.

Now, we can de�ne a new control problem that generalize the strict one, which is associated

to such a measure �(dt; du) = �ut(du)dt; which is called a relaxed control problem.

Consider the SDE

x�t = x�0 +

tZ
0

Z
A

us�(ds; du);

and the cost is

J(u) =

1Z
0

(x�t )
2dt:

If ��(dt; du) = 1
2
[�1(du) + ��1(du)] dt; we have J(��) = 0; so the new problem has �� as

an optimal solution. � is called a relaxed control.

Let V be the space of positive Radon measures on [0; 1] � A; whose projections on [0; 1]

coincide with Lebesgue measure, and let the Borel ���eld V as the smallest ���eld

such that the mappings � !
1Z
0

Z
A

�(t; u)�t(du)dt are measurable, where � is a bounded

measurable function which is continuous in a: Let us also introduce the �ltration (V t) on

V; where V t is generated by
�
1[0;t]�; � 2 V

	
:

De�nition 1.9 A relaxed control on the �ltered probability space (
;F ,(Ft)t�0; P ) is a

random variable � with values in V such that �(!; t; da) is progressively measurable with

respect to (Ft)t�0 and such that for each t; 1[0;t]� is Ft�measurable.
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Chapter 2

Stochastic maximum principle of

controlled jump di¤usions

In this chapter, we will give a detailed demonstration of the maximum principle

for optimal control of systems driven by stochastic di¤erential equations with jump

processes, where the control variable appear in the drift and the jump term, we also

study the maximum principle for near optimal controls. This result is based on Ekeland�s

variational principle. The maximum principle for near optimal controls has great utility

to establish the relaxed maximum principle in the next chapter.

2.1 Formulation of the problem

We consider in this subsection a stochastic control problem of systems governed by sto-

chastic di¤erential equations on some �ltered probability space (
;F ,(Ft)t�0; P ), such that

F0 contains the P�null sets, We assume that (Ft)t�0 is generated by a standard Brownian

motion B and an independent Poisson measure N , and assume that the compensator of

N has the form �(d�)dt, where the jumps are con�ned to a compact set �: And set

eN(dt; d�) = N(dt; d�)� �(d�)dt:
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Chapter 2. Stochastic maximum principle of controlled jump di¤usions

Consider the following set A is a nonempty subset of Rk and let U the class of measurable,

adapted processes u : [0;T ]�
 �! A. For any u 2 U , we consider the following stochastic

di¤erential equation (SDE)

8>><>>:
dxt = b(t; xt; ut)dt+ �(t; xt)dBt+

Z
�

f(t; xt� ; �; ut)
eN(dt; d�)

x0 = 0;

(2.1)

where

b : [0;T ]� Rn � A �! Rn

� : [0;T ]� Rn �!Mn�d(R)

f : [0;T ]� Rn � �� A �! Rn

are bounded, measurable and continuous functions.

The expected cost is given by :

J(u) = E

24g(xT ) + TZ
0

h(t; xt; ut)dt

35 ; (2.2)

where

g : Rn �! R

h : [0;T ]� Rn � A �! R

be bounded and continuous functions.

The strict optimal control problem is to minimize the functional J(:) over U . A control

that solves this problem is called optimal.
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2.2 The maximum principle for strict control

2.2.1 Using convex perturbations

The following assumptions will be in force throughout this subsection

(H1) The maps b, �; f and h are continuously di¤erentiable with respect to (x; u), and g

is continuously di¤erentiable in x .

(H2) The derivatives bx bu �x fx; fu and hx; hu are continuous in (x; u) and uniformly

bounded, and g is continuous in x and bounded.

(H3) b, �; f and h are bounded by K(1 + jxj + juj); and g is bounded by K(1 + jxj); for

some K > 0:

Under the above hypothesis, and since the probability space and Brownian motion do not

change with the control, then (2.1) has a unique strong solution and the cost functional

(2.2) is well de�ned from U into R:

Suppose that there exist an optimal strict control u�; which minimizing the cost functional

J(:) over U , and denote by x� the corresponding trajectory. To derive optimality necessary

conditions, satis�ed by the optimal strict control u�; we use the convex perturbations of

the optimal control u�; which de�ned by

uh = u� + h(u� u�)

for some u 2 U .

Lemma 2.1 Under assumptions (H1)-(H3), one has

lim
h!0

E

"
sup
t2[0;T ]

��xht � x�t
��2# = 0:

Proof. See proof of lemma 2.3
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Since u� is optimal, then

J(u�) � J(uh) = J(u�) + h
dJ(uh)

dh

����
h=0

+ �(h):

Thus a necessary condition for optimality is that

dJ(uh)

dh

����
h=0

� 0:

Let us take care to compute this derivative :

dJ(uh)
dh

���
h=0

= 1
h
E

24�g(xhT )� g(x�T )
�
+

TZ
0

�
h(t; xht ; u

h
t )� h(t; x�t ; u

h
t )
�
dt

+

TZ
0

�
h(t; x�t ; u

h
t )� h(t; x�t ; u

�
t )
�
dt

35 ;
then

dJ(uh)
dh

���
h=0

= 1
h
E

24gx(x�T )(xhT � x�T ) +

TZ
0

hx(t; x
�
t ; u

h
t )(x

h
t � x�t )dt

+

TZ
0

hu(t; x
�
t ; u

�
t )(u

h
t � u�t )dt

35 :
If we denote by zt =

dxht
dh

���
h=0

; we get the following corollary

Corollary 2.1 Under assumptions (H1)-(H3), one has

dJ(uh)
dh

���
h=0

= E

24 TZ
0

fhx(t; x�t ; u�t )zt + hu(t; x
�
t ; u

�
t )utg dt

+gx(x
�
T )zT ] ;

(2.3)
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where the process z is the solution of the linear SDE

8>>>>><>>>>>:
dzt = (bx(t; x

�
t ; u

�
t )zt + bu(t; x

�
t ; u

�
t )ut) dt+ �x(t; x

�
t )ztdBt

+

Z
�

�
fx(t; x

�
t� ; �; u

�
t�)zt� + fu(t; x

�
t� ; �; u

�
t�)ut�

� eN(dt; d�)
z0 = 0:

(2.4)

From (H2) the variational equation (2.4) has a unique solution.

To prove the corollary (2.1) we need the following estimate.

Lemma 2.2 Under assumptions (H1)-(H3), it holds that

lim
h!0

E

"����xht � x�t
h

� zt

����2
#
= 0:

Proof. Let

yht =
xht � x�t

h
� zt:

We denote xh;�t = x�t + �h(yht + zt); and u
h;�
t = u�t + �hut; then yht satis�es the following

SDE

dyht = 1
h

�
b(t; xht ; u

h
t )� b(t; x�t ; u

�
t )
�
dt+ 1

h

�
�(t; xht )� �(t; x�t )

�
dBt

+ 1
h

Z
�

h
f(t; xht� ; �; u

h
t�)�f(t; x�t� ; �; u�t�)

i eN(dt; d�)
� [bx(t; x�t ; u�t )zt + bu(t; x

�
t ; u

�
t )ut] dt� �x(t; x

�
t )ztdBt

�
Z
�

�
fx(t; x

�
t� ; �; u

�
t�)zt�+fu(t; x

�
t� ; �; u

�
t�)ut�

� eN(dt; d�);
then

yht =

tZ
0

1Z
0

bx(s; x
h;�
s ; uhs )y

h
s d�ds+

tZ
0

1Z
0

�x(s; x
h;�
s )y

h
s d�dBs

+

tZ
0

1Z
0

Z
�

fx(s; x
h;�
s� ; �; u

h
s�)y

h
s�d�

eN(ds; d�) + �ht ;
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where

�ht =

tZ
0

1Z
0

bx(s; x
h;�
s ; uhs )zsd�ds+

tZ
0

1Z
0

�x(s; x
h;�
s )zsd�dBs

+

tZ
0

1Z
0

Z
�

fx(s; x
h;�
s� ; �; u

h
s�)zs�d�

eN(ds; d�)+ 1
h

tZ
0

�
b(s; x�s; u

h
s )� b(s; x�s; u

�
s)
�
ds

+ 1
h

tZ
0

Z
�

�
f(s; x�s� ; �; u

h
s�)�f(s; x�s� ; �; u�s�)

� eN(ds; d�)� tZ
0

Z
�

fx(s; x
�
s� ; �; u

�
s�)zs

eN(ds; d�)
+

tZ
0

Z
�

fu(s; x
�
s� ; �; u

�
s�)us�

eN(ds; d�)� tZ
0

bx(s; x
�
s; u

�
s)zsds

�
tZ
0

bu(s; x
�
s; u

�
s)usds�

tZ
0

�x(s; x
�
s)zsdBs;

hence

E
��yht ��2 � KE

tZ
0

������
1Z
0

bx(s; x
h;�
s ; uhs )y

h
s d�

������
2

ds+KE

tZ
0

������
1Z
0

�x(s; x
h;�
s )y

h
s d�

������
2

ds

+KE

tZ
0

Z
�

������
1Z
0

fx(s; x
h;�
s� ; �; u

h
s�)y

h
s�d�

������
2

�(d�)ds+KE supt0+h�t�T
���ht ��2 :

Since bx; �x; and fx are bounded, then

E
��yht ��2 � CE

tZ
0

��yhs ��2 ds+KE sup
t0+h�t�T

���ht ��2 :
We conclude by the boundedness and continuity of bx; �x fx ; bu; and fu and the dominated

convergence that limh!0E supt0+h�t�T
���ht ��2 = 0: Hence by the Gronwall lemma, we get

lim
h!0

E
��yht ��2 = 0:
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We use the same notations as in the proof of lemma (2.2), we can prove the corollary (2.1).

Proof of corollary. We have by the de�nition of J that

1
h

�
J(uh)� J(u�)

�
= 1

h

24E �g(xhT )� g(x�T )
�
+

TZ
0

�
h(t; xht ; u

h
t )� h(t; x�t ; u

h
t )
�
dt

+

TZ
0

�
h(t; x�t ; u

h
t )� h(t; x�t ; u

�
t )
�
dt

35 ;
then,

1
h

�
J(uh)� J(u�)

�
=

24 TZ
0

gx(x
h;�
T )(y

h
T + zT )d�+

TZ
0

1Z
0

hx(t; x
h;�
t ; uht )(y

h
t + zt)d�dt

+

TZ
0

1Z
0

hu(t; x
�
t ; u

h;�
t )utd�dt

35 ;
hence

1
h

�
J(uh)� J(u�)

�
=

24 1Z
0

gx(x
h;�
T )zTd�+

TZ
0

1Z
0

hx(t; x
h;�
t ; uht )ztd�dt

+

TZ
0

1Z
0

hu(t; x
�
t ; u

h;�
t )utd�dt

35+ �ht ;

where

�ht = E

24 1Z
0

gx(x
h;�
T )y

h
Td�+

TZ
0

1Z
0

hx(t; x
h;�
t ; uht )y

h
t d�dt

35 :
By the Cauchy-Schwartz inequality and boundedness of gx and hx; using the lemma (2.2)

we can easily prove that

lim
h!0

�ht = 0;

hence, the result follows by letting h go to 0 in the above equality.

By the integration by parts formula [27], we can see that the solution of dzt is given by
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zt = 't�t where

8>>>>><>>>>>:
d'(t; �) = bx(t; x

�
t ; u

�
t )'(t; �) + �x(t; x

�
t )'(t; �)dBt

+

Z
�

fx(t; x
�
t� ; �; u

�
t )'(t

�; �) eN(dt; d�) 0 � � � t � T;

'(�; �) = Id

and 8>>>>>>>><>>>>>>>>:

d�t =  t

0@bu(t; x�t ; u�t )ut � Z
�

fu(t; x
�
t� ; �; u

�
t )ut�(d�)dt

1A
� t�

Z
�

�
fx(t; x

�
t� ; �; u

�
t ) + Id

��1
fu(t; x

�
t� ; �; u

�
t )utN(dt; d�)

�0 = 0;

with  t is the inverse of ' satisfying suitable integrability conditions, and it is the solution

of the following equation

8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:

d (t; �) = (�x(t; x
�
t ) (t; �)�x(t; x

�
t )� bx(t; x

�
t ; u

�
t ) (t; �)

�
Z
�

fx(t; x
�
t� ; �; u

�
t ) (t

�; �)�(d�)dt

1A
��x(t; x�t ) (t; �)dBt

� (t�; �)
Z
�

�
fx(t; x

�
t� ; �; u

�
t ) + Id

��1
fx(t; x

�
t� ; �; u

�
t )N(dt; d�)

0 � � � t � T

 (�; �) = Id:

Remark 2.1 1. From Itô�s formula, we can easily check that d ('(t; �) (t; �)) = 0;

and '(�; �) (�; �) = Id:

2. If � = 0; we simply write '(t; 0) = 't and  (t; 0) =  t:
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Then the equality (2.3) will become

dJ(uh)
dh

���
h=0

= E

24 TZ
0

fhx(t; x�t ; u�t )'t�t + hu(t; x
�
t ; u

�
t )utg dt

+gx(x
�
T )'T�T ] :

Set

X =

TZ
0

hx(t; x
�
t ; u

�
t )'

�
tdt+ gx(x

�
T )'

�
T

yt = E [X j Ft]�
tZ
0

hx(s; x
�
s; u

�
s)'

�
sds;

then, we have

yT = E [X j Ft]�
TZ
0

hx(s; x
�
s; u

�
s)'

�
sds = X �

TZ
0

hx(s; x
�
s; u

�
s)'

�
sds = gx(x

�
T )'

�
T ; (2.5)

replacing (2.5) in (2.18), we obtain

dJ(uh)

dh

����
h=0

= E

24 TZ
0

fhx(t; x�t ; u�t )'�t�t + hu(t; x
�
t ; u

�
t )utg dt+ yT�T

35 : (2.6)

By the Itô representation theorem [19], there exist two processes Q 2 M2 and R 2 L2

satisfying

E [X j Ft] = E [X] +

tZ
0

QsdBs +

tZ
0

Z
�

Rs(�) eN(ds; d�);
hence,

yt = E [X]�
tZ
0

hx(s; x
�
s; u

�
s)'sds+

tZ
0

QsdBs +

tZ
0

Z
�

Rs(�) eN(ds; d�):
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Now, let us calculate E [yT�T ] ; we have

dyt = �hx(t; x�t ; u�t )'tdt+QtdBt +

Z
�

Rt(�) eN(dt; d�);
by the integration by parts formula we get

d(yt�t) = ytd�t + �tdyt +

Z
�

�1�2�(d�)dt

= yt t

24bu(t; x�t ; u�t )ut � Z
�

fu(t; x
�
s; �; u

�
s)ut�(d�)

35 dt
�yt t�

Z
�

(fx + Id)�1 fuutN(dt; d�)� �t'
�
thxdt

+�tQtdBt +

Z
�

�tRt(�) eN(dt; d�)
+

Z
�

Rt(�) t (fx + Id)�1 fuut�(d�)dt:

If we de�ne the adjoint process by : pt = yt t; then

d(yt�t) = ptbuudt� pt

Z
�

fuu�(d�)dt� pt

Z
�

(fx + Id)�1 fuut eN(dt; d�)
�pt

Z
�

(fx + Id)�1 fuut�(d�)dt� �t'
�
thxdt+ �tQtdBt

+

Z
�

�tRt(�) eN(dt; d�) + Z
�

Rt(�) t (fx + Id)�1 fuut�(d�)dt

hence

yT�T =

TZ
0

ptbuudt�
TZ
0

Z
�

ptfuu�(d�)dt�
TZ
0

Z
�

pt (fx + Id)�1 fuut eN(dt; d�)
�

TZ
0

Z
�

pt (fx + Id)�1 fuut�(d�)dt�
TZ
0

�t'
�
thxdt+

TZ
0

�tQtdBt

+

TZ
0

Z
�

�tRt(�) eN(dt; d�) + TZ
0

Z
�

Rt(�) t (fx + Id)�1 fuut�(d�)dt;
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take the expectation, we obtain

E [yT�T ] = E

24 TZ
0

0@ptbuu+ Z
�

Rt(�) t (fx + Id)�1 � pt ((fx + Id) + Id) fuut�(d�)

1A dt

�
TZ
0

�t'
�
thxdt

35 :
We de�ne the adjoint process r by

rt(�) = Rt(�) t (fx + Id)�1 � pt ((fx + Id) + Id) ;

hence

E [yT�T ] = E

24 TZ
0

8<:ptbuu+
Z
�

rt(�)fuut�(d�)

9=; dt�
TZ
0

�t'
�
thxdt

35 :
By the replacing in (2.6), we get

dJ(uh)

dh

����
h=0

= E

24 TZ
0

8<:hu(s; x�s; u�s) + psbu(s; x
�
s; u

�
s) +

Z
�

rs(�)fu(s; x
�
s; �; u

�
s)�(d�)

9=;usds

35 � 0:
(2.7)

Finally, if we de�ne the Hamiltonian H from [0;T ]�Rn�A�Rn�Rn�m�L2m into R by

H(t; x; u; p; q; r(:)) = h(t; xt; ut) + pb(t; xt; ut) + q�(t; xt)

+

Z
�

rt(�)f(s; xt; �; ut)�(d�)

we get from (2.7) the next theorem which is the result of this subsection.

Theorem 2.1 (maximum principle for strict control) Let u� be the optimal strict

control minimizing the cost J (:) over U , and denote by x� the corresponding optimal

30



Chapter 2. Stochastic maximum principle of controlled jump di¤usions

trajectory, then the following inequality holds

E

24 TZ
0

Hu(t; x
�
t ; u

�
t ; pt; qt; rt(:))(ut � u�t )ds

35 � 0;
where the Hamiltonian H is de�ned by (2.20).

2.2.2 Using strong perturbations

The following assumptions will be in force throughout this subsection

(H1) The maps b, �; f and h are continuously di¤erentiable with respect to (x; u), and g

is continuously di¤erentiable in x.

(H2) The derivatives �x fx; and gx are bounded, and bx; hx are uniformly bounded in u.

(H3) b, �; f and h are bounded by K(1 + jxj + juj); and g is bounded by K(1 + jxj); for

some K > 0:

Under the above hypothesis, the SDE (2.1) has a unique strong solution and the cost

functional (2.2) is well de�ned from U into R:

The purpose of this subsection is to derive optimality necessary conditions, satis�ed by

an optimal strict control. The proof is based on the strong perturbation of the optimal

control u�; which de�ned by :

uh =

8><>: � if t 2 [t0; t0 + h]

u� otherwise,

where 0 � t0 < T is �xed, h is su¢ ciently small, and � is an arbitrary A�valued

Ft0�measurable random variable such that E j�j2 < 1: Let xht denotes the trajectory

associated with uh; then
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8>>>>>>><>>>>>>>:

xht = x�t ; t � t0

dxht = b(t; xht ; �)dt+ �(t; xht )dBt +

Z
�

f(t; xht� ; �; �)
eN(dt; d�) ; t0 < t < t0 + h

dxht = b(t; xht ; u
�)dt+ �(t; xht )dBt +

Z
�

f(t; xht� ; �; u
�) eN(dt; d�) ; t0 + h < t < T

We �rst have

Lemma 2.3 Under assumptions (H1)-(H3), one has

lim
h!0

E

"
sup
t2[t0;T ]

��xht � x�t
��2# = 0: (2.8)

Proof. For t 2 [t0; t0 + h] ; we have

xht � x�t =

tZ
t0

b(s; xhs ; �)� b(s; x�s; u
�
s)ds

+

tZ
t0

�(s; xhs )� �(s; x�s)ds

+

tZ
t0

Z
�

h
f(s; xhs� ; �; u

h
s )�f(s; x�s; �; u�s)

i eN(ds; d�): (2.9)

We can deduce by the standard arguments that,

E

t0+hZ
t0

h��xhs � x�s
��2i ds � K

t0+hZ
t0

E j� � u�sj
2 ds;

and by the martingale inequalities, we deduce

E

"
sup

t2[t0;t0+h]

��xht � x�t
��2# � K

t0+hZ
t0

E j� � u�sj
2 ds: (2.10)
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We next have for t 2 [t0 + h;T ] ;

xht � x�t =
�
xht0+h � x�t0+h

�
+

tZ
t0+h

b(s; xhs ; �)� b(s; x�s; u
�
s)ds

+

tZ
t0+h

�(s; xhs )� �(s; x�s)ds

+

tZ
t0+h

Z
�

h
f(s; xhs� ; �; u

h
s )�f(s; x�s; �; u�s)

i eN(ds; d�)
from which we deduce successively

E

TZ
t0+h

��xhs � x�s
��2 ds � KE

��xht0+h � x�t0+h
��2 ;

E

"
sup

t2[t0+h;T ]

��xht � x�t
��2# � KE

��xht0+h � x�t0+h
��2 : (2.11)

From (2.10) and (2.11), letting h tend to 0; we obtain (2.8).

Since u� is optimal, then

J(u�) � J(uh) = J(u�) + h
dJ(uh)

dh

����
h=0

+ �(h):

Thus a necessary condition for optimality is that

dJ(uh)

dh

����
h=0

� 0:

Let us take care to compute this derivative :

Note that the following properties holds, because b(t; x; u); h(t; x; u) and f(t; xt� ; �; u) are
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su¢ ciently integrable

1

h

t+hZ
t

E
�
jk(s; xs; us)� k(t; xt; ut)j2

�
h! 0���! 0 dt� a:e (2.12)

1

h

Z
�

t+hZ
t

E
�
jf(s; xs� ; �; us)� f(t; xt� ; �; ut)j2

�
�(d�) h! 0���! 0 dt� a:e; (2.13)

where k stands for b or h:

Choose t0 such that ( 2.12) and (2.13) holds, then we have

Corollary 2.2 Under assumptions (H1)-(H3), one has

dJ(uh)

dh

����
h=0

= E [gx(x
�
T )zT + &T ] ; (2.14)

where 8><>: d&t = hx(t; x
�
t ; u

�
t )ztdt t0 � t � T

&t0 = h(t0; x
�
t0
; �)� h(t0; x

�
t0
; u�t0)

and the process z is the solution of the linear SDE

8>><>>:
dzt = bx(t; x

�
t ; u

�
t )ztdt+ �x(t; x

�
t )ztdBt +

Z
�

fx(t; x
�
t� ; �; u

�
t )zt�

eN(dt; d�); t0 � t � T

zt0 =
�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
:

(2.15)

From (H2) the variational equation (2.4) has a unique solution.

To prove the corollary (2.1) we need the following estimates.

Lemma 2.4 Under assumptions (H1)-(H3), it holds that

lim
h!0

E

"����xht � x�t
h

� zt

����2
#
= 0:
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lim
h!0

E

264
������1h

TZ
t0

�
(h(t; x�t ; u

h
t )� (h(t; x�t ; u�t )

�
� &T

������
2
375 = 0:

Proof. Let

yht =
xht � x�t

h
� zt:

Then, we have for t 2 [t0;t0 + h]

8>>>>>>>>><>>>>>>>>>:

dyht = 1
h

�
b(t; x�t + h(yht + zt); �)� b(t; x�t ; u

�
t )� hbx(t; x

�
t ; u

�
t )zt

�
dt

+ 1
h

�
�(t; x�t + h(yht + zt))� �(t; x�t )� h�x(t; x

�
t )zt

�
dBt

+ 1
h

Z
�

�
f(t; x�t� + h(yht� + zt�); �; �)�f(t; x�t� ; �; u�t )� hfx(t; x

�
t� ; �; u

�
t )zt�

� eN(dt; d�)
yht0 = �

�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
:

Hence

yht0+h = 1
h

t0+hZ
t0

�
b(t; x�t + h(yht + zt); �)� b(t; x�t ; �)

�
dt+ 1

h

t0+hZ
t0

�
b(t; x�t ; �)� b(t; x�t0 ; �)

�
dt

+ 1
h

t0+hZ
t0

�
b(t; x�t0 ; �)� b(t0; x

�
t0
; �)
�
dt+ 1

h

t0+hZ
t0

�
b(t0; x

�
t0
; u�t0)� b(t; x�t ; u

�
t )
�
dt

+ 1
h

t0+hZ
t0

�
�(t; x�t + h(yht + zt))� �(t; x�t )

�
dBt

+ 1
h

t0+hZ
t0

Z
�

�
f(t; x�t� + h(yht� + zt�); �; �)�f(t; x�t� ; �; �)

� eN(dt; d�)
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+ 1
h

t0+hZ
t0

Z
�

h
f(t; x�t� ; �; �)�f(t; x�t�0 ; �; �)

i eN(dt; d�)
+ 1
h

t0+hZ
t0

Z
�

h
f(t; x�

t�0
; �; �)�f(t0; x�t�0 ; �; �)

i eN(dt; d�)
+ 1
h

t0+hZ
t0

Z
�

h
f(t0; x

�
t�0
; �; �)�f(t0; x�t�0 ; �; u

�
t0
)
i eN(dt; d�)

+ 1
h

t0+hZ
t0

Z
�

h
f(t0; x

�
t�0
; �; u�t0)�f(t; x�t� ; �; u�t )

i eN(dt; d�)
�

t0+hZ
t0

bx(t; x
�
t ; u

�
t )ztdt�

t0+hZ
t0

�x(t; x
�
t )ztdBt �

t0+hZ
t0

Z
�

fx(t; x
�
t� ; �; u

�
t )zt

eN(dt; d�):
Then

E
��yht0+h��2 � C[E sup

t0�t�t0+h

��xht � x�t
��2 + sup

t0�t�t0+h
E
��b(t; x�t0 ; �)� b(t0; x

�
t0
; �)
��2 dt

+ 1
h
E

t0+hZ
t0

��b(t0; x�t0 ; u�t0)� b(t; x�t ; u
�
t )
��2 dt+ E sup

t0�t�t0+h

��x�t � x�t0
��2

+E

t0+hZ
t0

Z
�

��� � u�t0
��2 �(d�)dt+ E

t0+hZ
t0

jztj2 dt

+ sup
t0�t�t0+h

E

Z
�

���f(t; x�
t�0
; �; �)�f(t0; x�t�0 ; �; �)

���2 �(d�)
+ 1
h
E

t0+hZ
t0

Z
�

���f(t0; x�t�0 ; �; u�t0)�f(t; x�t� ; �; u�t )���2 �(d�)dt:

(2.16)

By Lemma (2.3), and the properties (2.12) and (2.13), it is easy to see that E
��yht0+h��2

tends to 0 as h! 0:
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For t 2 [t0 + h;T ] ; we denote xh;�t = x�t + �h(y
h
t + zt); then y

h
t satis�es the following SDE

dyht = 1
h

�
b(t; x�t + h(yht + zt); u

�
t )� b(t; x�t ; u

�
t )
�
dt+ 1

h

�
�(t; x�t + h(yht + zt))� �(t; x�t )

�
dBt

+ 1
h

Z
�

�
f(t; x�t� + h(yht� + zt�); �; u

�
t
)�f(t; x�t� ; �; u�t )

� eN(dt; d�)
�bx(t; x�t ; u�t )ztdt� �x(t; x

�
t )ztdBt

�
Z
�

fx(t; x
�
t� ; �; u

�
t )zt

eN(dt; d�);
then

yht = yht0+h +

tZ
t0+h

1Z
0

bx(s; x
h;�
s ; u�s)y

h
s d�ds+

tZ
t0+h

1Z
0

�x(s; x
h;�
s )y

h
s d�dBs

+

1Z
0

tZ
t0+h

Z
�

fx(s; x
h;�
s ; �; u�s)y

h
s d� eN(ds; d�) + �ht ;

where

�ht =

tZ
t0+h

1Z
0

bx(s; x
h;�
s ; u�s)zsd�ds+

tZ
t0+h

1Z
0

�x(s; x
h;�
s )zsd�dBs +

tZ
t0+h

1Z
0

Z
�

fx(s; x
h;�
s ; �; u�s)zsd�

eN(ds; d�)
�

tZ
t0+h

bx(s; x
�
s; u

�
s)zsds�

tZ
t0+h

�x(s; x
�
s)zsdBs �

tZ
t0+h

Z
�

fx(s; x
�
s� ; �; u

�
s)zs eN(ds; d�):

Hence

E
��yht ��2 � E

��yht0+h��2 +KE

tZ
t0+h

������
1Z
0

bx(s; x
h;�
s ; uhs )y

h
s d�

������
2

ds+KE

tZ
t0+h

������
1Z
0

�x(s; x
h;�
s )y

h
s d�

������
2

ds

+KE

tZ
t0+h

Z
�

������
1Z
0

fx(s; x
h;�
s ; �; uhs )y

h
s d�

������
2

�(d�)ds+KE supt0+h�t�T
���ht ��2 :

Since bx; �x; and fx are bounded, then

E
��yht ��2 � E

��yht0+h��2 + CE

tZ
0

��yhs ��2 ds+KE sup
t0+h�t�T

���ht ��2 :
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We conclude by the continuity of bx; �x and fx, and the dominated convergence that

limh!0E supt0+h�t�T
���ht ��2 = 0: Hence by the Gronwall lemma, and (2.16) we get

lim
h!0

E
��yht ��2 = 0:

The second estimate is proved in a similar way.

We use the same notations as in the proof of Lemma (2.4), we can prove the corollary

(2.2).

Proof. We have by the de�nition of J that

1

h

�
J(uh)� J(u�)

�
=
1

h

24E �g(xhT )� g(x�T )
�
+

TZ
t0

�
h(t; xht ; u

h
t )� h(t; x�t ; u

�
t )
�
dt

35 ;
then,

1

h

�
J(uh)� J(u�)

�
= E

24 1Z
0

gx(x
h;�
T )(

xhT � x�T
h

)d�+
1

h

TZ
t0

�
h(t; xht ; u

h
t )� h(t; x�t ; u

�
t )
�
dt

35 :
From Lemma (2.4), we obtain (2.3) by letting h tend to 0:

Let us introduce the adjoint process. We proceed as in [9] and [27].

Let '(t; �) be the solution of the linear equation

8>>>>><>>>>>:
d'(t; �) = bx(t; x

�
t ; u

�
t )'(t; �) + �x(t; x

�
t )'(t; �)dBt

+

Z
�

fx(t; x
�
t� ; �; u

�
t )'(t

�; �) eN(dt; d�) 0 � � � t � T:

'(�; �) = Id

(2.17)

This equation is linear with bounded coe¢ cients. Hence it admits a unique strong solution.

Moreover, the process ' is invertible, with an inverse  satisfying suitable integrability

conditions.

From Itô�s formula, we can easily check that d('(t; �) (t; �)) = 0; and '(�; �) (�; �) = Id;
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Chapter 2. Stochastic maximum principle of controlled jump di¤usions

where  is the solution of the following equation

8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:

d (t; �) = (�x(t; x
�
t ) (t; �)�x(t; x

�
t )� bx(t; x

�
t ; u

�
t ) (t; �)

�
Z
�

fx(t; x
�
t� ; �; u

�
t ) (t

�; �)�(d�)dt

1A
��x(t; x�t ) (t; �)dBt

� (t�; �)
Z
�

�
fx(t; x

�
t� ; �; u

�
t ) + Id

��1
fx(t; x

�
t� ; �; u

�
t )N(dt; d�)

0 � � � t � T

 (�; �) = Id:

If � = 0 we simply write '(t; 0) = 't and  (t; 0) =  t.

By the uniqueness property, it is easy to check that

zt = '(t; t0)
�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
;

then, (2.3) will become

dJ(uh)
dh

���
h=0

= E

24 TZ
t0

hx(t; x
�
t ; u

�
t )'(t; t0)

�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
dt

+gx(x
�
T )'(T; t0)

�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
+
�
h(t0; x

�
t0
; �)� h(t0; x

�
t0
; u�t0)

��
:

(2.18)

Now, if we de�ne the adjoint process by

pt = yt 
�
t ; (2.19)

where

yt = E

24gx(x�T )'�T + TZ
t

hx(s; x
�
s; u

�
s)'

�
sdt j Ft

35
= E [X j Ft]�

tZ
0

hx(s; x
�
s; u

�
s)'

�
sdt;
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with

X = gx(x
�
T )'

�
T +

TZ
0

hx(s; x
�
s; u

�
s)'

�
sdt:

It follows that

dJ(uh)

dh

����
h=0

= E
�
pt
�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
+
�
h(t0; x

�
t0
; �)� h(t0; x

�
t0
; u�t0)

��
:

De�ne the Hamiltonian H from [0;T ]� Rn � A� Rn into R by

H(t; x; u; p) = h(t; xt; ut) + pb(t; xt; ut); (2.20)

we get from optimality of u�

E
�
H(t0; xt0 ; �; pt0)�H(t0; xt0 ; u

�
t0
; pt0)

�
� 0:dt0 � a:e:

By the Itô representation theorem [19], there exist two processes Q 2 M2 and R 2 L2

satisfying

E [X j Ft] = E [X] +

tZ
0

QsdBs +

tZ
0

Z
�

Rs(�) eN(ds; d�);
hence,

yt = E [X]�
tZ
0

hx(s; x
�
s; u

�
s)'sds+

tZ
0

QsdBs +

tZ
0

Z
�

Rs(�) eN(ds; d�):
Let

qt = Qt t � pt�x(t; x
�
t );

rt(�) = Rt(�) t
�
fx(t; x

�
t� ; �; u

�
t ) + Id

��1
+ pt

��
fx(t; x

�
t� ; �; u

�
t ) + Id

�
� Id

�
:

The above discussion will allow us to introduce the next theorem which is the main result

of this subsection.

Theorem 2.2 (maximum principle for strict control) Let u� be the optimal strict

40



Chapter 2. Stochastic maximum principle of controlled jump di¤usions

control minimizing the cost J (:) over U , and denote by x� the corresponding optimal

trajectory, then there exist a unique triple of square integrable adapted processes (p; q; r)

which is the solution of the backward SDE

8>>>>>>>>>>><>>>>>>>>>>>:

dpt = � [hx(t; x�t ; u�t ) + ptbx(t; x
�
t ; u

�
t ) + qt�x(t; x

�
t )

+

Z
�

rt(�)f(t; x
�
t� ; �; u

�
t )�(d�)

35 dt:
+qtdBt +

Z
�

rt(�) eN(dt; d�)
pT = gx(x

�
T ):

such that for all � 2 U the following inequality holds

E [H(t; x�t ; �; pt)�H(t; x�t ; u
�
t ; pt)] � 0:dt� a:e:

where the Hamiltonian H is de�ned by (2.20).

2.3 The maximum principle for near optimal controls

We know that there is always a near optimal control. It is interesting to know what kind

of necessary conditions are veri�ed by these controls. For this we need to introduce the

Ekeland�s variational principle

Lemma 2.5 (Ekeland�s variational principle) Let (E; d) be a complete metric space

and f : E ! R be lower semicontinuous and bounded from below. Given " > 0, suppose

u" 2 E satis�es f(u") � inf(f) + ": Then for any � > 0; there exists � 2 E such that

� f(�) � f(u")

� d(u"; �) � �

� f(�) � f(!) + "
�
d(!; �) for all ! 6= �:
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To apply Ekeland�s variational principle, we have to endow the set U of strict controls

with an appropriate metric. For any u and � 2 U; we set

d(u; �) = P 
 dt f(!; t) 2 
� [0;T ] ; u(!; t) 6= �(!; t)g :

A suitable version of Ekeland�s variational principle implies that, given any "n > 0; there

exist un 2 U such that

J(un) � J(u) + "nd(u
n; u), 8u 2 U: (2.21)

Let us de�ne the perturbation, 8u 2 U; S 2 Ft0

un;h =

8><>: u; (t; !) 2 [t0; t0 + h]� S

un::::otherwise.

from (2.21), we have

0 � J(un;h)� J(un) + "nd(u
n;h; un);

by the de�nition of d, it holds that

J(un) � J(un;h) + "nhC;

where C is a positive constant.

Finally, we use the same method as in the previous chapter, we can prove the next theorem

which is the main result of this subsection

Theorem 2.3 For each "n > 0;there exists (un) 2 U such that there exist a unique triple

of square integrable adapted processes (pn; qn; rn) which is the solution of the backward
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Chapter 2. Stochastic maximum principle of controlled jump di¤usions

SDE 8>>>>>>>>>>><>>>>>>>>>>>:

dpnt = � [hx(t; xnt ; unt ) + pnt bx(t; x
n
t ; u

n
t ) + qnt �x(t; x

n
t )

+

Z
�

rnt (�)f(t; x
n
t� ; �; u

n
t )�(d�)

35 dt:
+qnt dBt +

Z
�

rnt (�) eN(dt; d�)
pnT = gx(x

n
T ):

(2.22)

such that for all u 2 U

E [H(t; xnt ; u; p
n
t )�H(t; xnt ; u

n
t ; p

n
t )] + C"n � 0; (2.23)

where C is a positive constant.
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Chapter 3

The relaxed maximum principle of

controlled jump di¤usions

We know that in theory of stochastic control of di¤usions and in the absence

of additional convexity assumptions on the coe¢ cients of the control problem

de�ned in the second chapter has no optimal solution. For that, we should inject the space

of strict controls in a wider space that has good properties of compactness and convexity.

This space is that of probability measures on A where A is the set of values taken by the

strict control. In this new space, controls called relaxed controls. The �rst existence result

of an optimal relaxed control is proved by Fleming [14], for the SDEs with uncontrolled

di¤usion coe¢ cient and no jump term. For such systems of SDEs a maximum principle

has been established in [2, 3, 26]. The case where the control variable appears in the

di¤usion coe¢ cient has been solved in [13]. The existence of an optimal relaxed control

of SDEs, where the control variable enters in the jump term was derived by Kushner [23].

Our main goal in this chapter is show that under a continuity condition of the coe¢ cients,

each relaxed di¤usion process with controlled jump is a strong limit of a sequence of dif-

fusion processes associated with strict controls. The proof of this approximation result is

based on Skorokhod selection theorem, and the tightness of the processes. Consequently,
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Chapter 3. The relaxed maximum principle of controlled jump di¤usions

we show that the strict and the relaxed control problems have the same value function.

Using the same techniques, we give another proof of the existence of an optimal relaxed

control, based on the Skorokhod selection theorem. After that we establish a Pontriagin

maximum principle for the relaxed control problem. More precisely we derive necessary

conditions for optimality satis�ed by an optimal control. The proof is based on Pontria-

gin�s maximum principle for nearly optimal strict controls and some stability results of

trajectories and adjoint processes with respect to the control variable.

3.1 Formulation of the relaxed control problem

If �n is a sequence of admissible relaxed controls with corresponding solution xn, then

there might be a weakly convergent subsequence of (xn; �n) whose limit does not satisfy

(2.1) for some Brownian motion, Poisson measure and admissible control u; because in the

relaxed control framework, the way of representing the limit controlled jump terms not

clear. To get the desired closure or compactness, it is necessary to enlarge the model, for

that we need to introduce an extension of the Poisson measure, which we call the relaxed

Poisson measure, to do this we follow closely [22].

Let us begin with a simple example. Suppose that the admissible control u takes the two

values a1 and a2 such that

u�(t) =

8><>: a1; t 2 [k�; k�+ �1�]

a2; t 2 [k�+ �1�; k�+ �]
k = 1; 2; ::::

where � > 0; and �1 + �2 = 1:

Let x� denote the associated solution to (2.1), if we de�ne 1�i (s) by

1�i (s) =

8><>: 1; u�(s) = ai(s)

0; otherwise,
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then the SDE (2.1) takes the form

8>>><>>>:
dx�t =

2X
i=1

1�i (t)b(t; x
�
t ; ai(t))dt+ �(t; x�t )dBt+

2X
i=1

Z
�

1�i (t)f(t; x
�
t� ; �; ai(t))N(dt; d�)

x�0 = 0:

Let �� denote the relaxed version of the control u�; that is ��t (dai)dt = �u�(t)(dai)dt: It is

easy to see that 1�i (s) = ��t (ai) which converges weakly to �t(ai) = �i; when �! 0; indeed

Z
R

Z
A

'(ai)�u�(t)(dai)dt =

Z
R

'(u�(t))dt

=

Z
R

'(a1)1[k�;k�+�1�](t)dt+

Z
R

'(a2)1[k�+�1�;k�+�](t)dt

= '(a1)�1�+ '(a2)�2�

=

Z
R

2X
i=1

'(ai)�i1[k�;k�+�](t)dt

=

Z
R

'(a1)�11[k�;k�+�1�](t)dt+

Z
R

'(a2)�21[k�+�1�;k�+�](t)dt

=

Z
R

Z
A

'(ai)�idt:

By the tightness of the set of jumps, we can �x a weakly convergent subsequence of the

jumps, such that the limit satis�es the following SDE

8>>><>>>:
dxt =

Z
A

b(t; xt; at)�t(da)dt+ �(t; xt)dBt+
2X
i=1

Z
�

f(t; xt� ; �; ai(t))Ni(dt; d�)

x0 = 0;

where Ni; i = 1; 2 are independent Poisson measures with compensator �(d�)�idt:

Remark 3.1 Note that the previous type of approximation can be adapted to the case

where the fractions of the intervals on which the ai are used are time dependent in a
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nonanticipative way. in this case the compensator of Ni; i = 1; 2; is the random and time

varying quantity �(d�)�t(dai)dt: Moreover, the Ni; i = 1; 2; would not be independent, but

the martingales de�ned by

tZ
0

Z
�

1�i (s)f(s; x
�
s� ; �; ai)N(ds; d�)�

tZ
0

Z
�

f(s; x�s� ; �; ai)�(d�)�
�
s(dai)ds

converge weakly to the processes

tZ
0

Z
�

f(s; xs� ; �; ai)Ni(dt; d�)�
tZ
0

Z
�

f(s; xs� ; �; ai)�(d�)�s(dai)ds

which are orthogonal Ft�martingales.

General case
The above discussion suggests a generalization of the concept of Poisson measure. For

that, let � be the relaxed representation of an admissible control u; and let A0 2 B(A)

and �0 2 B(�): Then de�ne

N�([0; t] ; A0;�0) � N�(t; A0;�0) =

tZ
0

Z
�0

1A0(u(s))N(ds; d�);

the number of jumps of

:Z
0

Z
�0

�N(ds; d�) on [0; t] with values in �0 and where u(s) 2 A0

at the jump times s:

Since 1A0(u(s)) = �s(A0); then the compensator of the counting measure valued process

N� is �(d�)�t(da)dt = �t
�(da; d�)dt:Moreover, for bounded and measurable real-valued

functions '(:); the process

tZ
0

Z
�

Z
A

'(s; xs� ; �; a)N
�(dt; d�; da)�

tZ
0

Z
�

Z
A

'(s; xs� ; �; a)�(d�)�s(da)ds
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is also an Ft�martingale.

De�nition 3.1 A relaxed Poisson measure N� is a counting measure valued process such

that its compensator is the product measure of the relaxed control � with the compensator

� of N . Which have the property that for any Borel set �0 � � and A0 � A; the processes

eN�(t; A0;�0) = N�(t; A0;�0)� �(t; A0)�(�0)

are Ft�martingales and are orthogonal for disjoint �0 � A0:

Now, we can write the stochastic di¤erential equation with controlled jumps in terms of

relaxed Poisson measure as follows8>><>>:
dx�t =

Z
A

b(t; x�t ; a)�t(da)dt+ �(t; x�t )dBt +

Z
A

Z
�

f(t; x�t� ; �; a)
eN�(dt; d�; da)

x�0 = 0:

(3.1)

The expected cost associated to a relaxed control is de�ned as

J(�) = E

24g(x�T ) + Z
A

TZ
0

h(t; x�t ; a)�t(da)dt

35 :
Consider a sequence of random predictable measures (�ns 
�)n converging weakly to �s
�

on [0;T ]�A� � P�almost surely, then there exists a sequence of orthogonal martingale

measures eNn de�ned on 
� [0;T ]�A� � with compensator �ns 
 �(da; d�)ds, such that

for each bounded function '

tZ
0

Z
A

Z
�

'(s; x�s� ; �; a)
eNn(ds; d�; da) converges to

tZ
0

Z
A

Z
�

'(s; x�s� ; �; a)
eN�(ds; d�; da):
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3.2 Approximations and existence of relaxed control

3.2.1 Approximation of trajectories

In order for the relaxed control problem to be truly an extension of the strict one, the

in�mum of the expected cost for the relaxed controls must be equal to the in�mum for

the strict controls. This result is based on the approximation of a relaxed control by a

sequence of strict controls, given by the next lemma, which called chattering lemma.

Lemma 3.1 Let � be a predictable process with values in the space P(A). Then there

exist a sequence of predictable processes (un) with values in A such that

�nt (da)dt = �unt (da)dt �! �t(da)dt weakly..

Proof. see [14]

The next theorem which is our main result in this section gives the stability of the stochas-

tic di¤erential equations with respect to the control variable, and that the two problems

has the same in�mum of the expected costs.

Theorem 3.1 Let � be a relaxed control, and let x� be the corresponding trajectory. Then

there exist a sequence (un) of strict controls such that

lim
n!1

E

�
sup
0�t�T

jxnt � x�t j
2

�
= 0

and

lim
n!1

J(un) = J(�): (3.2)

where xn denote the trajectory associated with (un):

To prove theorem (??) and theorem (3.1), we need some results on the tightness of the

processes.
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Lemma 3.2 The family of relaxed controls ((�n)n�0; �) is tight in R the space of proba-

bility measures on [0;T ]� A:

Proof. see [3].

Lemma 3.3 The family of martingale measures (( eNn)n�0; eN�) is tight in the spaceDS0 ([0;T ])

of all mappings càdlàg from [0;T ] with values in S
0
the topological dual of the Schwartz

space S of rapidly decreasing functions.

Proof. If we denote

Y n
t =

tZ
0

Z
A��

 (t; xnt� ; �; a)
eNn(dt; d�; da)

and

Yt =

tZ
0

Z
A��

 (t; x�t� ; �; a)
eN�(dt; d�; da);

and let S, T two stopping times, such that S � T � S + �; then we have

8n 2 N; � > 0; 9m and k > 0; such that

n � m P (sup
t�n

jY n
t j > k) � E jY n

t j
2

k2
� ";

and 8n 2 N; � > 0, by the proposition (4.1) ( see appendix ), we have

P ( sup
t2[S;T ]

jY n
S � Y n

T j � �) �
"

�2
+ P (< Y n >T � < Y n >S� k):

Since < Y n >T � < Y n >S� !(< Y n >; �) = supjT�Sj<� j< Y n >T � < Y n >Sj ; because

jT � Sj � �: This implies that

P ( sup
t2[S;T ]

jY n
S � Y n

T j � �) �
"

�2
+ P (!(< Y n >; �) � k):

By the C�tightness of < Y n >; we have

P (!(< Y n >; �) � k) � ":
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Finally, we conclude that

lim
�!0

lim sup
n

sup
S�T�S+�

P ( sup
t2[S;T ]

jY n
S � Y n

T j � �) = 0;

that is the Aldous conditions is ful�lled (see appendix). Hence the sequence (Y n
t )n�0 is

tight. By the same method we can prove the tightness of (Yt) :

Lemma 3.4 if xn and x are the solutions of (3.1) associated with �n and � respectively,

then the family of processes (xn; x) is tight in D([0;T ] ;Rd):

Proof. By the same method in the proof of lemma (3.3).

Proof of theorem 4.2. 1- Let � be a relaxed control, then by the Lemma (3.1), there

exists a sequence (�n) such that �nt (da)dt = �unt (da)dt �! �t(da)dt in R, P � a:s; Let xn;

and x are the solutions of (3.1) associated with �n and �, respectively, Suppose that the

result of theorem (3.1) is false, then there exists  > 0 such that

inf
n
E
h
jxnt � x�t j

2
i
� : (3.3)

According to lemmas (3.2), (3.3) and (3.4), the family of processes

�n = (�n; �; xn; x; eNn; eN�)

is tight in the space

(R�R)� (D �D)� (DS0 �DS0 ):

Then, by the Skorokhod selection theorem, there exist a probability space (b
; bF ; bP ) and
a sequence c�n = (c�n;c�n;cxn; byn; ceNn;

dfMn) de�ned on it such that

a- For each n 2 N, the laws of �n and c�n coincides,
b- there exists a subsequence (d�nk) of (c�n) which converges to b�; bP � a:s on the space

(R�R)� (D �D)� (DS
0 �DS

0 ); where b� = (b�; b�; bx; by; ceN�;
dfM�):
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By the uniform integrability, we have

 � lim inf
n
E

�
sup
0�t�T

jxnt � x�t j
2

�
= lim inf

n

bE � sup
0�t�T

���cxnt � bynt ���2� = bE � sup
0�t�T

jbxt � bytj2� ;
where bE is the expectation with respect to bP :We see that cxnt and bynt satisfy the following
equations

8>><>>:
dcxnt =

Z
A

b(s;cxnt ; a)c�ns (da)ds+ �(s;cxnt )dBs + Z
A

Z
�

f(s; cxnt� ; �; a)ceNn(ds; d�; da)

cxn0 = 0;

8>><>>:
d bynt =

Z
A

b(s; bynt ; a)c�ns (da)ds+ �(s; bynt )dBs + Z
A

Z
�

f(s; cynt� ; �; a)dfMn(ds; d�; da)

byn0 = 0;

using the fact that (c�n) converges to b�; bP � a:s; it holds that (cxnt ) and ( bynt ) converge
respectively to bxt and byt; which satisfy

8>><>>:
dbxt =

Z
A

b(t; bxt; a) b�t(da)dt+ �(t; bxt)dBt + Z
A

Z
�

f(t; cxt� ; �; a)ceN�(dt; d�; da)

bx0 = 0;

8>><>>:
dbyt =

Z
A

b(t; byt; a)b�t(da)dt+ �(t; byt)dBt + Z
A

Z
�

f(t; cyt� ; �; a)dfM�(dt; d�; da)

by0 = 0:

By the lemma (3.1), the sequence (�n; �) converges to (�; �) in R2: Moreover

law(�n; �) = law(c�n;c�n);

(c�n;c�n) �! (b�; b�); bP � a:s in R2;
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if n tends to 1:

Hence, law(b�; b�) = law(�; �); then b� = b�;cP � a:s: By the same method we can prove

that ceN�(ds; d�; da) =
dfM�(ds; d�; da); cP � a:s: It follows that bxt = byt;cP � a:s, by the

uniqueness of solution. Which is a contradiction (3.3).

2- By using the Cauchy-Schawrz inequality, we get

jJ(un)� J(�)j � C
�
E jg(xnT )� g(x�T j

2)
� 1
2

+CE

������
tZ
0

Z
A

h(s; xns ; a)�
n
s (da)ds�

tZ
0

Z
A

h(s; xns ; a)�s(da)ds

������
+C

tZ
0

�
E jh(s; xns ; u)� h(s; x�s ; u)j

2� 12 ds:
The �rst and the third terms in the right hand side converge to 0 because g and h are

bounded and continuous functions in x; and the fact that

lim
n!1

E
h
jxnt � x�t j

2
i
= 0:

Since h is bounded and continuous in a, an application of the dominated convergence

theorem allows us to conclude that the second term in the right hand side tends to 0 .

3.2.2 Existence of an optimal relaxed control

We show in this section that there exist an optimal solution for the relaxed control problem,

the proof is based on Skorokhod selection theorem and some results of tightness.

Theorem 3.2 Under assumptions on the coe¢ cients b, �; f; g; and h the relaxed control

problem admits an optimal relaxed control.

proof . Let (xn; �n) be a minimizing sequence for the cost function J(�), that is

lim
n!1

J(�n) = inf
�2R

J(�);
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where xn is the solution of (3.1) corresponding to �n:

According to lemmas (3.2), (3.3) and (3.4), the family of processes �n = (�n; xn; fNn) is

tight in the space (R; D;DS0 ); by the Skorokhod selection theorem, there exist a proba-

bility space (b
; bF ; bP ) and a sequence c�n = (c�n;cxn; cfNn) de�ned on it such that

1. For each n 2 N, the laws of �n and c�n coincides,
2. there exists a subsequence (d�nk) of (c�n) which converges to b�; bP � a:s on the space
R�D �DS0 ; where b� = (b�; bx; beN) it holds that cxn proba���! bx then, we have

��J(c�nk)� J(b�)�� � E
���g(cxnkT )� g(cxT )���

+E

������
TZ
0

Z
A

h(t; cxnkt ; a)c�nkt (da)dt� TZ
0

Z
A

h(t; bxt; a)c�nkt (da)dt
������

+E

������
TZ
0

Z
A

h(t; bxt; a)c�nkt (da)dt� TZ
0

Z
A

h(t; bxt; a)b�t(da)dt
������ ;

then

��J(c�nk)� J(b�)�� � E
���g(cxnkT )� g(cxT )���

+E

TZ
0

���h(t; cxnkt ; unkt )� h(t; bxt; unkt )��� dt
+E

������
TZ
0

Z
A

h(t; bxt; a)c�nkt (da)dt� TZ
0

Z
A

h(t; bxt; a)b�t(da)dt
������ :

The �rst and second terms in the right-hand side converge to 0, because h and g are

bounded and continuous functions with respect to x. Using the convergence of (c�nkt )n tob�t; and the dominated convergence theorem to conclude that the last term tends to 0.

Hence

inf
�2R

J(�) = lim
n!1

J(�n) = lim
n!1

J(c�n) = lim
n!1

J(c�nk) = J(b�);
then b� is an optimal control.
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Remark 3.2 From the previous results, we see that the relaxed model is a true extension

of the strict one, because the in�mum of the two cost functions are equal, and the relaxed

model have an optimal solution.

3.3 Maximum principle for relaxed control problems

Now, we can introduce the next theorem, which is the main result of this section.

Theorem 3.3 (The relaxed stochastic maximum principle) Let �� be an optimal

relaxed control minimizing the functional J overR, and let x�
�

t be the corresponding optimal

trajectory. Then there exist a unique triple of square integrable and adapted processes

(p �� ; q �� ; r ��) which is the solution of the backward SDE

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

dp�
�

t = �

24Z
A

hx(t; x
��

t ; a)�
�
t (da) +

Z
A

p�
�

t bx(t; x
��

t ; a)�
�
t (da) + q�

�

t �x(t; x
��

t )

+

Z
A

Z
�

r�
�

t (�)f(t; x
��

t� ; �; a)�
�
t 
 �(da; d�):

35 dt
+q�

�

t dBt +

Z
�

r�
�

t (�) eN��(dt; d�; da)

p
��t
T = gx(x

��t
T );

(3.4)

such that for all u 2 U

E

TZ
0

24H(t; x��t ; ut; p��t ; q�� ; r��t (:))� Z
�

H(t; x�
�

t ; a; p
��

t ; q
�� ; r�

�

t (:))�
�
t (da)

35 dt � 0: (3.5)

The proof of this theorem is based on the following lemma.

Lemma 3.5 Let (p n; q n; r n) and (p �� ; q �� ; r ��); be the solutions of (2.22) and (3.4),
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respectively. Then we have

limn!1

24E ��pn � p�
���2 + E

TZ
t

��qn � q�
���2 ds+ E

TZ
t

Z
�

��rn � r�
���2 �(d�)ds

35 = 0:
To prove the lemma (3.5), we need to state and prove the stability theorem of BSDEs with

jump. Note that this theorem is proved by Hu and Peng [18] in the case without jump.

Stability theorem for BSDE�s with jump

Let us denote by M2(0; T ;Rm) the subset of L2(
 � [0;T ] ; dP � dt;Rm) consisting of

Ft�progressively measurable processes. Consider the following BSDE�s with jump de-

pending on a parameter n.

pnt = pnT +

TZ
t

F n(s; pns ; q
n
s ; r

n
s )ds�

TZ
t

qns dBs �
TZ
t

Z
�

rns (�)N
n(ds; d�) t 2 [0;T ] :

We assume that :

1. For any n, (p; q; r) 2 Rm � Rm�d � R; F n(:; p; q; r) 2 M2(0; T ;Rm) and pnT 2

L2(
;Ft; P;Rm);

2. There exists a constant C0 > 0 such that

jF n(s; p1; q1; r1)� F n(s; p2; q2; r2)j � C0

0@jp1 � p2j+ jq2 � q2j+
Z
�

jr1 � r2j �(d�)

1A
P:a:s a:e t 2 [0;T ] ;

3. E
�
jpnT � p�T j

2�����!n!1 0;
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4. 8t 2 [0;T ] ;

lim
n!1

E

264
������
TZ
t

(F n(s; p�s; q
�
s ; r

�
s)� F �(s; p�s; q

�
s ; r

�
s)) ds

������
2
375 = 0:

Theorem 3.4 (Stability theorem for BSDE�s with jump) Let (p n; q n; r n) and (p �; q �; r �);

be the solutions of (2.22) and (3.4), respectively. Then we have

limn!1E

24jpn � p�j2 +
TZ
t

jqn � q�j2 ds+
TZ
t

Z
�

jrn � r�j2 �(d�)ds

35 = 0:
Proof. We proceed as in [18]. Let bpn = pn�p�; bqn = qn�q�; brn = rn�r� andcpnT = pnT�p�T ;

then

bpnt + TZ
t

bqns dBs + TZ
t

Z
�

brns eN(dt; d�) =cpnT + TZ
t

[F n(s; pns ; q
n
s ; r

n
s )� F n(s; p�s; q

�
s ; r

�
s)] ds

+

TZ
t

[F n(s; p�s; q
�
s ; r

�
s)� F �(s; p�s; q

�
s ; r

�
s)] ds:

Taking the square and the expectation, we get

E

24��� bpnt ���2 + TZ
t

�� bqns �� 2ds+ TZ
t

Z
�

�� brns ��2 �(d�)ds
35 � 2E j�nt j

2

+2E

0@ TZ
t

[F n(s; pns ; q
n
s ; r

n
s )� F n(s; p�s; q

�
s ; r

�
s)] ds

1A2

� 2E j�nt j
2

+2(T � t)E

TZ
t

jF n(s; pns ; qns ; rns )� F n(s; p�s; q
�
s ; r

�
s)j

2 ds;
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with

�nt =cpnT + TZ
t

[F n(s; p�s; q
�
s ; r

�
s)� F �(s; p�s; q

�
s ; r

�
s)] ds:

Because of the assumption 2,

E
��� bpnt ���2 + E

TZ
t

�� bqns ��2 ds+ E

TZ
t

Z
�

�� brns ��2 �(d�)ds � 2E j�nt j
2 + 2(T � t)C0E

��� bpnt ���2
+2(T � t)C0E

24 TZ
t

�� bqns ��2 ds+ TZ
t

Z
�

�� brns ��2 �(d�)ds
35 :

For t 2 [T � ";T ] with " = 1
4C0

E
��� bpnt ���2 + TZ

t

�� bqns ��2 ds+ TZ
t

Z
�

�� brns ��2 �(d�)ds � 2E j�nt j
2

+1
2
E

TZ
t

24�� bpns ��2 + �� bqns ��2 + Z
�

�� brns ��2 �(d�)
35 ds;

hence

E
��� bpnt ���2 + 1

2
E

TZ
t

�� bqns ��2 ds+ 1
2
E

TZ
t

Z
�

�� brns ��2 �(d�)ds � 2E j�nt j
2 + 1

2

TZ
t

E
�� bpns ��2 ds:

Then, we have

E
��� bpnt ���2 � 2

3
E j�nt j

2 + 1
6

TZ
t

E
�� bpns ��2 ds;

E

TZ
t

�� bqns ��2 ds � 4
3
E j�nt j

2 + 1
3

TZ
t

E
�� bpns ��2 ds;

E

TZ
t

Z
�

�� brns ��2 �(d�)ds � 4
3
E j�nt j

2 + 1
3

TZ
t

E
�� bpns ��2 ds:
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Now, for apply the Gronwall lemma we need to prove that limn!1E j�nt j
2 = 0: We have

E j�nt j
2 � 2E jpnT � p�T j

2 + 2(T � t)C0E

TZ
t

jF n(s; p�s; q�s ; r�s)� F �(s; p�s; q
�
s ; r

�
s)j

2 ds;

by the assumptions 3 and 4, we deduce that limn!1E j�nt j
2 = 0:

By the Gronwall lemma, we can deduce that limn!1E
��� bpnt ���2 = 0; hence limn!1E

TZ
t

�� bqns ��2 ds =
0 and imn!1E

TZ
t

Z
�

�� brns ��2 �(d�)ds = 0:
We can use the same argument to prove that the above convergence is hold on [T � 2�;T � �] ;

[T � 3�;T � 2�] ::::This complete the proof.

To prove the lemma (3.5), it is su¢ cient to show that the coe¢ cients of our BSDE verify

the assumptions of stability theorem (3.4) :

Proof of lemma 4.5. By the continuity of the derivatives of the coe¢ cients, and the

fact that limn!1E
���xnT � x�

�

T

���2 = 0; we can deduce that
lim
n!1

E

264
������
TZ
t

�
F n(s; p�

�

s ; q
��

s ; r
��

s )� F �
�
(s; p

��

s ; q
��

s ; r
��

s )
�
ds

������
2
375 = 0

and

lim
n!1

E

����pnT � p�
�

T

���2� = 0:
And, by the boundedness of bx; �x; and f; we can easily check that there exists a constant

C0 > 0 such that

���F n(s; pns ; qns ; rns )� F n(s; p
��

s ; q
��

s ; r
��

s )
��� � C0

0@���pns � p
��

s

���+ ���qns � q
��

s

���+ Z
�

���rns � r
��

s

��� �(d�)
1A

P:a:s a:e t 2 [0;T ] ;
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where

F n(s;X; Y; Z) = hx +Xbx + Y �x +

Z
�

Zf�(d�);

and

F �
�
(s;X; Y; Z) =

Z
A

hx(a)�
�
t (da) +

Z
A

Xbx(a)�
�
t (da) + Y �x +

Z
�

Zf(�; a)��t 
 �(da; d�):

This complete the proof.

Proof of theorem 4.4. The result is proved by passing to the limit in inequality (2.23),

and using lemma (3.5), we get easily the inequality (3.5).
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Chapter 4

The relaxed maximum principle in

singular optimal control of controlled

jump di¤usions

In this chapter, we consider mixed relaxed-singular stochastic control problems ofsystems governed by stochastic di¤erential equations of the same type of SDEs

de�ned in the forth chapter, but the control variable has two components, the �rst being

measure valued process and the second singular. Our main goal is to extend the result

of S. Bahlali, B. Djehiche, and B. Mezerdi [2] to the problem where the system evolves

according to SDE with jumps, by the same techniques that used in the previous chapters,

and using a strong perturbation of the absolutely continuous part of the control and a

convex perturbation of the singular part.
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4.1 Formulation of the problem

4.1.1 Strict control problem

We consider in this subsection a stochastic control problem of systems governed by sto-

chastic di¤erential equations on some �ltered probability space (
;F ,(Ft)t�0; P ), such that

F0 contains the P�null sets, We assume that (Ft)t�0 is generated by a standard Brownian

motion B and an independent Poisson measure N , and assume that the compensator of

N has the form �(d�)dt, where the jumps are con�ned to a compact set �: And set

eN(dt; d�) = N(dt; d�)� �(d�)dt:

Consider the following sets A1, is a nonempty subset of Rk and A2 = ([0;1))m ; let U1

the class of measurable, adapted processes u : [0;T ] � 
 �! A1, and U2 the class of

measurable, adapted processes � : [0;T ]� 
 �! A2:

De�nition 4.1 An admissible strict control is a pair (u; �) of (A1 �A2)�valued measur-

able, Ft�adapted processes, such that

� � is of bounded variation, nondecreasing left-continuous with right limits and �0 = 0

�

E

"
sup
t2[0;T ]

jutj2 + j�T j2
#
<1:

We denote by U =U1 � U2 the set of admissible strict controls.

For any (u; �) 2 U , we consider the following stochastic di¤erential equation (SDE)

8>><>>:
dxt = b(t; xt; ut)dt+ �(t; xt)dBt+

Z
�

f(t; xt� ; �; ut)
eN(dt; d�) +Gtd�t

x(0) = x0;

(4.1)

62



Chapter 4. The relaxed maximum principle in singular optimal control of controlled
jump di¤usions

where

b : [0;T ]� Rn � A �! Rn

� : [0;T ]� Rn �!Mn�d(R)

f : [0;T ]� Rn � �� A �! Rn

G : [0;T ] �!Mn�m(R)

are bounded, measurable and continuous functions.

The expected cost is given by:

J(u; �) = E

24g(xT ) + TZ
0

h(t; xt; ut)dt+

TZ
0

ktd�t

35 ; (4.2)

where

g : Rn �! R

h : [0;T ]� Rn � A �! R

k : [0;T ] �! ([0;1))m ;

be bounded and continuous functions.

The strict optimal control problem is to minimize the functional J(:; :) over U . A control

that solves this problem is called optimal.

The following assumptions will be in force throughout this chapter :

(H1) The maps b, �; f and h are continuously di¤erentiable with respect to x. They and

their derivatives bx �x fx and hx are continuous in (x; u):

(H2) The derivatives �x, fxand gx are bounded and bx and hx are uniformly bounded in

u:

(H3) b, � and f are bounded by K(1+ jxj+ juj); and g is bounded by K(1+ jxj); for some
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K > 0:

(H4) G and k are continuous and bounded.

4.1.2 Relaxed-Singular control problem

In this subsection, we introduce relaxed controls of our systems of SDE. The idea of relaxed

control is to replace the absolutely continuous part of the control u with a P (A1)�valued

process �; where P (A1) denotes the space of probability measures equipped with the

topology of weak convergence. Consequently, the state variable is governed by a counting

measure valued process called the relaxed Poisson measure, as described in the previous

chapter in particular the �rst section.

De�nition 4.2 A relaxed-singular control is a pair (�; �) of processes such that

1. � is a P (A1)�valued process, progressively measurable with respect to (Ft)t�0;

2. � 2 U2:

We denote by Rs= R1 � U2 the set of relaxed-singular controls.

For any (�; �) 2 R; write the stochastic di¤erential equation with controlled jumps in

terms of relaxed Poisson measure as follows

8>><>>:
dx�t =

Z
A1

b(t; x�t ; a)�t(da)dt+ �(t; x�t )dBt +

Z
A1

Z
�

f(t; x�t� ; �; a)
eN�(dt; d�; da)+Gtd�t

x�0 = 0:

(4.3)

The expected cost associated to a relaxed-singular control is de�ned as

J(�; �) = E

24g(x�T ) + Z
A1

TZ
0

h(t; x�t ; a)�t(da)dt+

TZ
0

ktd�t

35 :
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4.2 Approximation of trajectories

In order for the relaxed-singular control problem to be truly an extension of the strict one,

the in�mum of the expected cost for the relaxed-singular controls must be equal to the

in�mum of the expected cost for the strict ones. This result is based on the approximation

of a relaxed control by a sequence of strict controls, and the convergence of the relaxed

Poisson measures corresponding with them, given by the chattering lemma (3.1). The

next theorem which is our main result in this section gives the stability of the stochastic

di¤erential equations with respect to the control variable, and that the two problems has

the same in�mum of the expected costs.

Theorem 4.1 Let (�; �) be a relaxed-singular control, and let x� be the corresponding

trajectory. Then there exist a sequence (un; �) of strict controls such that

lim
n!1

E

�
sup
0�t�T

jxnt � x�t j
2

�
= 0;

and

lim
n!1

J(un; �) = J(�; �); (4.4)

where xn denote the trajectory associated with (un; �):

Proof. Using the same method of the proof of theorem 5 in chapter 4:

4.3 Maximum principle for relaxed control problems

Our main goal in this section is to establish optimality necessary conditions for relaxed-

singular control problems, where the system is described by a SDE driven by a relaxed

Poisson measure which is a martingale measure, of the form (4.3) and the admissible

controls are measure-valued processes which are called relaxed controls. The proof is
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based on the chattering lemma (3.1), and using Ekeland�s variational principle (2.5), we

derive necessary conditions of near optimality satis�ed by a sequence of strict controls.

By using stability properties of the state equations and adjoint processes, we obtain the

maximum principle for our relaxed problem.

4.3.1 The maximum principle for strict control

The purpose of this subsection is to derive optimality necessary conditions, satis�ed by

an optimal strict control. The proof is based on strong perturbations for the absolutely

continuous part, and the convex perturbations for the singular components of the optimal

control (u�; ��), which de�ned by :

(uh; ��) =

8><>: (�; ��) if t 2 [t0; t0 + h]

(u�; ��) otherwise,
(4.5)

(u�; �h) = (u�; �� + h(� � ��); (4.6)

for some (�; �) 2 U .

The �rst variational inequality

To obtain the �rst variational inequality in the stochastic maximum principle, we use the

strong perturbations (4.5), the �rst variational inequality is derived from the fact that

dJ(uh; ��)

dh

����
h=0

� 0:

Note that the singular part is not a¤ected by the perturbation (4.5). So, we have

lim
h!0

E

"
sup
t2[0;T ]

���x(uh;��)t � x�t

���2# = 0; (4.7)
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where8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

x
(uh;��)
t = x�t ; t � t0

dx
(uh;��)
t = b(t; x(u

h;��)
t ; �)dt+ �(t; x(u

h;��)
t )dBt+

Z
�

f(t; x
(uh;��)
t� ; �; �) eN(dt; d�)

+Gtd�
�
t ; t0< t < t0+h

dx
(uh;��)
t = b(t; x(u

h;��)
t ; u�)dt+ �(t; x(u

h;��)
t )dBt+

Z
�

f(t; x
(uh;��)
t� ; �; u�) eN(dt; d�)

+Gtd�
�
t ; t0+h < t < T:

For more detail about the proof see lemma (2.3) chapter 3.

Choose t0 such that ( 2.12) and (2.13) holds, then we have

Corollary 4.1 Under assumptions (H1)-(H3), one has

dJ(uh; ��)

dh

����
h=0

= E [gx(x
�
T )zT + &T ] ; (4.8)

where 8><>: d&t = hx(t; x
�
t ; u

�
t )ztdt t0 � t � T

&t0 = h(t0; x
�
t0
; �)� h(t0; x

�
t0
; u�t0);

and the process z is the solution of the linear SDE

8>><>>:
dzt = bx(t; x

�
t ; u

�
t )ztdt+ �x(t; x

�
t )ztdBt +

Z
�

fx(t; x
�
t� ; �; u

�
t )zt�

eN(dt; d�); t0 � t � T

zt0 =
�
b(t0; x

�
t0
; �)� b(t0; x

�
t0
; u�t0)

�
:

(4.9)

From (H2) the variational equation (4.9) has a unique solution.

To prove the corollary (4.1) we need the following estimates.
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Lemma 4.1 Under assumptions (H1)-(H3), it holds that

lim
h!0

E

24�����x(u
h;��)

t � x�t
h

� zt

�����
2
35 = 0:

lim
h!0

E

264
������1h

TZ
t0

�
(h(t; x�t ; u

h
t )� (h(t; x�t ; u�t )

�
� &T

������
2
375 = 0:

Proof. Since x(u
h;��)

t � x�t does not depend on the singular part, the proof follows that of

lemma (2.4), chapter 3.

By the same method of section (3.2.2) of chapter 3, we can get the �rst variational in-

equality

E [H(t; x�t ; �; pt)�H(t; x�t ; u
�
t ; pt)] � 0:dt� a:e;

where the Hamiltonian H is de�ned by (2.20).

The second variational principle

To obtain the second variational inequality of the stochastic maximum principle, we use

the perturbations (4.6) of the second parts of the optimal control. Since (u�; ��) is optimal

control, then we have

J(u�; �h)� J(u�; ��) � 0: (4.10)

From this inequality, we will derive the second variational inequality.

Lemma 4.2 Let x(u
�;�h)

t be the trajectory associated with (u�; �h); and x�t be the trajectory

associated with (u�; ��); then the following estimate holds :

lim
h!0

E

"
sup
t2[0;T ]

���x(u�;�h)t � x�t

���2# = 0: (4.11)
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Proof. From the boundedness and continuity of bx; �x; and fx and by using the Burkholder-

Davis-Gundy inequality for the martingale part, we get

E

�
supt2[0;T ]

���x(u�;�h)t � x�t

���2� � C1

tZ
0

E

�
sups2[0;T ]

���x(u�;�h)s � x�s

���2� ds+ C2h
2d j� � ��j2

+C3

tZ
0

E

24sups2[0;T ] Z
�

�
sup�2�

���x(u�;�h)s � x�s

���2� �(d�)ds
35 ;

which implies that

E

�
supt2[0;T ]

���x(u�;�h)t � x�t

���2� � C1

tZ
0

E

�
sups2[0;T ]

���x(u�;�h)s � x�s

���2� ds+ C2h
2d j� � ��j2

+C3�(�)

tZ
0

E

�
sups2[0;T ]

�
sup�2�

���x(u�;�h)s � x�s

���2� ds� ;
then

E

"
sup
t2[0;T ]

���x(u�;�h)t � x�t

���2# � (C1 + C3�(�))

tZ
0

E

"
sup
s2[0;T ]

���x(u�;�h)s � x�s

���2# ds+C2h2d j� � ��j2 :

Since �(�) <1; by the Gronwall inequality, the result follows immediately by letting h

go to zero.

Lemma 4.3 Under assumptions, it holds that

lim
h!0

E

24�����x(u
�;�h)

t � x�t
h

� zt

�����
2
35 = 0; (4.12)

where zt is the solution of the following equation :

zt =

tZ
0

bx(s; x
�
s; u

�
s)zsds+

tZ
0

�x(s; x
�
s)zsdBs+

tZ
0

Z
�

fx(s; x
�
s� ; �; u

�
s)zs�

eN(ds; d�)+ tZ
0

Gsd(����)s:
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Proof. Let

yht =
x
(u�;�h)
t � x�t

h
� zt;

then,

dyht = 1
h

h
b(t; x

(u�;�h)
t ; u�t )� b(t; x�t ; u

�
t )
i
dt+ 1

h

h
�(t; x

(u�;�h)
t )� �(t; x�t )

i
dBt

+ 1
h

Z
�

h
f(t; x

(u�;�h)
t� ; �; u�t� ; )�f(t; x�t� ; �; u�t�)

i eN(dt; d�)
�bx(t; x�t ; u�t )ztdt� �x(t; x

�
t )ztdBt

�
Z
�

fx(t; x
�
t� ; �; u

�
t�)zt� eN(dt; d�);

hence

yht =

tZ
0

1Z
0

bx(s; x
�
t + �(x

(u�;�h)
t � x�t ); u

�
s)y

h
s d�ds+

tZ
0

1Z
0

�x(s; x
�
t + �(x

(u�;�h)
t � x�t ))y

h
s d�dBs

+

tZ
0

1Z
0

Z
�

fx(s; x
�
s� + �(x

(u�;�h)
s� � x�s�); �; u

�
s�)y

h
s�d�

eN(ds; d�) + �ht ;

where

�ht =

tZ
0

1Z
0

bx(s; x
�
t + �(x

(u�;�h)
t � x�t ); u

�
s)zsd�ds+

tZ
0

1Z
0

�x(s; x
�
t + �(x

(u�;�h)
t � x�t ))zsd�dBs

+

tZ
0

1Z
0

Z
�

fx(s; x
�
s� + �(x

(u�;�h)
s� � x�s�); �; u

�
s�)zs�d�

eN(ds; d�)� tZ
0

Z
�

fx(s; x
�
s� ; �; u

�
s�)zs�

eN(ds; d�)
�

tZ
0

bx(s; x
�
s; u

�
s)zsds�

tZ
0

�x(s; x
�
s)zsdBs;
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hence

E
��yht ��2 � KE

tZ
0

������
1Z
0

bx(s; x
�
t + �(x

(u�;�h)
t � x�t ); u

�
s)y

h
s d�

������
2

ds

+KE

tZ
0

������
1Z
0

�x(s; x
�
t + �(x

(u�;�h)
t � x�t ))y

h
s d�

������
2

ds

+KE

tZ
0

Z
�

������
1Z
0

fx(s; x
�
s + �(x

(u�;�h)
s � x�s); �; u

�
s)y

h
s d�

������
2

�(d�)ds+KE
���ht ��2 :

Since bx; �x; and fx are bounded, then

E
��yht ��2 � CE

tZ
0

��yhs ��2 ds+KE
���ht ��2 :

We conclude by the boundedness and continuity of bx; �x; and fx, and the dominated

convergence theorem that limh!0E
���ht ��2 = 0: Hence by the Gronwall lemma, we get
lim
h!0

E
��yht ��2 = 0:

Lemma 4.4 The following inequality holds :

E

24gx(x�T )zT + TZ
0

hx(t; x
�
t ; u

�
t )ztdt+

TZ
0

ktd(� � ��)t

35 � 0: (4.13)
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Proof. From (4.10), we have

0 � 1
h

24E hg(x(u�;�h)T )� g(x�T )
i
+ E

TZ
0

h
h(t; x

(u�;�h)
t ; u�t )� h(t; x�t ; u

�
t )
i
dt

35+ E

TZ
0

ktd(� � ��)t

= E

1Z
0

��
x
(u�;�h)
T �x�T

h

�
gx

h
x�T + �(x

(u�;�h)
T � x�T )

i
d�

�

+E

TZ
0

1Z
0

��
x
(u�;�h)
t �x�t

h

�
hx

h
x�t + �(x

(u�;�h)
t � x�t ); u

�
t

i�
d�dt+ E

TZ
0

ktd(� � ��)t:

From the continuity and boundedness of gx and hx; by letting h go to zero, we can deduce

the result from (4.11) and (4.12).

Now, we are able to derive the second variational inequality from (4.13). If '(t; s) denotes

the solution of (2.17), it�s easy to check that zt is given by

zt =

TZ
0

'(t; s)Gtd(� � ��)t:

Replacing zt with its value, we obtain the second variational inequality

E

24 TZ
0

(kt +G�tpt)d(� � ��)t

35 � 0;
where p is the adjoint process de�ned in chapter 3 by (2.19).

The above discussion will allow us to introduce the next theorem which is the main result

of this subsection.

Theorem 4.2 (the maximum principle for strict control problem) Let (u�; ��) be

the optimal strict control minimizing the cost J (:; :) over U , and denote by x� the corre-
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sponding optimal trajectory, then the following inequalities holds

E [H(t; x�t ; �; pt)�H(t; x�t ; u
�
t ; pt)] � 0:dt� a:e;

TZ
0

fkt +Gtptg d(� � ��)t � 0;

where the Hamiltonian H is de�ned by (2.20).

4.3.2 The maximum principle for near optimal controls

In this subsection, we establish necessary conditions of near optimality satis�ed by a

sequence of nearly optimal strict controls, this result is based on Ekeland�s variational

principle, which is given by the lemma (2.5).

To apply Ekeland�s variational principle, we have to endow the set U of strict controls

with an appropriate metric. For any (u; �) and (�; �) 2 U ; we set

d1(u; �) = P 
 dt f(!; t) 2 
� [0;T ] ; u(!; t) 6= �(!; t)g ;

d2(�; �) = E
�
supt2[0;T ] j�t � �tj2

� 1
2 ;

d [(u; �); (�; �)] = d1(u; �) + d2(�; �):

where P 
 dt is the product measure of P with the lebesgue measure dt.

Remark 4.1 (U ; d) is a complete metric space, and it well known that the cost functional

J is continuous from U into R, for more detail see [24].

Let (��; ��) 2 Rs be an optimal relaxed-singular control and denote by x�t the trajectory

of the system controlled by (��; ��); from lemma (3.1), there exist a sequence (un) of strict

controls such that

�nt (da)dt = �unt (da)dt �! ��t (da)dt weakly,
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and

lim
n!1

E

����xnt � x�
�

t

���2� = 0;
where xn is the solution of (4.3) corresponding to �n:

According to the optimality of �� and (2.5), there exist a sequence ("n) of positive numbers

with limn!1 "n = 0 such that

J(un; ��) = J(�n; ��) � J(��; ��) + "n = inf
u2U

J(u; �) + "n;

a suitable version of Lemma (2.5) implies that, given any "n > 0; there exist (un; ��) 2 U

such that

J(un; ��) � J(�; �) + "nd [(u
n; ��); (�; �)] , 8(�; �) 2 U : (4.14)

Let us de�ne the perturbations

(un;h; ��) =

8><>: (�; ��) if t 2 [t0; t0 + h]

(un; ��) otherwise,

(un; �h) = (un; �� + h(� � ��)) :

From (4.14) we have

0 � J(un;h; ��)� J(un; ��) + "nd
�
(un;h; ��); (un; ��)

�
;

0 � J(un; �h)� J(un; ��) + "nd
�
(un; �h); (un; ��)

�
:

Using the de�nition of d; it holds that

0 � J(un;h; ��)� J(un; ��) + "nd1(u
n;h; un);

0 � J(un; �h)� J(un; ��) + "nd2(�
h; ��):
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Finally, using the de�nition of d1 and d2, we obtain

0 � J(un;h; ��)� J(un; ��) + "nC1h; (4.15)

0 � J(un; �h)� J(un; ��) + "nC2h;

where Ci is a positive constant.

Now, we can introduce the next theorem which is the main result of this subsection.

Theorem 4.3 For each "n > 0; there exists (un; �) 2 U such that there exist a unique

triple of square integrable adapted processes (pn; qn; rn) which is the solution of the backward

SDE 8>>>>>>>>>>><>>>>>>>>>>>:

dpnt = � [hx(t; xnt ; unt ) + pnt bx(t; x
n
t ; u

n
t ) + qnt �x(t; x

n
t )

+

Z
�

rnt (�)f(t; x
n
t� ; �; u

n
t )�(d�)

35 dt:
+qnt dBt +

Z
�

rnt (�) eN(dt; d�)
pnT = gx(x

n
T ):

such that for all (u; �) 2 U

E

TZ
0

[[H(t; x�t ; u; pt)�H(t; x�t ; u
�
t ; pt)] + C1"n] dt � 0; (4.16)

E

TZ
0

[(kt +Gtp
n
t )d(�t � ��t ) + C2"n] � 0;

where Ci is a positive constant.

Proof. From the inequality (4.15), we use the same method as in the previous subsection,

we obtain (4.16).

4.3.3 The relaxed stochastic maximum principle

Now, we can introduce the next theorem, which is the main result of this section
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Theorem 4.4 (The relaxed stochastic maximum principle) Let (��; ��) be an op-

timal relaxed-singular control minimizing the functional J (:; :) over Rs, and let x�
�

t be the

corresponding optimal trajectory. Then there exist a unique triple of square integrable and

adapted processes (p �� ; q �� ; r ��) which is the solution of the backward SDE

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

dp�
�

t = �

24Z
A

hx(t; x
��

t ; a)�
�
t (da) +

Z
A

p�
�

t bx(t; x
��

t ; a)�
�
t (da) + q�

�

t �x(t; x
��

t )

+

Z
A

Z
�

r�
�

t (�)f(t; x
��

t� ; �; a)�
�
t 
 �(da; d�):

35 dt
+q�

�

t dBt +

Z
�

r�
�

t (�) eN��(dt; d�; da)

p
��t
T = gx(x

��t
T );

such that for all (u; �) 2 U

E

TZ
0

24H(t; x��t ; ut; p��t ; q�� ; r��t (:))� Z
A1

H(t; x�
�

t ; a; p
��

t ; q
�� ; r�

�

t (:))�
�
t (da)

35 dt � 0;
E

24 TZ
0

(kt +Gtp
��

t )d(�t � ��t )

35 � 0:
Proof. Since the singular term does not a¤ect the adjoint processes, so the proof is the

same as the proof of theorem (3.3).
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4.4 Appendix

Lemma 4.5 (Skorokhod selection theorem ) [19] Let (E; �) be a complete separable

metric space, and let P and Pn, n = 1; 2:::: be probability measures on (E;B(E)); such that

(Pn) converges weakly to to P: Then, on a probability space (e
; eF ; eP ); there exist E-valued
random variables xn; n = 1; 2::::; and x such that

� P = ePx;
� Pn = ePxn ; n = 1; 2::::;
� xn �!n!1 x; eP � a:s:

Lemma 4.6 (Aldous criterion of tightness) [1] Let (xn) be a sequence of càdlàg processes,

suppose that for each n; xn is de�ned on a �ltered probability space (
n;Fn; (Fn
t )t; P

n),

and the two following conditions holds

� (xnt ) is tight on R;8t

� 8" > 0;8� > 0; there exist � > 0 and n0 2 N; such that 8n � n0; for all stopping

time S; T , such that S < T < S + �; we have

lim
�!0

lim sup
n

sup
S<T<S+�

P (sup
t�n

jY n
S � Y n

T j � �) = 0:

Then, (xn) is tight on D(R):

Proposition 4.1 ([20]) Let x be a càdlàg square integrable martingale and let < x > its

predictable " crochet ". If S � T two �nite stopping times, then

P ( sup
t2[S;T ]

jxnS � xnT j � �) �
"

�2
+ P (< xn >T � < xn >S� k):
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Conclusion

As a conclusion of this work, we note that the problem of relaxed control is interesting

because it is a generalization of the problem of ordinary control, that we always have an

optimal control relaxed which veri�es conditions similar to the principle of the ordinary

maximum. We should also note the importance of studying jump problems because they

are closest to reality, because it is considered to be a model to many problems in many

areas, for example in telecommunication.

Many questions remain unresolved and deserve closer consideration, including

� Generalization of the maximum relaxed principle

It is a question of seeking the necessary conditions of optimality in the case where the

di¤usion coe¢ cient � is controlled.

� The aim is to �nd the necessary conditions of optimality which are veri�ed by a

relaxed control without the need for a maximum principle for ordinary problem, and

without using the Ekeland variational principle, i-e the objective is to establish a

maximum principle by the perturbation of the relaxed control itself.
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