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Abstract 

Currently, many technologies have been adopted to boost the efficiency of drug 

development and overcome obstacles in the drug discovery pipeline. The application of these 

approaches spans a wide range, from bioactivity predictions, de novo compound synthesis, 

target identification to hit discovery, and lead optimization. This dissertation comprises two 

studies. First, we proposed an original approach based on statistical consideration dedicated to 

k-means clustering analysis in order to define a set of rules for structural features that would 

help in designing novel anti-cancer drug candidates. It has been applied successfully to 

classify 500 cytotoxic compounds with 21 molecular descriptors into distinct clusters. The 

percentage of molecules in each cluster is 50%, 24.88%, and 25.12% for cluster 1, cluster 2, 

and cluster 3, respectively. Each cluster groups a homogeneous class of molecules with 

respect to their molecular descriptors. Silhouette analysis, used as a cluster validation 

approach proves that the molecules are very well clustered, and there are no molecules placed 

in the wrong cluster. In silico screening of pharmacological properties ADME and evaluation 

of drug-likeness were performed for all molecules. The quantitative analysis of molecular 

electrostatic potential was performed to identify the nucleophilic and electrophilic sites in the 

representative molecule of each cluster. In addition, a molecular docking study was carried 

out to investigate the interactions of the paragon molecules with the active binding sites of six 

different targets. Our findings provide a guide to assist the chemist in selecting and testing 

only the potential molecules with good pharmacokinetic profiles to improve the clinical 

outcomes of drug therapies. 

 Second, a simulation-based investigation was conducted to examine the CHK1 

inhibitory activity of cytotoxic xanthone derivatives using a hierarchical workflow for 

molecular docking, MD simulation, ADME-TOX prediction, and MEP analysis. A molecular 

docking study was conducted for the forty-three xanthone derivatives along with standard 

Prexasertib into the selected CHK1 protein structures 7AKM and 7AKO. Furthermore, MD 

studies support molecular docking results and validate the stability of studied complexes in 

physiological conditions. Moreover, in silico ADME-TOX studies are used to predict the 

pharmacokinetic, pharmacodynamic, and toxicological properties of the selected eight 

xanthones and the standard Prexasertib. The quantitative analysis of electrostatic potential 

was performed for the lead compound L36 to identify the reactive sites and possible non-

covalent interactions.  

Our study provides new unexplored insights into xanthones as CHK1 inhibitors and 

identified L36 as a potential drug candidate that could undergo further in vivo assays and 

optimization, laying a solid foundation for the development of CHK1 inhibitors and cancer 

drug discovery. To the best of our knowledge, this is the first time such a study was 

conducted for the xanthones with CHK1 by using a computational based approach.  

Keywords: k-means clustering, cytotoxic activity, statistical analysis, ADME, drug-likeness, 

Molecular docking, CHK1, Xanthones, MD simulation, ADME-TOX, MEP analysis, 

Prexasertib. 
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 الملخص 

. الأدوية  اكتشاف  عملية  في  العقبات  على  والتغلب  الأدوية  تطوير  كفاءة  لتعزيز  التقنيات  من  العديد  اعتماد  تم  حاليًا

 الهدف  وتحديد  ، de novo المركب  والتوليف  ،  الحيوي  النشاط  تنبؤات  من   واسع  نطاق  على  الأساليب  هذه  تطبيق  يمتد

 على  يعتمد  أصليًا  نهجًا  اقترحنا  أولاً  .دراستين  من  الرسالة  هذه  تتكون.  مركبات الرائدةال  وتحسين  ،  الاكتشاف  إلى  للوصول

 التي  الهيكلية  للسمات  القواعد  من   مجموعة  تحديد  أجل  منk-means   يةتصنيفال  لخوارزميةل   مخصصة  إحصائية  اعتبارات

  21  مع  للخلايا  سام  مركب  500  لتصنيف  بنجاح  تطبيقه  تم.  للسرطان  مضادة  جديدة  أدوية  تصميم  في  تساعد  أن  شأنها  من

٪ 25.12  و٪  24.88  ،٪  50  هي  مجموعة  كل  في  للجزيئات  المئوية  النسبة.  ةختلفم  مجموعات  الى  جزيئي  واصف

  بأوصافها  يتعلق  فيما الجزيئات من متجانسة فئة تجمع مجموعة كل. التوالي على 3 والمجموعة 2 المجموعة و 1 للمجموعة

 توجد  ولا  جيداً  متجمعة  الجزيئات  أن  تصنيفال  نتائج   من   للتحقق  كنهج  المستخدم  silhouette  تحليل  ثبتأ.  الجزيئية

  الدواء  تشابه  وتقييم   ADMEالدوائية  للخصائص  السيليكو  فحص  إجراء  تم.  الخاطئة  مجموعةال  في  موضوعة  جزيئات

  في   لكتروفيليةوالا  يوكليوفيليةلنا  المواقع  لتحديد  الجزيئية  الكهروستاتيكية  للقدرة  الكمي  التحليل  إجراءب  قمنا .  الجزيئات  لجميع

 مواقع  مع  جوناتالبارا  جزيئات  تفاعلات  في  للتحقيق  الجزيئي  الالتحام  دراسة   أجريت  و كذا.  مجموعة  لكل  ممثلال  الجزيء

  الجزيئات   واختبار  اختيار  في  الكيميائي  لمساعدة  دليلًا   إليها  توصلنا  التي  النتائج  توفر.  مختلفة  أهداف  لستة  النشطة  الارتباط

 .للعلاجات الدوائية السريرية النتائج لتحسين جيدة دوائية حركية خصائص مع فقط فعالةال

  للخلايا   السامة  الزانثون  لمشتقات  CHK1  لـ  المثبط   النشاط  لفحص  المحاكاة  على  قائم  تحقيق  إجراء  تم  انيًاث 

 دراسة  إجراء  تم.  MEP  وتحليل  ،   ADME-TOX  وتنبؤ  ،  MD  ومحاكاة  ،  الجزيئي  للالتحام  هرمي  عمل  سير  باستخدام

 بروتين  هياكل  نحو  يمرجعال  Prexasertib  مع  جنب  إلى  جنبًا  والأربعين  الثلاثة  الزانثون  ركباتلم  الجزيئي  الالتحام

CHK1  7ختارة  المAKM  7  وAKO  .دراسات  تدعم  ،  ذلك  على  علاوة  MD  استقرار   أكدوت  الجزيئي  الالتحام  نتائج  

استخدام  أيضا.  يولوجيةيزالف  الظروف  في  المدروسة  اتعقدالم   يةبالحرك  للتنبؤ  ADME-TOX  السيليكو  دراسات  تم 

 للقدرة   الكمي  التحليل  إجراء  تم.  يمرجعال  Prexasertib  و  المختارة  الثمانية  لزانثونات ل  السمية  والخصائص  ،  الدوائية

 .المحتملة التساهمية غير روابطوال المهمة التفاعلية المواقع لتحديد L36 الرئيسي للمركب الكهروستاتيكية

  اء قوي ود  كمرشح  L36  ناوحدد  CHK1  ثبطاتكم  الزانثونات  حول  مستكشفة  غير  جديدة  رؤى  دراستنا  توفر 

  CHK1  مثبطات  لتطوير  متينًا  أساسًا  يضع  مما  ،  الحي  الجسم  في  والتحسين  الاختبارات  من  لمزيد  يخضع  أن  يمكن

  مع   للزانثونات  الدراسة  هذه   مثل  إجراء  فيها  يتم  التي  الأولى  المرة  هي  هذه  علمنا،  حد  على .  السرطان  أدوية  واكتشاف

CHK1 الحسابات على قائم نهج باستخدام. 

 الالتحام   ،  الدواء  تشابه  ،  ADME  ،  الإحصائي  التحليل  ،  للخلايا  السام  النشاط  ،   k-means  :المفتاحية  الكلمات

 MEP ، .Prexasertib تحليل ، MD ، ADME-TOX محاكاة ،  الزانثونات ، CHK1 ، الجزيئي
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General introduction 

Cancer has been a great threat to humankind for thousands of years and despite the 

significant efforts of chemists in developing cancer treatments, but unfortunately it continues 

to be a scientific challenge to researchers worldwide. Until now, there is no effective agent 

that can strongly control the unlimited cell growth and selectively target cancer without 

damaging the healthy cells, causing severe side effects such as bone marrow suppression, GI 

tract lesions, hair loss, nausea, and the rapid development of clinical resistance [1]. The side 

effects vary from one person to another. Some of them disappear after a few days, but it 

usually takes a few months to recover from chemotherapy. The first practical 

chemotherapeutic agent was discovered accidentally during World War II, nitrogen mustard 

which had antileukemic properties, a powerful alkylating agent that damage DNA, leading to 

cell death [2-3]. Another important development in DNA-reactive drugs came with the 

discovery of cisplatin, which was also discovered by chance, provided a major advance in the 

treatment of testicular and ovarian carcinomas [4-5]. The success of these initial agents led to 

the development and synthesis of a large series of clinically useful derivatives, including 

Paclitaxel, Doxorubicin [6-7] and the kinase inhibitors; Imatinib, Gefitinib and Erlotinib [8-

10].  

Drug discovery and development is a long and expensive process that involves in vitro 

and in vivo experiments to evaluate the efficacy of compounds. Furthermore, 

pharmacokinetics PK and ADME studies are recently incorporated to improve the success 

rate of drug candidates, thereby get approval from the United States Food and Drug 

Administration FDA to reach the consumer market [11]. In silico medicinal chemistry is a 

well-established interdisciplinary field that encompasses chemoinformatics, molecular 

modeling, and computational chemistry. These techniques are applied effectively in the 

design of new drugs to reduce the costs, speed up the drug discovery cycle, and provide 

fruitful insights into the field of cancer [12]. 

This dissertation is divided into four chapters: 

The first chapter is devoted to a biological background related to basic concepts of 

cancer, risk factors for cancer, diagnosis and treatments, cancer cell characteristics, cell death 

mechanisms, classification of chemotherapeutic drugs, drug discovery and development, 

CHK1 inhibition in cancer therapy, and the biological activity of xanthones. 
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The second chapter focuses on the basic methodologies and techniques used in our 

research, including the classification methods; K-means, PCA, hierarchical clustering and 

validation approaches; silhouette analysis, and elbow method. It also contains molecular 

modeling techniques; molecular docking and dynamics, as well as ADME-TOX descriptors, 

and MEP analysis. In the other chapters, we will present and discuss the results obtained from 

our studies. 

In chapter Ⅲ, the k-means algorithm was applied on 500 cytotoxic agents to classify 

them into distinct clusters and the test statistic 𝑍𝑘 was effectively used to characterize the 

compounds by descriptors with the aim of identifying a set of rules for structural features that 

would help in designing novel anti-cancer drug candidates.  

In chapter Ⅳ, a hierarchical in silico approach was conducted on xanthone 

compounds to identify and characterize new potential CHK1 inhibitors beneficial for cancer 

therapy. 

Finally, a general conclusion will end this manuscript by exposing the perspectives 

and the improvements that can be made to consolidate the results obtained through this work. 
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I.1 What is cancer? 

Cancer is a term referring to a group of genetic diseases characterized by unlimited 

cell growth. There are more than 200 types of cancers, categorized based on the organ, tissue, 

and cell type in which cancer begins, each type of cancer requires a specific form of treatment 

[1]. Lung cancer is one of the most common types of cancer worldwide, with 2,206,771 cases 

recorded in 2020, as illustrated in (FigureⅠ.1), where the number of deaths approaches the 

number of incidences. Likewise, liver cancer is another cancer type with very close incidence 

and mortality rates. According to another study at WHO, 70% of all cancer deaths occur in 

low- and middle-income countries [2].  

 

FigureⅠ.1 Estimated number of incident cases and deaths worldwide in 2020, both sexes, 

all ages, adapted from [3]  

Normal cells divide only when receiving a chemical signal controlled by the nucleus. 

The DNA within the nucleus contains the genetic information to trigger division into two 

identical daughter cells through a process called mitosis [4]. If the DNA gets damaged, it 

either repairs itself or sends instructions to program cell death [5]. The DNA aberration that 

controls cell proliferation leads to abnormal cellular division even without receiving the 

appropriate signals. Consequently, cancer cells continue to grow randomly and multiply 
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indefinitely, resulting in the accumulation of cells that form a mass, called a tumor [6]. Some 

tumors have poor invasive potential and do not spread into other tissues, known as benign 

tumors, and usually do not cause serious health risks [7]. In contrast, malignant tumors can 

invade adjacent organs, intravasate into the nearest blood vessel, and subsequently spread to 

other parts of the body where they can form new secondary tumors, this process is known as 

metastasis, and it can be life threatening [8]. In fact, about 90 % of cancer deaths are 

attributed to metastasis, revealing the failure to manage the disease once it diffuses in the 

body [9]. 

All cancers are assumed to be caused by changes in DNA sequences that alter critical 

genes and change the behavior of the affected cells. An alteration in a gene is called a 

mutation. DNA mutations can occur during the replication process itself called spontaneous 

mutations [10]. A mutation may also result from environmental factors, representing 90%-

95% of all mutations, as displayed in (FigureⅠ.2). These factors include poor diet, tobacco 

smoke, infections, obesity, alcohol, and others involving UV radiation, pollution, and certain 

chemicals. Much more rarely, people can inherit genetic mutations that make them more 

susceptible to developing cancer.                                                                               

 

 

 

 

 

 

Figure Ⅰ.2 The percentage of environmental and genetic factors contributing to 

cancer, modified from [11] 

 Therefore, it is of vital importance to find new ways to detect cancers earlier, while 

they are still curable and before it has the chance to spread. Various investigations are used to 

diagnose cancer including blood tests [12], imaging tests such as X-ray [13], MRI [14], CT 

[15], ultrasound [16], and other genetic tests that screen for mutation in DNA [17]. The choice 

of the test depends on the type of cancer that is suspected based on the present symptoms. If 
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something suspicious appears on the scan, a biopsy test is needed, where a tissue sample is 

examined microscopically by a pathologist [18]. These tests help the oncologist to determine 

the type, size, and stage of cancer and also decide about the most appropriate treatment for 

patients.                                  

 There are three main therapies for cancer:    

• Surgery: where the solid tumor is physically removed from the affected part of the 

body. More often, chemotherapy is used as a neoadjuvant to shrink the tumor before 

surgery. 

• Chemotherapy: systemic treatment that uses chemotherapeutic medications to destroy 

and kill cancer cells. It may be used alone or in combination with other treatments to 

improve clinical outcomes. 

•  Radiotherapy: local treatment that aims at a certain area in the body by using targeted 

radiation (high-energy, X-rays, or electrons) to kill cancer cells. 

Other categories of cancer therapy include hormone therapy, immunotherapy, gene 

therapy, antibodies therapy, and targeted therapy. Cancer treatment aims to cure the disease 

by removing the tumor cells completely or improving symptom control and thereby extending 

life and improving quality of life in the most serious cases [19]. Despite the remarkable 

advances in cancer therapy, it is often difficult to know whether cancer cells have been totally 

removed, or some remain in the body, and subsequently, cancer might return, months or years 

later, termed as recurrence [20]. Therefore, further research efforts are urgently needed to find 

new and selective drugs that hold great promise for monitoring cancer progression and 

improving treatment efficacy.   

I.2 Healthy cells vs. cancer cells 

Normal cells are programmed to die and be replaced by new ones. This requires 

signals delivered by ligands to the cell surface receptors. Physiologically, when a ligand (such 

as growth factor) specifically binds to the extracellular domain of the receptor and initiates a 

conformational change in the receptor, a signal is transmitted to the intracellular domain that 

in turn activates its associated receptor protein kinases. The activated kinases then add 

phosphate groups to serine, threonine, or tyrosine residues on other proteins and generate a 

cascade of signals to the nucleus that tells the cell to grow and divide or stop growing [21], as 

displayed in (FigureⅠ.3).  
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FigureⅠ.3 Intracellular view of receptor-ligand pharmacology, created with 

BioRender.com 

 However, the mutation in genes disrupts this well-defined regulation. 

Mutations include two types of genes that regulate cell growth and division. Firstly, the proto-

oncogenes give commands for the cell to grow and divide. In tumor cells, these genes are 

often mutated, known as oncogenes. Secondly, the tumor suppressor genes that stop the 

cellular growth, these genes are more involved in the development of cancer than oncogenes. 

An alteration in these two genes allows a cell to grow and divide indefinitely, and it may also 

stimulate cancerous cells to produce their own signals independently [22, 23].                    

I.3 Cell cycle phases 

The cell cycle is a cascade of four coordinated stages, during which a cell duplicates all 

of its genetic material and divides into two daughter cells. The frequency of cell division 

depends on cell types, some cells divide continuously such as blood cells and skin cells, while 

bone and liver cells only divide under certain conditions (in response to injury). However, 
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nerve cells, as well as muscle, heart, and lens cells, do not divide at all in mature humans. Cell 

division is tightly regulated by small signaling molecules in the cytoplasm such as cyclins and 

protein kinases to ensure the production of two genetically identical cells. In eukaryotic cells, 

the cell cycle is usually divided into two main phases. The phase in which the cell divides is 

called the M phase, or mitosis. While the interphase is the period spent not dividing and cells 

remain 95% of their time in this phase, growing, duplicating DNA, and preparing for cell 

division. The interphase consists of three subphases, G1, S, and G2 [24, 25].       

▪ G1 phase: or Gap 1 phase, involves cell growth, production of organelles and 

RNA, and preparation for S phase. After mitosis, new daughter cells enter G1 

again to either undergo another round of cell division or leave the cell cycle, and 

enter the resting state, referred to as G0.    

▪ S phase: the cell synthesizes two identical copies of DNA. 

▪ G2 phase: Cell growth continues, mitochondrial density increases and proteins 

and RNA are synthesized in preparation for mitosis. 

▪ M phase: involves nuclear division (mitosis) followed by cytoplasmic division 

(cytokinesis) that results in two daughter cells, and the cell cycle can start again 

(FigureⅠ.4). 

 

FigureⅠ.4 Phases of cell cycle with checkpoints marked as red arrows, adapted from [26] 

Cells use checkpoint systems at specific points on the cell cycle to ensure proper 

propagation of the cell division process and prevent the accumulation of genetic aberrations. 
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The first checkpoint during the G1 phase is called the restriction point that determines 

whether the cell is ready to divide and move forward through the cell cycle, remain in G1 

phase, or enter the G0 phase. The next checkpoint occurs during the S phase to ensure that 

DNA is properly replicated. Other checkpoints happen at the end of G2 phase to confirm that 

cells won’t proceed to mitosis until damaged DNA is repaired and during M phase (spindle 

checkpoint) to assure that the chromosomes are properly attached to the spindle fibers in order 

to achieve proper segregation. If DNA damage is detected at any stage of the cell cycle, 

checkpoints delay the cycle progression until defect repair is completed, otherwise, the cell is 

forced to undergo programmed cell death [27]. 

I.4 Cell death mechanisms 

All cells in a multi-cellular organism undergo growth and death. When a mutation 

occurs such that cell activity threatens the survival of the entire organism, these defective cells 

must be eliminated through different molecular mechanisms [28]. There are two major forms 

of cell death, apoptosis, and necrosis. Apoptosis or programmed cell death is an important 

cellular process by which damaged cells are eliminated. In an average human adult, 50 to 70 

billion cells undergo apoptosis per day [29]. In apoptosis, the cell is broken down from within 

through the production of proteins called caspases. Apoptosis could be triggered by two 

distinct pathways. The first is the extrinsic pathway, where the initial signal comes from 

outside the cell, such as some cytokines released by other cells and degradation of 

cytoplasmic material into apoptotic bodies. Then, these apoptotic bodies are completely 

engulfed by phagocytes without activating the immune response. The second is the intrinsic 

pathway (mitochondrial pathway), initiated by signals from within the cell, such as DNA 

damage and cytotoxic drugs [30]. Loss of apoptosis in cancer cells leads to uncontrolled cell 

proliferation and growth, resulting in malignant tumors. Indeed, apoptosis is an important 

hallmark of cancer that allows us to design targeted therapies based on better regulation of 

apoptosis. Alternately, necrosis is a process of cellular death that occurs when cells are 

exposed to extreme conditions such as toxins, infection, radiation, and chemical agents. 

During necrosis, this process leads to cell swelling and disintegration of plasma membrane 

inducing the release of cellular contents into extracellular space, and damage reaching the 

surrounding tissues that eventually causes an inflammatory response [31, 32]. TableⅠ.1 

summarizes the main differences between apoptosis and necrosis.               
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TableⅠ.1 Differences between apoptosis and necrosis 

Apoptotic Necrosis 

• Programmed process 

• Physiological or pathological 

• Cellular contents are shrinked and 

safely removed by phagocytes. 

• No inflammation   

• Active (ATP dependent)  

• Both external and internal factors  

• single cell is affected  

• Unplanned process  

• Exclusively pathological   

• Uncontrolled release of cellular 

contents, damaging surrounding tissues. 

• Inflammation occurs 

• Passive (ATP independent)  

• External factors only 

• Many cells are affected 

I.5 Classification of chemotherapeutic drugs 

Cytotoxicity is defined as the ability of certain chemotherapeutics to alter the basic 

cellular functions that ultimately damage and kill living cells [33]. Chemotherapy is a 

systemic treatment that distributes via the bloodstream to the whole body affecting all cells 

that grow and divide at a fast rate. These drugs do not distinguish between normal cells and 

cancer cells and attack other frequently dividing cells like skin cells, follicle cells, and 

gastrointestinal tract cells resulting in several symptoms such as alopecia (hair loss), nausea, 

painful ulceration, vomiting, and weight loss. The most serious side effect is bone marrow 

suppression which decreases the production of blood cells that leads to anemia, fatigue, and 

dizziness. Usually, this life-threatening effect is the dose-limiting factor in chemotherapy. 

These drugs are mainly administered intravenously or orally in combination with other drugs 

that act at different phases of the cell cycle and exhibit different toxicity profiles to avoid 

overlapping side effects and thus increase the tolerability of treatments. The combinations are 

often cytotoxic to various mutations within cancerous cells and consequently overcome drug 

resistance [34-37]. Chemotherapeutic drugs can be classified by their origin and type of 

damages, as summarized in (TableⅠ.2). 
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TableⅠ.2 Classification of chemotherapeutic drugs according to tissue damage after 

extravasation, adapted from [38] 

Type of 

damages 

Principal categories Drugs 

Vesicants DNA-binding compounds 

 Anthracyclines 

 

Amrubicin, Daunorubicin, 

Doxorubicin, Epirubicin, 

Idarubicin, Mitoxantrone, Pirarubicin 

Alkylating agents Bendamustine, Busulfan, 

Carmustine, Melphalan, Nimustine, 

Ranimustine, Streptozocin 

Antitumor antibiotic Actinomycin D 

Other Trabectedin 

Non-DNA-binding  

compounds 

Taxanes Docetaxel, Paclitaxel, Nab-paclitaxel 

Vinka alkaloids 

 

Vinblastine, Vincristine, Vindesine, 

Vinorelbine 

 Others 

Antibody-drug conjugate Gemtuzumab ozogamicin 

Antitumor antibiotic Mitomycin C 

Irritants Anthracyclines Aclarubicin, Liposomal doxorubicin 

Alkylating agents Dacarbazine, Cyclophosphamide, 

Ifosfamide, Temozolomide 

Antibody-drug conjugate Trastuzumab emtansine 

 

Antimetabolites Azacitidine, Gemcitabine, 

Fluorouracil, Tegafur 

Antitumor antibiotics Bleomycin, Peplomycin 

 

Platinum salts 

 

Carboplatin, Cisplatin Oxaliplatin, 

Nedaplatin, Miriplatin 

Proteasome inhibitor Bortezomib 

Taxane Cabazitaxel 

Topoisomerase I inhibitors Irinotecan, Topotecan 

Topoisomerase II inhibitor Etoposide 

Others Arsenic Trioxide, Nelarabine, 

Picibanil, Porfimer 
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Nonvesicants/ 

Nonirritants 

Antimetabolites 

 

Cladribine, Clofarabine, Cytarabine, 

Enocitabine, Fludarabine, 

Methotrexate, Pemetrexed 

Antibody-drug conjugates Brentuximab vedotin, Ibritumomab 

tiuxctan 

 

Monoclonal antibodies 

 

Alemtuzumab, Bevacizumab, 

Cetuximab, Ipilimumab, 

Mogamulizumab, Ofatumumab, 

Panitumumab, Pertuzumab, 

Ramucirumab, Rituximab, 

Trastuzumab 

Others BCG, Calcium folinate, 

Celmoleukin, Dexrazoxane, 

Eribulin, Interferon, L-asparaginase, 

Levofolinate, Octreotide, Pentostatin, 

Talaporfin sodium, Teceleukin 

I.6 Mechanism of action of anticancer drugs 

 Anticancer drugs affect malignant cells in three main ways: blocking receptors, 

inhibiting signaling compounds and proteins synthesis, or interfering with DNA synthesis. In 

particular, the main goal of cytotoxic chemotherapies is to selectively kill as many cancer 

cells as possible while sparing healthy cells that in turn minimize the severity of side effects. 

In order to accomplish this, a more profound understanding of cancer cell biology and the 

molecular mechanisms of conventional anticancer drugs at the cellular level will significantly 

improve patient survival and quality of life. Cytotoxic anticancer drugs can also be classified 

according to their mechanism of action (MOA) that involves the biochemical interactions of 

drugs with DNA. These drugs exert their action in different ways, such as inhibition of purine, 

pyrimidine, or nucleotides synthesis, inhibition of DNA, RNA, or proteins synthesis, and 

block the function of microtubules and subsequently inhibit cellular mitosis, as depicted in 

(FigureⅠ.5).               
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FigureⅠ.5 Mechanisms and sites of action of anticancer drugs, extended from [39] 

 Chemotherapy resistance is a persistent challenge in oncology that mainly occurs 

when quiescent cancer cells evade the effects of conventional cytotoxic drugs. Accordingly, 

shuya et al, used intravital FUCCI imaging that color-codes the phases of the cell cycle in 

real-time and thereby demonstrated that solid tumors contain a large number of quiescent cells 

(G0/G1) in the center area of tumors and a minor proportion of proliferative cells were located 

at the surface area nearby blood vessels that are deficient in oxygen and nutrition which is 

required to restart the cell cycle. Therefore, these cells can survive from chemotherapy that 

only targets dividing cells [40]. To address these limitations, most research focuses on 

developing cell cycle specific drugs to improve anticancer therapy of solid tumors. 

Chemotherapeutic drugs can be generalized into two categories, cell cycle phase specific 

drugs that act on a specific phase of the cell cycle and cell cycle phase non-specific drugs that 

affect all phases of the cell cycle as illustrated in (FigureⅠ.6).           
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FigureⅠ.6 Diagram of cell cycle specific anticancer drugs 

I.7 Drug discovery and development  

  Drug discovery and development is a highly regulated process designed to ensure that 

innovative new medications are effective, safe, and have the required pharmacokinetic 

properties such as appropriate absorption and metabolism by the human body. Discovering a 

new drug and bringing it to the market typically takes an average of 14 years of research and 

clinical development and costs around 1-2 billion USD. Out of 10.000 or more hits tested in 

early drug discovery, only one may ultimately lead to a drug that reaches the market [41, 42].  

 Drug discovery involves target discovery, hit generation (chemical entities that have a 

promising affinity with the target), lead identification and optimization to increase their 

selectivity and efficacy before they move forward drug development stage. Subsequently, the 

candidate is evaluated for safety, and pharmacology and toxicology studies are diligently 

performed to establish the maximum safe doses in animals prior to clinical trials. The latter is 

clinical development wherein the safety and efficacy of drug candidates are assessed in 

humans and thus obtains approval from the United States Food and Drug Administration 

(FDA) to reach the consumer market and the safety of drugs will be continuously monitored 

during the years of its distribution (FigureⅠ.7). 
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FigureⅠ.7 Drug discovery and development pipeline, adapted from [43] 

I.7.1  Preclinical trials   

A research stage that includes all studies conducted on the drug in the laboratory to 

safely precede the drug into clinical trials. Among them, in vitro, in vivo, and in silico models 

that determine the biological efficacy on living organisms, toxicity profiles, identify the lead 

candidate from multiple hits and estimate the appropriate starting dose for human trials      

[44, 45]. In the next section, we will further discuss in vitro and in vivo methods and how 

these studies are conducted.  

I.7.1.1 In vitro assays 

In Vitro is the Latin word for in-glass, refers to any procedure or experiment performed 

outside the living organisms. These rapid and cost-effective studies are critical for preliminary 

research, which is conducted on cells or microorganisms within test tubes or Petri dishes to 

mimic and predict biological responses of tissue of interest prior to actual dosing in animals. 

However, one of the main concerns of in vitro testing remains its predictive ability that may 

not represent physiological conditions in a robust and reproducible manner. Therefore, the use 

of these models must be rigorously evaluated for each application, and standardization of 

cultivation conditions, sample collection, and protocols is essential to accurately portray in 

vivo biology.  Particularly, in vitro studies used in cancer drug discovery are cell‐based assays 

that determine the effects of compounds evaluated on cell proliferation and their cytotoxic 
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effects that ultimately lead to cell death. These assays require incubation of colorimetric 

tetrazolium reagents with a population of living cells to generate a fluorescent signal that can 

be detected using a plate reader to estimate the number of viable cells remaining at the end of 

the experiment. The most commonly used compounds include MTT, MTS, XTT, and WST-1. 

IC50 is the most widely used metric of cytotoxicity in cancer research, determined by in vitro 

assays representing the concentration of substance required to inhibit 50% of a biological 

process, which is pivotal for analyzing the efficacy of new drugs 46 ] -48].  

• Cancer cell lines 

Cancer cell lines are routinely used by researchers as simple cellular models for in 

vitro assays as they retain most of the cellular and molecular alterations of cancer from which 

they originated (TableⅠ.3). Each cell line is derived from a different human tumor and 

immortalized through the use of viral oncogenes capable of evading the normal constraints, 

allowing the cell cycle to proceed and cells continue to proliferate indefinitely, resulting in a 

consistent sample ready for scientific research at any time [49]. Cell culture is the process of 

growing cells in controlled conditions outside their native environment. To keep the cells 

alive, it is important to keep the conditions as close to the physiological conditions as 

possible, therefore appropriate oxygen level is maintained and supplements such as amino 

acids, inorganic salts, vitamins, lipids, and growth factors are added to the culture media. In 

Addition, the culture media contains a buffering system to maintain the proper pH such as 

sodium bicarbonate to keep the pH of the media between 7.2 and 7.4 with 5% gaseous carbon 

dioxide. Moreover, cells are kept in a sterile environment to avoid contamination, incubated at 

37° C for optimal growth, and a pH indicator (phenol red) is routinely added to the media to 

visually monitor changes in pH. For long-term storage, these cell lines are often stored in 

liquid nitrogen to avoid genomic instability [50, 51]. 

TableⅠ.3 Summary of the most prominently studied human cancer cell lines, extended from 

[52] 

Cell line Organ of 

Origin 

Disease 

MCF7 Breast Adenocarcinoma 

MDA-MB-231 Breast Adenocarcinoma 

T-47D Breast Ductal Carcinoma 

SNB-75 CNS Astrocytoma 

U251 CNS Glioblastoma 

HCT-116 Colon Carcinoma 
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HCT-15 Colon Colorectal adenocarcinoma 

HT29 Colon Colorectal adenocarcinoma 

SW620 Colon Adenocarcinoma 

HL-60 Leukemia Acute promyelocytic leukemia 

K562 Leukemia Chronic myelogenous 

leukemia 

A549 Lung Adenocarcinoma 

DU145 Prostate Carcinoma 

PC-3 Prostate Grade IV, adenocarcinoma 

 

I.7.1.2 In vivo assays 

In this phase, drug candidates must undergo extensive animal studies to further 

evaluate their toxicity, distribution, metabolism, and overall efficacy to safely proceed the 

drug into human testing. In vivo assays describe any procedure or test performed within a 

living organism such as an animal, plant, or human being. In vivo studies include a wide 

variety of laboratory animals such as rodents (rats, mice, and hamsters), rabbits, dogs, cats, 

monkeys, zebrafish [53-57]. Mice are the most commonly used due to their low cost, small 

size, ease of maintenance, and similarity to humans genetically (85% of genomes are 

identical) [58]. 

I.7.2  Clinical trials 

Once a drug candidate has demonstrated sufficient efficacy and safety during cell and 

animal studies, human studies may begin which involve people who volunteer to test a new 

drug, find the right dose, evaluate its safety, and look for side effects. Clinical trials are 

conducted to find out if new drugs are more effective than standard treatments and/or have 

less severe side effects than currently available treatments. Clinical trials involving new drugs 

are usually divided into four phases. 

I.7.2.1 Stage Ⅰ 

At this stage, the safety of the drug, tolerability, pharmacokinetics, and 

pharmacodynamics effects are determined. This phase is conducted on a small number of 

participants (20-80), during which escalating single doses of the drug are administered to 

accurately calculate the optimal safe dose. This stage may last for several months. 

I.7.2.2 Stage Ⅱ 

About 70% of the drugs tested in phase I move on to phase II studies. Phase II studies 

are designed to determine efficacy and further evaluate the drug's safety in a larger group of 
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volunteers (100-300). This stage lasts from several months to two years. 

I.7.2.3 Stage Ⅲ 

If a drug or treatment is found to be safe in phase I and effective in phase II, it will 

then enter a phase III trial. This stage is performed on a large-scale population (1000-3000) to 

confirm drug efficacy for a wide variety of people, check for side effects, and compare it with 

conventional treatments. It occurs over a longer period of time (1-4 years). About 30% of 

tested drugs complete phase III successfully and eventually the FDA consider approving the 

drug for marketing.  

I.7.2.4 Stage Ⅳ  

Once the drug is marketed, it continues to be closely scrutinized for adverse effects as 

negative effects may not appear for a long time. Phase Ⅳ is often referred to as a post-

marketing surveillance trial that allows drug companies to gather additional information about 

risks, benefits, optimal use, and side effects that might occur over time. This phase continues 

for as long as the drug remains on the market [59].  

I.8  Serine/threonine protein kinase 

Protein kinases are enzymes that transfer a phosphate group onto a target protein, thus 

changing protein function from inactive to active. Protein kinases usually use adenosine 

triphosphate (ATP), as a source of phosphate. ATP is a molecule composed of adenosine and 

three phosphate groups (called alpha, beta, and gamma phosphates). Kinases catalyze the 

transfer of gamma phosphate from ATP to the hydroxyl function in the side chain of 

particular amino acids. It is called phosphorylation, a reversible process mediated by protein 

kinases and phosphoprotein phosphatases, in which proteins transmit chemical signals to one 

another (FigureⅠ.8). Out of the twenty different amino acids in the body, only three can get 

phosphorylated; serine, threonine, and tyrosine. When a protein gets phosphorylated, the 

phosphate at serine, threonine, or tyrosine residue acts as a docking site for other proteins to 

interact with resulting in a conformational change whereby the signal can be passed on all the 

way through the cell. Ultimately, this can lead to a multitude of cellular processes, including 

proliferation, apoptosis, metabolism, and differentiation. At the same time, faulty 

hyperactivated kinases can transmit too many phosphorylation signals, and this can lead to 

cancer [60].  
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FigureⅠ.8 The mechanism of phosphorylation catalysed by protein kinase, adapted from 

[61] 

Kinases are broadly classified according to the amino acid residues they 

phosphorylate. However, kinases capable of transferring phosphate groups to serine residues 

are also able to do so for threonine residues. Therefore, the kinases are often grouped into two 

families; protein tyrosine kinases and protein serine/threonine kinases. The human genome 

contains about 500 protein kinase genes, constituting about 2% of all human genes and at 

least 125 of which are serine/threonine kinases [62, 63]. 

I.8.1  Checkpoint kinase 1  

 CHK1 is a promising molecular target that gained immense attention recently for the 

development of cancer therapeutics. The checkpoint kinase 1, commonly known as CHK1 or 

CHEK1, is a member of the serine/threonine kinase family of enzymes that mediate DNA 

damage response (DDR) and cell cycle progression (FigureⅠ.9). It is well established that 

CHK1 overexpressed in numerous tumors, including breast, colon, liver, gastric and 

nasopharyngeal carcinoma [64, 65]. Moreover, many cancers rely on CHK1 mediated cell 

cycle arrest, especially if they are deficient in p53 [66].  Therefore, about 50% of all human 

cancers contain p53 mutations indicating that many tumors are dependent on CHK1 signaling 

pathway [67].  
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FigureⅠ.9  The roles of CHK1 in the DNA damage response during the S, G2, and 

M phases of the cell cycle, dashed lines represent as-yet confirmed signalling, adapted from 

[65] 

I.8.2  CHK1 inhibition in cancer therapy 

CHK1 inhibition is an effective targeting strategy in cancer therapy that inhibits cancer 

cells proliferation, increases genomic instability, stops cell cycle arrest, and may also reverse 

tumor cell resistance to chemotherapies. Hence, cancer cells lose their ability to repair 

damaged DNA upon CHK1 inhibition, which improves the effectiveness of chemotherapy 

and/or radiotherapy, thereby promoting targeted cell death and providing synthetic lethality. 

Numerous studies, both in vivo and in vitro, attempt to identify and develop specific CHK1 

inhibitors that would synergize with chemotherapy [68].  One of the most studied agents in 

this class is prexasertib, a clinical candidate inhibitor that selectively binds to CHK1, blocking 

DNA repair leading to the accumulation of damaged DNA that eventually triggers apoptosis 

in cancer cells. Indeed, prexasertib showed promising results for phase I and II trials as a 

monotherapy in patients with advanced solid tumors (squamous cell carcinomas) and in 

combination with cytotoxic DNA damaging agents, including Cisplatin [69], the EGFR 

approved inhibitor Cetuximab (Erbitux) [70] or with the poly ADP-ribose polymerase 

(PARP) inhibitors such as Olaparib [71, 72]. 
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I.9 Xanthones 

Xanthones represent an interesting class of phenolic compounds with oxygenated 

tricyclic scaffold (9H-xanthen-9-one) containing eight substitution positions that could lead to 

a broad range of chemical entities with numerous pharmacological activities [73]. These 

compounds are widely distributed in nature and can be isolated from the pericarp of (Garcinia 

mangostana L.) fruit, including α-mangostin, β-mangostin, γ-mangostin, neosmitilbin, 

mangostanol, desoxymorellin, garcinone B, and gambogic acid [74]. It was reported that 

xanthones possess significant biological activities such as antioxidant [75], anti-inflammatory 

[76], antidiabetic [77], antiviral [78], antimicrobial [79], antifungal [80], anti-Alzheimer [81],  

and anti-allergy [82] activities, as presented in (FigureⅠ.10).  

 

FigureⅠ.10   Biological activities and molecular targets of xanthones, extended from 

[83] 

Furthermore, multiple in vitro and in vivo studies demonstrated that xanthones could 

bind to numerous target proteins, including topoisomerases, cyclooxygenases, protein kinases, 

DNA polymerases, and many others resulting in the inhibition of several human cancer cells 

[84]. The mechanisms of action of xanthones commonly involve cell cycle arrest, induction of 

apoptosis in malignant cells, inhibition of proliferation, prevention of invasion and metastasis 

of tumor cells, interruption of angiogenesis, etc. Therefore, Kritsanawong et al [85], reported 

that α-mangostin inhibits cell proliferation and induces apoptosis in HER2/PI3K/Akt and 
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MAPK signaling pathways in human breast carcinoma cells (T47D). Some other studies 

demonstrate that α-mangostin is involved in downstream of vascular endothelial growth factor 

(VEGF) [86], STAT3 signaling [87], cyclin-dependent kinases (CDKs) [88], as well as 

promoting cellular apoptosis through inhibition of the ERK1/2 pathway [89].  

In a study performed by Lili et al [90], gambogic acid inhibited the proliferation by 

inducing G1 phase cell-cycle arrest of hepatocellular carcinoma (HCC) cell lines in vitro and 

in vivo while sparing normal hepatocytes. It is also involved in the downregulation of cyclin-

CDK complex activity and GSK3β/β-catenin pathway as well as suppression of Hep3B tumor 

growth in a dose-dependent manner in vivo. In 2016, Liu et al [91], synthesized a series of 

twenty-one xanthone derivatives with microwave-assisted technique and revealed that the 

compound XD-1 stimulated HepG2 cell apoptosis through the caspase-dependent 

mitochondrial pathway and cell cycle block by regulating G0/G1 checkpoint proteins. Rong et 

al [92], demonstrated the ability of xanthone derivatives to modulate p53/p21 through the 

ATR/CHK1 signaling pathway in HepG2 and A549 cancer cell lines.  
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II.1 Clustering analysis 

Clustering is a common unsupervised machine-learning technique that partitions a set 

of data points into groups (clusters) in such a manner that the individuals in the same cluster 

are similar to each other (internally homogeneous) and dissimilar to those in other clusters 

(externally heterogeneous). Clustering allows the analysis of multivariate data sets to gain 

insights and extract some features and patterns that may be hidden in the data. It can be 

achieved by some characteristics that create a distinction between observations and some sort 

of similarity metrics to group them into homogenous clusters. Clustering is widely used in 

various fields such as bioinformatics, market analysis, psychology, economics, information 

retrieval, and computer graphics. Furthermore, clustering algorithms have been successfully 

implemented into medical image segmentation to enhance the diagnosis and detection of 

tumor cells in MRI, CT scans, and ultrasound images [1-3]. 

II.2 Type of clustering algorithm 

  In fact, there are more than 100 clustering algorithms known and each clustering 

methodology follows a different set of rules to assign data points into distinct clusters. Two 

main categories of clustering algorithms have generally been used in machine learning, 

namely hierarchical and partitional approaches, as depicted in (Figure Ⅱ.1). 

 

 

 

 

 

 

 

 

Figure Ⅱ.1 Taxonomy of clustering algorithms, adapted from [4] 

K-pattern 
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In the case of hierarchical clustering procedures, a sequence of partitions of data 

observations is generated. It proceeds successively by either merging smaller clusters into 

larger ones or splitting larger clusters. The results of hierarchical clustering are usually 

represented as dendrograms or tree-like graphs. On the other hand, the partitional clustering 

algorithms use iterative operations to divide a set of variables into K clusters based on their 

proximity to the cluster centroid. 

II.3 Principal component analysis  

Principal component analysis (PCA) is an exploratory data analysis tool that 

represents a multivariate dataset as a low dimensional plane while preserving as much 

variance as possible. It attempts to project a large set of possibly correlated variables into a 

reduced space defined by a smaller set of new orthogonal variables called principal 

components presented as a linear combination of the original variables [5]. The first principal 

component has the largest projected variance in the data. The second principal component is 

perpendicular to the first component associated with the second largest variance (Figure 

Ⅱ.2).                           

 

Figure Ⅱ.2  PCA dimensionality reduction, Panel (a) represents a 3D data cloud, 

Panel (b) shows the three principal components of the database, in Panel (c) 2D data 

projection of variables into the space of two major components, modified from [6]  

Suppose that we have X, (n, p) data matrix of n independent observations on p 

variables. The first step in PCA involves calculating the mean and covariance matrix between 

the initial vectors. The sample covariance S between the jth and kth variables is defined by 

[7]: 

𝑆 =
1

𝑛−1
∑ (𝑥̃𝑖𝑗 − 𝑥̅𝑗)(𝑥̃𝑖𝑘 − 𝑥̅𝑘)           (1)𝑛

𝑖=1               
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Where the samples mean of jth variable is: 

𝑥̅𝑗 =
1

𝑛
 ∑ 𝑥̃𝑖𝑗 ,            𝑗 = 1, 2,𝑛

𝑖=1 … , 𝑝         (2)           

Then Singular Vector Decomposition (SVD) of S is implemented to extract principal 

components. The covariance matrix S is can therefore be written as: 

𝑆 = 𝑈𝐿𝐴′        (3)              

Where 𝑈 is (𝑛 × 𝑟) matrix of left singular vectors, 𝐴 is (𝑝 × 𝑟) matrix of right singular 

vectors with 𝑈′𝑈 = 𝐼𝑟 , 𝐴′𝐴 = 𝐼𝑟, and 𝐿 is the diagonal matrix of singular values. 

The kth PC is given by [7]: 

𝑧𝑖𝑘 = 𝑢𝑖𝑘𝑙1 2⁄              𝑖 = 1, 2, … , 𝑛,    𝑘 = 1, 2, … , 𝑟         (4)          

 Where 𝑢𝑖𝑘 is the (𝑖, 𝑘)th element of 𝑈, and 𝑙1 2   ⁄ is the kth diagonal element of 𝐿. The 

kth eigenvector corresponding to its largest eigenvalue is the first principal component, PC1, 

which explains the most variance in the data. The second principal component PC2 associated 

with the second largest eigenvalue will be orthogonal to the first one, and so on. After 

defining the principal components, the data matrix X can be projected onto the subspace 

spanned by the first and second PCs.  

II.4 Hierarchical cluster analysis 

 Hierarchical cluster analysis or HCA is a stepwise clustering technique that creates a 

hierarchy of clusters based on the proximity matrix that refers to the distance between data 

points and repeats this scaling procedure until a dendrogram is constructed. The hierarchical 

algorithms are divided into agglomerative and divisive clustering. The agglomerative or the 

bottom-up approach considers each individual as a cluster and then merges the nearest pair of 

clusters and iteratively proceeds until only a single cluster is left. Many linkage criteria can be 

used to measure the similarity between clusters, for example, the complete linkage (maximum 

dissimilarity), single linkage (minimum dissimilarity), average linkage (average 

dissimilarity), centroid linkage, or the ward’s method [8]. Contrary to the agglomerative, the 

divisive Clustering or also called the top-down approach starts with all data points in one 

cluster and then splits them recursively to generate more clusters (Figure Ⅱ.3). The main 

advantage of hierarchical clustering is that it does not require a predefined number of clusters, 

unlike non-hierarchical methods such as k-means.  
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Figure Ⅱ.3  A dendrogram represents both types of hierarchical clustering, agglomerative 

and divisive, extended from [9] 

II.5 K-means clustering 

K-means is a partitional clustering algorithm that iteratively segregates data items into 

K clusters such that individuals in the same cluster are similar to each other and continues 

until some defined convergence criterion is met. The algorithm starts by randomly choosing 

the initial centroids K, where a cluster centroid is the mean of all data points within a cluster. 

Afterward, each point in the dataset is assigned to the nearest center by minimizing the 

distance between data points and the corresponding centroids. After the clusters are formed, 

the algorithm iterates this process until no point changes from clusters [10]. The total within-

cluster variation function is defined as [11]: 

𝐽 = ∑ ∑ ‖𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2

𝑛
𝑖=1

𝑘
𝑗=1                (5)

      

Where 𝑘 is the number of clusters, 𝑛 is the number of data points, 𝑥𝑖 is a data point in 

the cluster 𝑗, and 𝑐𝑗 is the centroid of cluster 𝑗. 

In partitional clustering algorithms, the random selection of initial cluster centers is 

crucial to the result that may depend on this step; a wrong estimation of K can lead to 

misclassification of observations. Several approaches have been proposed to solve this 
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problem such as the thumb rule, elbow method, Bayesian Information Criterion (BIC), 

Akaike Information Criterion (AIC), cross-validation method, and silhouette analysis.  

II.6 Choosing the number of clusters 

 Determining the optimal number of clusters in a dataset is a fundamental issue in 

cluster partitioning, particularly for k-means clustering, which requires the user to specify the 

number of clusters k as an input parameter. However, there are no valid criteria for choosing 

the ideal number of clusters in data science. The optimal number of clusters is somewhat 

subjective and depends on the method used to measure similarities and the parameters used 

for partitioning [12]. 

II.6.1 The elbow method 

The elbow method is expressed by the total within-cluster (WSS) sum of squares from 

data points to the closest center as a function of the number of clusters. The total WSS will 

decrease significantly in the graph toward the inflection point or elbow, and this point 

corresponds to the right number of clusters with a minimal value of WSS. 

II.6.2 The silhouette analysis 

An alternative approach to the elbow method is the silhouette analysis that calculates 

the difference between the average of within-cluster and between-cluster distances and the 

mean of distances between each point to the other clusters (inter-cluster) [13]. This cluster 

validation approach is used to determine the appropriate number of clusters and confirm that 

there is no misallocation or overlapping clusters. The silhouette 𝑆(𝑖) can be computed as 

follows: 

𝑆(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

𝑚𝑎𝑥{𝑎(𝑖), 𝑏(𝑖)}
          (6) 

Where 𝑖 is an observation in the dataset assigned to cluster A,  𝑎(𝑖) is the average 

dissimilarity of 𝑖 to all other observations of A, and 𝑏(𝑖) is the minimum average dissimilarity 

of 𝑖 to all other observations in different clusters [14].  

The quality of clustering can be quantified by calculating the average silhouette index. 

This method is an internal cluster validation that uses the internal information of the 

clustering process to evaluate the clustering performance. A high average silhouette width 

indicates a good clustering. The idea is to be able to establish a robust clustering without 

drastically reducing the size of the database. In other words, the challenge is to find the best 
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possible balance between the size of the database and the quality of clustering. This objective 

is achieved by maximizing the silhouette index.  

II.7 Similarity and dissimilarity metrics  

The determination of similarity or proximity between each pair of data points is 

essential for clustering. Distance measurements determine the distance between two 

observations within the same cluster. The choice of distance measure is often arbitrary but 

may depend on the type of data and the scaling of variables. Moreover, for most commonly 

used statistical packages, the default distance metric is the Euclidean distance (Table Ⅱ.1). 

On the other hand, the linkage criteria determine how far apart two observations are in 

different clusters. In hierarchical agglomerative algorithms, the linkage function determines 

the merging criterion for individuals or clusters at each iteration step, based on the chosen 

similarity mesure (Table Ⅱ.2). 

Table Ⅱ.1 Basic distance measures, extended from [15] 

Names Equations 

Euclidean distance 
‖𝒙𝒊 − 𝒙𝒋‖

𝟐
= √(𝒂𝒊 − 𝒂𝒋)

𝟐
+ (𝒃𝒊 − 𝒃𝒋)

𝟐
 

Manhattan distance ‖𝒙𝒊 − 𝒙𝒋‖
𝟏

= |𝒂𝒊 − 𝒂𝒋| + |𝒃𝒊 − 𝒃𝒋| 

Maximum distance ‖𝒙𝒊 − 𝒙𝒋‖
∞

= 𝒎𝒂𝒙 {|𝒂𝒊 − 𝒂𝒋|, |𝒃𝒊 − 𝒃𝒋|} 

Mahalanobis distance 
√(𝒙𝒊 − 𝒙𝒋)

𝑻
 𝑺−𝟏(𝒙𝒊 − 𝒙𝒋), where S is the 

covariance matrix and 𝑥𝑖 and 𝑥𝑗 are variable 

vectors  

𝑋𝑖 and 𝑋𝑗 are the ith and jth observations, where i and j are indices. 𝑎 and 𝑏 are feature 

variables. 
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Table Ⅱ.2 Overview of the most commonly used linkage criteria, adapted from [9] 

Linkage criteria 

Single Measures distance between the closest 

elements in clusters 

Centroid Measures distance between the centroids of 

each cluster 

Ward’s method Measures the distance between clusters as the 

ANOVA sum of squares, i.e. combining 

information from all cluster observations 

Complete Measures the distance between observations 

of groups that are farthest from each other. 

II.8 Hopkins statistic for validating cluster tendency 

One of the major shortcomings of unsupervised machine learning is that clustering 

algorithms will return clusters even if the data does not contain clusters. Therefore, it is 

important to assess whether the datasets include significant clusters, i.e., non-random 

structures, or not, also known as cluster tendency. In this case, the Hopkins statistic is used to 

evaluate the feasibility of the clustering analysis and test the null hypothesis of the spatial 

randomness of the data. 

The Hopkins statistic is defined as [16]: 

𝐻 =
∑ 𝑢𝑗

𝑑𝑚
𝑗=1

∑ 𝑢𝑗
𝑑𝑚

𝑗=1 + ∑ 𝑤𝑗
𝑑𝑚

𝑗=1

          (7) 

 

Where 𝑋 is a dataset of 𝑛 data points that have 𝑑 dimensions, 𝑌 is a set of random data 

points following the uniform distribution; 𝑦𝑗 (𝑗 = 1 𝑡𝑜 𝑚, 𝑚 << 𝑛) and 𝑥𝑖 (𝑖 = 1 𝑡𝑜 𝑚) is a 

sample of chosen data points from 𝑋. 𝑢𝑗  is the Euclidean distance from 𝑦𝑗 to its nearest 

neighbor in 𝑋 and 𝑤𝑗 is also the Euclidean distance from 𝑥𝑖  to its closest neighbor in 𝑋.  

If the value of the Hopkins statistic is close to 1, the null hypothesis is rejected, 

indicating the presence of meaningful clusters in the dataset 𝑋. A value of H=0.5 denotes that 
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the data is randomly distributed. The alternative hypothesis is rejected when H<0.5, indicating 

that the dataset is regularly spaced and there is no cluster structure at 𝑋 [17].   

 

II.9 Molecular Electrostatic Potential   

The Molecular Electrostatic Potential (MEP) is an important reactivity index that 

allows the visualization of the charge distributions of molecules three-dimensionally. MEP is 

frequently used to describe non-covalent interactions and design bioactive compounds with 

improved structural features. It is usually calculated and displayed on the van der Waals 

surface to generate a molecular electrostatic potential map with the extreme MEP values 

related to the electronic density and some coded colors to distinguish between electron excess 

zones and electron deficiency zones. 

If a molecule has an electronic density 𝜌(𝑟′) at a point 𝑟′, then its electrostatic 

potential at an adjacent point 𝑟 is evaluated by the following equation [18]: 

𝑉(𝑟) = ∑
𝑍𝐴

|𝑅𝐴−𝑟|
− ∫

𝜌(𝑟′)𝑑𝑟′

|𝑟′ − 𝑟|
𝐴

         (8) 

Where 𝑍𝐴 is the charge on nucleus 𝐴, located at 𝑅𝐴, and 𝐴  is the number of nuclei in 

the system. The average number of electrons in each volume element 𝑑𝑟′ is expressed by the 

electronic density function 𝜌(𝑟′), a physical observable that can be obtained either 

experimentally or computationally. The positive first term, represents the contribution of the 

nuclei; the second term is negative and gives the contribution of the electrons. 𝑉(𝑟) can be 

positive or negative in any given region, depending upon whether the effect of the nuclei or 

the electrons is dominant there. Overall, Positive 𝑉(𝑟) areas will interact favorably with 

nucleophiles, whereas negative 𝑉(𝑟) regions will interact with electrophiles.  

II.10   ADME-TOX prediction 

Accurate prediction of pharmacokinetics, pharmacodynamics, and toxicological 

properties plays a key/critical role in the drug development process. Previous research has 

indicated that approximately 40 % of all drug failures in clinical trials are attributed to poor 

ADME characteristics and low bioavailability [19]. ADME-TOX screening at the early stages 

of discovery assists in the recognition and withdrawal of problematic candidates [20]. 

Therefore, we can test and promote only the most likely to succeed drugs providing good 

https://www.sciencedirect.com/topics/chemistry/non-covalent-interactions
https://www.sciencedirect.com/topics/chemistry/electrostatic-potential
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ADME profile and bioavailability [21]. Thus, numerous software and web tools are hence 

developed for the prediction of ADME-TOX properties such as SwissADME, pkCSM, and 

ADMETlab 2.0. These in silico models are generated by machine learning methods, such as 

support vector machine (SVM) [22], artificial neural networks (ANN) [23], recursive 

partitioning (RP) [24], and naïve Bayesian (NB) [25] together with molecular fingerprints that 

represent the molecular structures. In the next section, we will provide a set of 

pharmacokinetic and toxicological definitions in detail that will help to understand and 

interpret ADME-TOX prediction results. 

II.10.1 The gastrointestinal absorption  

Gastrointestinal absorption (GI) involves the absorption of drugs through intestinal 

epithelium by different mechanisms (via the lipophilic transcellular or hydrophilic 

paracellular) [26]. The human intestinal absorption (HIA) of a substance is usually quantified 

as the fraction of the given administered dose that reaches the portal vein [27]: 

𝐻𝐼𝐴 =
𝐷𝐵𝑙𝑜𝑜𝑑

𝐷𝑂𝑟𝑎𝑙
         (9) 

Where 𝐷𝐵𝑙𝑜𝑜𝑑 is the amount of a substance that reaches the portal vein and 𝐷𝑂𝑟𝑎𝑙 is the 

total amount of the substance administered orally. Most ADME-TOX predictors display the 

results in a binary form (high/low) or as a percentage value. 

II.10.2 The volume of distribution 

The volume of distribution (𝑉𝑑), also known as the apparent volume of distribution, is 

another critical PK parameter that relates the administered amount of drug to the plasma 

concentration at time zero 𝐶0. It can be defined mathematically as: 

𝑉𝑑 =
𝐷𝑜𝑠𝑒

𝐶0
          (10) 

The accurate estimation of this descriptor is useful in determining dosage requirements 

to achieve the required therapeutic plasma concentration. Hydrophilic drugs exhibit a high 

plasma affinity that decreases the apparent volume of distribution, while lipophilic drugs with 

a high value of 𝑉𝑑 denote higher drug distribution in tissues than plasma [28].  

 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/pharmacokinetics
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II.10.3 The blood-brain barrier permeability 

The blood-brain barrier (BBB) is a biochemical barrier that Limits the distribution of 

harmful substances into the central nervous system (CNS) [29]. This descriptor is used to 

predict the permeable compounds in a binary form (yes/no) or as a value that describe the 

probability of being permeable or not. 

II.10.4 Permeability glycoprotein substrates and inhibitors 

P-gp (permeability glycoprotein) is an efflux-transporter that pumps xenobiotic 

compounds across the cellular membranes for excretion. It is highly expressed in the intestine 

and also occurs in the liver, brain, and kidney cells. The drug molecules transported out of the 

cells by this efflux protein are termed “p-gp substrates” [30]. These predictive models apply 

the SVM algorithm on large datasets of known substrates/non-substrates or inhibitors/non-

inhibitors for binary classification that returns “Yes” or “No” if the investigated drug has a 

higher probability to be P-gp substrate/inhibitor or not.  

II.10.5 Cytochrome P450 substrates and inhibitors 

Cytochrome P450 (CYP450) is the principal enzyme system involved in phase I of 

drugs biotransformation via oxidation. It is mainly expressed in the liver and also occurs in 

the small intestine, kidney, and lung [31]. Moreover, out of 57 human CYP450 enzymes the 

CYP1A2, CYP2C9, CYP2C19, CYP2D6, CYP3A4, and CYP2E1 metabolize 90 % of drugs 

[32]. P450 isoenzymes interact with molecules differently, it can be inhibited which decreases 

the clearance rate of drugs, or induced to enhance the activity of CYP450. Indeed, it is well 

established that interaction with CYP cytochromes may lead to Drug-drug interactions (DDI)  

[33-36]. 

Before the drug molecule reaches systemic circulation, it must overcome several 

biological barriers. The absorbed fraction of oral drug through the gastrointestinal (GI) tract 

can be excreted by p-gp, metabolized by intestinal CYP enzymes, or transferred to the liver 

via the portal vein [37]. In the liver, the drug proportion that escapes the hepatic p-gp 

transporter and CYP metabolism will reach the systemic circulation and may then be 

delivered to its target site (Figure Ⅱ.4). These models implement the SVM algorithm to 

predict whether the studied compound is expected to be a CYP substrate and/or inhibitor or 

not.  
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Figure Ⅱ.4 Overview of the intestinal and hepatic P450 enzymes action on orally 

administered drugs, adapted from [37] 

II.10.6 Clearance 

Clearance (CL) is the most key determinant of the dosing regimen and the frequency 

of administration of drugs. Drugs can be excreted from the body through numerous pathways. 

However, it occurs primarily as a combination of renal, hepatic, and biliary clearance. Drug 

clearance is defined as the volume of plasma from which xenobiotics would be totally 

removed per unit time [38]. Mathematically, the clearance can be expressed as:  

𝐶𝑙𝑒𝑎𝑟𝑎𝑛𝑐𝑒 = 𝑉𝑑 × 𝐾𝑒         (11) 

Where 𝑲𝒆 is the elimination rate constant, and 𝑽𝒅 is the apparent volume of distribution for 

the drug. A high clearance value indicates that the xenobiotic is cleared rapidly from the body, 

while a low clearance value denotes a slower clearance rate. 

II.10.7 AMES toxicity 

The Ames test is one of the most common drug safety assessments designed to 

determine the mutagenic potential of compounds that cause mutations in the DNA of the 

bacterium Salmonella typhimurium (test organism). This test is an efficient alternative to 

predict the carcinogenic potential of drug candidates because standard carcinogenicity assays 

on mice and rats are time-consuming (up to three years to complete) and expensive. A 

https://www.sciencedirect.com/topics/medicine-and-dentistry/renal-clearance
https://www.sciencedirect.com/topics/medicine-and-dentistry/hepatic-clearance
https://www.sciencedirect.com/topics/medicine-and-dentistry/biliary-clearance
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compound is classified as Ames positive, which indicates that the compound is mutagenic and 

thus may act as a carcinogen [39].  

II.10.8 Hepatotoxicity 

Drug-induced liver injury (DILI) is a major safety concern for drug development and a 

primary cause of failure in preclinical and clinical trials and withdrawals of approved drugs. 

Currently, more than 50 drugs have been implicated in causing severe liver injury and hence 

withdrawn from the market worldwide, such as Troglitazone, Bromfenac, and Ticrynafen 

[40]. Therefore, eliminating hepatotoxic drug candidates in advance is considered a cost-

effective strategy to reduce the rate of attrition in drug discovery. In silico models generated 

using different learning algorithms on diverse large-scale datasets can provide an accurate 

estimation of hepatotoxicity and the result is displayed in a binary form (yes/no). 

II.10.9 HERG inhibition 

The human Ether-à-go-go-Related Gene (hERG) encodes the cardiac potassium ion 

channel involved in regulating the exchange of cardiac action potential and resting potential 

by transporting potassium (K+) ions out of the cardiac myocytes. The inhibition of hERG 

results in slowed repolarisation and therefore, a prolongation of the QT interval (LQTS) in the 

electrocardiogram (ECG), leading to cardiac arrhythmia called Torsade de Pointes (TdP). The 

withdrawal of many drugs from late-stage clinical trials due to these cardiotoxic effects 

emphasizes the importance of early detection of hERG inhibitors in the drug discovery 

process [41]. This descriptor is used to predict if a given compound is likely to be a hERG I/II 

inhibitor in a categorical form (yes/no).  

II.11 Molecular docking 

Molecular docking is one of the most commonly used virtual screening approaches 

that plays a pivotal role in structure-based rational drug design, particularly for the prediction 

of intermolecular interactions. In silico molecular docking is designed to predict the position, 

preferred orientation, affinity, and interaction of a small molecule (ligand) that binds with a 

biological target of therapeutic interest (usually a protein). The conventional concept of 

docking methods was based on the lock-and-key theory proposed by Fischer [42], where both 

the ligand and the receptor can be treated as rigid systems to find the correct orientation for 

the “key” to open up the “lock” (Figure Ⅱ.5). Later, Koshland suggested the “induced-fit” 

theory, in which the ligand and receptor are considered flexible during docking and thus 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/docking-molecular
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/docking-molecular
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increase the accuracy of prediction [43]. The details of target-ligand interactions at the 

molecular level are therefore of great interest to many diseases to design a ligand that either 

inhibits or activates the target protein that significantly affects fundamental biochemical 

processes such as signal transduction, transcription, and enzymatic catalysis. Molecular 

docking techniques represent an attractive and cost-effective alternative to experimental 

methods, including high throughput screening (HTS), which requires a significant investment 

in drug discovery [44]. 

 

 

 

 

 

 

 

 

 

Figure Ⅱ.5 Schematic diagram of two binding models for enzyme-substrate 

interaction. (A) The lock-and-key model, (B) induced-fit model describing the conformational 

changes in the active site, adapted from [45] 

II.11.1 Types of molecular docking 

II.11.1.1  Rigid docking  

This method implements the simplest docking algorithm that ignores the flexibility of 

molecules and assumes that the receptor and the ligand are rigid entities, in which the bond 

angles, bond lengths, and torsion angles of the components do not change at any step of 

complex formation. It reduces the number of degrees of freedom from several thousand to 

only six (three translational and three rotational) and thus limits the search space for the 

ligand to fit in the binding site [46]. Rigid docking is often used to examine large systems, 

(A) 

(B) 

(A) 
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such as protein-protein interactions. DOCK is a well-known program that applies this 

algorithm to find molecules matching by shape complementarity [47-50]. 

II.11.1.2  Semi-flexible docking  

It represents the most common approach in docking programs that incorporates the 

flexibility of ligands while the proteins remain rigid during the docking process in order to 

describe possible torsion angles and bond rotation. It is suitable for docking small ligand 

molecules and macromolecules, such as proteins or nucleic acids [51]. In semi-flexible 

docking, six degrees of translational and rotational freedom are sampled, as well as the 

conformational degrees of freedom of the ligand, however, it needs more computational time. 

For this category, MOE [52], FlexX [53], Glide [54], and AutoDock [55] are widely used to 

perform semi-flexible docking. 

II.11.1.3  Flexible-flexible docking  

Recently, it has become increasingly clear that side-chain flexibility plays a crucial 

role in the molecular recognition of protein-ligand complexes as targets can adopt different 

conformations in the unbound and bound states. The protein main chain torsion angles are 

also frequently altered from their unbound conformations, which the previous methods fail to 

detect. Modern docking tools address these issues by allowing the dynamic conformational 

change of both the target and the ligand, thus mimicking the nature of biological molecules to 

describe intermolecular binding interactions more accurately. Fully-flexible docking takes 

longer than rigid-body docking due to the large degrees of freedom, and consequently a larger 

search space is used to examine the binding modes of protein-ligand complexes [56]. The 

most common docking programs used in this class primarily include MOE [52], GOLD [57], 

ICM [58], Surflex [59], and AutoDock Vina [60]. 

II.11.2 Molecular docking procedure 

II.11.2.1  Target preparation  

In this phase, the 3D structures of biological macromolecules are downloaded as PDB 

files from the RCSB Protein Data Bank (https://www.rcsb.org/). A huge number of proteins, 

lipids, carbohydrates, and nucleic acids are stored in this database, both as single structures 

and as complexes. However, structures with low resolution and a co-crystalized ligand bound 

in the binding site should be preferred. These structures are determined experimentally using 

X-ray crystallography, Nuclear Magnetic Resonance (NMR) spectroscopy, or electron 
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microscopy. The preparation of protein structure includes protonation, charge addition, 

cofactors removal, residue complementation, and other operations [61]. 

II.11.2.2  Ligand preparation 

Ligand preparation for docking simulations is highly important for improving the 

accuracy of results, during which the potential energy is minimized to obtain a low energy 

conformation for each ligand. The ligand structures can be retrieved from scientific literature, 

patents, or public databases, including the ZINC database [62], ChEMBL [63], IUPHAR/BPS 

[64], SuperNatural [65], and PubChem [66]. These online databases provide a large number 

of compounds to select the most interesting and promising molecules for a particular 

molecular target. Filters of physicochemical properties are frequently used to reduce the 

number of molecules to be docked, such as the molecular weight, log P, polar surface area, 

number of rotatable bonds, net charge, and synthetic accessibility [67]. 

II.11.2.3  Active site detection 

At this point, the position of the co-crystalized ligand within the protein is identified as 

the binding pocket that enables the user to know the location of the active site prior to 

docking.  In the absence of native ligands, cavity detection tools, such as SurfNet [68, 69], 

POCKET [70], GRID  [71, 72], PASS [73] and MMC [74] can be used to determine the 

binding sites within proteins. 

II.11.2.4  Docking 

During this stage, several copies (conformations) of a ligand are randomly distributed 

on the protein binding cavity. Each resulting pose is then optimized simultaneously by several 

minimization cycles. MOE allows the performance of semi-flexible docking where the protein 

is kept rigid while the ligand is flexible. If two poses converge at the same position, only that 

of better interaction energy (lowest energy) is conserved. This whole process can be repeated 

during a user-defined number of iterations. At the end of docking, all generated poses are 

associated with interaction energy and ranked according to certain scoring systems from the 

most favorable energy score to the least favorable one. 

II.11.2.5  Evaluating Docking Results 

The prediction accuracy of protein-ligand complexes assessed by docking simulations 

can be evaluated by calculating the Root Mean Square Deviation (RMSD) between the 

generated structure (top scored pose) and the co-crystalized ligand (experimental 
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conformation) of the protein. This similarity metric is defined by the Euclidean distance 

between the coordinates of the atoms of the two superimposed structures, as expressed: 

𝑅𝑀𝑆𝐷 = √
1

𝑁
∑ 𝑑𝑖

2

𝑁

𝑖=1

          (12) 

Where N is the total number of atoms in the molecule and 𝑑𝑖 is the distance between 

coordinates of atom i in the two structures [75]. RMSD is always positive, and a value of 0 

(rarely achieved in practice) indicates a perfect fit for the data. A good performance is usually 

considered when the RMSD is less than 2Å. 

II.11.3 Docking theory 

Molecular docking software aims to accurately predict the best binding mode 

(orientation, position, and conformation) between two biochemical entities based on two main 

components: the search algorithm and the scoring function (Figure Ⅱ.6). The search 

algorithm is able to search and generate all possible conformations of the small organic 

molecule in the binding cavity of a therapeutic macromolecule and therefore generate possible 

modes of interaction. While the scoring function is used to predict the best orientation that 

represents the true structure of the complex and estimate the free energy of binding. 
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Figure Ⅱ.6 Classification of algorithms for protein-ligand docking, modified from 

[76] 

II.11.3.1   Search algorithm 

Search algorithms go through all generated binding modes across two molecules to 

ensure that the binding site is explored to the maximum. Common Ligand flexibility search 

algorithms include simulation methods, systematic search methods, and stochastic search 

methods. The simulation methods start with a known initial state up to the state of lower 

energy. Energy minimization (EM), molecular dynamics (MD), and simulated annealing are 

examples of simulation methods. In the systematic search, the ligand conformation is 

recurrently approached until the minimum energy conformation is identified. It includes three 

subclasses exhaustive search algorithms, fragment based algorithms, and conformational 

ensemble [77]. In stochastic algorithms, ligand conformations are sampled by making random 

changes to the degrees of freedom of the ligands. Monte Carlo (MC) [78], genetic algorithms 

(GAs) [79], Tabu Search (TS) [80], and Swarm Optimisation (SO) [81] algorithms fall into 

this category. 
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II.11.3.2  Scoring Functions 

Sampling algorithms are further complemented by scoring functions that adopt various 

assumptions and simplifications to rank the generated conformations according to their 

estimated binding affinity and recognize the most relevant pose among the many others 

created by the search algorithm. Therefore, numerous scoring functions have been developed, 

in this regard to precisely characterize the behavior of protein-ligand complexes [82-85]. They 

can be classified into four basic categories: force-field, empirical, knowledge-based, and 

consensus scoring. 

• Force-field based scoring functions 

Force field–based scoring functions express the binding free energy of complex as a 

sum of several uncorrelated terms of molecular mechanics, including van der Waals 

interactions, and electrostatic interactions between and within docked molecules. This type of 

function usually neglects most solvent effects and solute entropies. One typical force field 

scoring function used in molecular docking through DOCK is composed of two energy 

components from the Amber force fields, Lennard-Jones VDW, and an electrostatic term. It 

can be expressed by equation (13): 

𝐸 = ∑ ∑ (
𝐴𝑖𝑗

𝑟𝑖𝑗
12 −

𝐵𝑖𝑗

𝑟𝑖𝑗
6 +

𝑞𝑖𝑞𝑗

𝜀(𝑟𝑖𝑗)𝑟𝑖𝑗

)

𝑗𝑖

           (13) 

Where 𝑟𝑖𝑗  stands for the distance between protein atom 𝑖 and ligand 

atom 𝑗, 𝐴𝑖𝑗  and 𝐵𝑖𝑗 are the VDW parameters, and 𝑞𝑖 and 𝑞𝑗 are the atomic charges. 𝜀(𝑟𝑖𝑗) in 

the Coulombic term is the distance dependent dielectric constant that is usually set to 4𝑟𝑖𝑗, 

representing the effect of solvent implicitly [77]. 

• Empirical scoring functions 

The empirical scoring functions estimate the binding affinity of a complex by a sum of 

individual energy terms, including hydrogen bond, ionic interaction, hydrophobic effect, 

binding entropy, and the number of rotatable bonds in the ligand. The coefficients associated 

with the functional terms are obtained from regression analysis using experimentally 

determined binding energies and x-ray structures. The calculation of binding score using 

empirical scoring functions is much faster than force field scoring functions, due to their 

simple energy terms. Experimental binding free energies and protein-ligand crystal structures 
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for 45 complexes were used to build the first empirical scoring system for predicting binding 

free energies, which was incorporated in LUDI as follow: shown in equation (14): 

 

∆𝐺𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = ∆𝐺0 + ∆𝐺ℎ𝑏 ∑ 𝑓(∆𝑅, ∆𝛼)
ℎ−𝑏𝑜𝑛𝑑𝑠

+ ∆𝐺𝑖𝑜𝑛𝑖𝑐 ∑ 𝑓(∆𝑅, ∆𝛼)
𝑖𝑜𝑛𝑖𝑐 𝑖𝑛𝑡.

+ ∆𝐺𝑙𝑖𝑝𝑜|𝐴𝑙𝑖𝑝𝑜| + ∆𝐺𝑟𝑜𝑡 𝑁𝑅𝑂𝑇           (14) 

Where ∆𝐺0 is a contribution to the binding energy that is independent of any protein 

interactions, ∆𝐺ℎ𝑏 describes the contribution from an ideal hydrogen bond, ∆𝐺𝑖𝑜𝑛𝑖𝑐 indicates 

the contribution from unperturbed ionic interactions, ∆𝐺𝑙𝑖𝑝𝑜 denotes the contribution from 

lipophilic interactions, while 𝐴𝑙𝑖𝑝𝑜 is the lipophilic contact surface between the protein and the 

ligand, ∆𝐺𝑟𝑜𝑡 considers the loss of binding energy due to freezing of internal degrees of 

freedom in the ligand, 𝑁𝑅𝑂𝑇 represents the number of rotatable bonds and 𝑓(∆𝑅, ∆𝛼) is a 

penalty function that accounts for large deviations from ideal hydrogen bond geometry [86]. 

• Knowledge-based scoring functions 

In knowledge-based functions, the frequency of atom pairs interactions observed in 

protein-ligand complexes is determined and then converted into pairwise atomic potentials, 

describing the preferred geometries of the protein-ligand pairwise atoms. Popular 

implementations of such functions include Potential of Mean Force (PMF) and DrugScore of 

FLEX program. The use of these functions provides a compromise between accuracy and 

speed compared to force field and empirical scoring functions. The overall score is calculated 

by equation (15): 

𝑊(𝑟) = −𝑘𝐵 𝑇 ln[𝑔(𝑟)] , 𝑔(𝑟) = 𝜌(𝑟) 𝜌∗⁄ (𝑟)          (15) 

Where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the absolute temperature of the system, 

𝜌(𝑟) is the number density of the protein-ligand atom pair at distance 𝑟, 𝜌∗(𝑟) is the pair 

density in a reference state where the interatomic interactions are zero, and 𝑔(𝑟) is the pair 

distribution function [87]. 

• Consensus scoring functions 

Consensus scoring is a recent scoring strategy that evaluates the docked conformations 

by combining multiple scoring functions that significantly reduce the number of false 

positives identified by individuals scoring functions, thereby enhancing the ability to 

discriminate between active and inactive enzyme inhibitors, which in turn provides notable 
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improvements in docking accuracy [88-91]. Examples of consensus scoring include 

MultiScore [92], GFscore [93], X-Cscore [94], SeleX-CS [95], and SCS [96].  

II.12 Molecular dynamics  

Molecular dynamics is the most popular simulation approach in the field of molecular 

modeling that explores the conformational space and incorporates the flexibility of both 

ligand and receptor more effectively than other algorithms. MD simulations consider the 

thermodynamic state variables of a system at the microscopic scale, such as temperature and 

pressure to further investigate the binding affinity and stability of complexes. The trajectory 

of particles in the system is usually captured using Newton's equations of motion, and the 

potential energy is determined using force fields. In a system of N interacting atoms =

1, 2, … 𝑁 , the equation of motion for atom 𝑖 is a second order differential equation according 

to Newton’s second law [97]: 

𝐹𝑖 = 𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2
          (16) 

Where 𝑚𝑖 is the mass of atom 𝑖, 𝑟𝑖 denotes the position of atom 𝑖 at time 𝑡, and 𝐹𝑖 is 

the net force exerted on the atom 𝑖.  

II.12.1 MD simulation applications  

MD approaches are routinely used to evaluate the protein and ligand in their bound 

and unbound states in order to approximate the free energy change that occurred in each stage 

of the transition between the two states. Such methods model all the degrees of freedom in the 

protein-ligand complex and explicitly include the solvent effects more naturally, providing a 

more realistic and detailed picture of the binding mode [98, 99]. One of the most common 

uses of MD simulations has focused on refining and rescoring the docking poses to 

investigate the basis of protein structure and function [100-102]. Currently, molecular 

dynamics simulations are widely used to refine molecular 3D structures of proteins obtained 

by X-ray [103], NMR [104], or homology modeling [105]. 

The drawbacks of this technique are related to the molecule geometry that changes in a 

series of small steps, requiring many motions and thus making it difficult to cross the high 

energy conformational barriers within a reasonable period of simulation time, therefore can 

get easily trapped in local minima of the energy surface. Additionally, simulation 

methodologies are slow and require high computational expenses. There have been many 
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approaches to address these limitations, including simulated annealing, soft potentials, and the 

use of an initial set of ligand conformations [106-111]. Several programs have been used to 

perform MD simulations, including GROMACS [112], AMBER [113], NAMD [114], 

CHARMM [115], OpenMM [116], and LAMMPS [117]. 
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III.1 Introduction 

 Computational and statistical tools are essential to analyze and manage big chemical 

databases with biological activity to extract new knowledge and make better decisions that 

guide chemists to synthesize and test only the most potent molecules. The application of 

virtual screenings and machine learning methods may be a promising strategy to identify new 

anticancer drug candidates.  

In this study, we classified 500 potent cytotoxic agents according to their different 

scaffolds with the aim of identifying a specific class that has the best ADME profile to define 

a set of rules for structural features that would help in designing novel anticancer drug 

candidates. For this purpose, the k-means algorithm was applied on 500 cytotoxic agents to 

assign them into distinct clusters and determine the similarities and the dissimilarities within 

and between clusters. The test statistic 𝑍𝑘 was effectively used to characterize the compounds 

by descriptors and identify the subset of relevant descriptors characterizing each cluster. The 

silhouette analysis is used as cluster validation approach and a statistical analysis was 

performed to characterize each cluster by a subset of molecular descriptors. Additionally, the 

pharmacokinetic properties ADME and drug-likeness parameters were calculated for all 

molecules to evaluate their profile. The quantitative analysis of the molecular electrostatic 

potential (MEP) on van der Waals surface was performed to identify the nucleophilic and 

electrophilic sites in the paragon molecules. Finally, a molecular docking study was 

performed on the paragon molecules toward six different targets to investigate the molecular 

binding models for these compounds interacting with the active site of biological receptors. 
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III.2 Materials and methods 

III.2.1  Biological database 

A total of 500 cytotoxic molecules were collected for the first time from the previous 

studies [1-62] to create a database for analysis. All compounds have shown potent 

cytotoxicity toward a broad spectrum of human cancer cell lines in vitro. 

III.2.2  Molecular descriptors generation 

The compounds were initially optimized using the MM+ force field of molecular 

mechanics in HyperChem 8.08 software [63]. The descriptors mass, volume, log P, and 

surface grid were calculated by HyperChem 8.08. The software Molecular Operating 

Environment(MOE) [64] was used to determine the number of hydrogen donor, number of 

hydrogen acceptor, number of hydrogen donor and acceptor, the number of oxygen atoms, 

number of nitrogen atoms, number of sulfur atoms, the number of heteroatoms (oxygen, 

nitrogen, and sulfur), the number of chiral centers, dipolar moment, flexibility, number of 

rotatable bonds, topological polar surface area (TPSA), number of double bonds, and the 

number of rings. The polarizability, number of heterocyclic rings, and the number of aromatic 

rings were obtained by ChemAxon Marvin software [65].  

III.2.3  ADME and drug-likeness prediction 

In silico screening of pharmacological properties ADME and evaluation of drug-

likeness were performed by the web tool SwissADME [66]. The pharmacokinetics parameters 

predicted in this study are: gastrointestinal absorption, P-glycoprotein, blood-brain barrier, 

and cytochrome enzymes were reported in this study. In addition, the drug-likeness prediction 

is based on several rules such as Lipinski, Ghose, Veber, Egan, and Muegge rules. 

III.2.4  Molecular electrostatic potential  

Molecular geometries of the paragon molecules were optimized by the Gaussian 09 

program using the density functional theory (DFT) at B3LYP/6-31+G(d,p)  level of theory 

[67]. For all stationary points, there is no imaginary frequency at the optimized molecular 

geometries indicating that the optimized structures are in the minimum on the potential energy 

surface. The multifunctional wavefunction analyzer program, Multiwfn 3.7 [68], was used for 

the quantitative analysis of molecular electrostatic potential on van der Waals surface 

combined with the VMD 1.9.1 software [69].  
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III.2.5  Molecular docking study 

III.2.5.1 Compounds preparation 

In this study, we selected the paragon molecules (P1, P2, and P3) that displayed potent 

cytotoxic activity against six cancer cell lines [44, 32, 14] for docking analysis. These 

molecules were used to create a database input in the MOE software. 

III.2.5.2 Targets preparation 

The X-ray crystal structures of enzymes, A-549 (PDB ID: 2XP2) [70], MCF-7 (PDB 

ID: 1UOM) [71], Bel7402 (PDB ID: 1CP3) [72], SGC7901 (PDB ID: 2HY8) [73], Hela 

(PDB ID: 3F81) [74], and HepG2 (PDB ID: 4ASD) [75] were downloaded from the Protein 

Data Bank (http://www.rcsb.org/pdb/) to study the Interactions of compounds with the active 

site of receptors. Additionally, the water molecules, ions, and cofactors were removed from 

the structures to simplify the simulation. Afterward, the protein structures were corrected for 

missing atoms and the hydrogen atoms were added [76]. 

III.2.6  Data clustering 

 K-means is a simple and efficient clustering algorithm widely used in machine 

learning to partition a set of objects into K clusters. The algorithm starts by choosing 

randomly K initial centroids, where a cluster centroid is the mean of all data points within a 

cluster. Afterward, each point in the dataset is assigned to the nearest center by minimizing 

the distance between data points and the corresponding centroids. After the clusters are 

formed, the algorithm iterates this process until no point changes clusters [77]. In clustering 

algorithms, the random selection of initial cluster centers is crucial to the result that may 

depend on this step; a wrong estimation of K can lead to misclassification of observations. In 

this study, the Hartigan–Wong algorithm is used [78]. This algorithm generally does a better 

job than either of MacQueen [79], Lloyd [80], and Forgy algorithms [81], but trying several 

random starts is often recommended [82]. As the k-means clustering algorithm is sensitive to 

the random starting assignments, we specify 50 (nstart = 50) different random starting 

assignments, in order to have a more stable result. The maximum number of iterations 

allowed is used by default (equal to 10). Euclidean distances are used as a metric for 

calculating dissimilarities between observations. 

For this purpose, determining the optimal number of clusters was performed using the 

average silhouette method [83]. The principle of this approach involves calculating the 

http://www.rcsb.org/pdb/
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average silhouette for each k partition; the optimal number of clusters corresponds to the 

maximum of the average silhouette. In this study, principal component analysis was 

performed as a preprocessing to provide more stable clusters. Furthermore, the silhouette 

analysis is used as a cluster validation approach in order to confirm that there are no 

misallocations or overlapping clusters. We used the FactoMineR R package [84] to compute 

principal components and the cluster R package [85] was used to perform the K-means 

algorithm.The Hopkins statistic [86] has been carried out using the Clustertend R package for 

evaluating the clustering tendency of our database. More the value of this statistic is close to 1 

means that the dataset contains statistically significant clusters [86]. 

III.2.7  Clusters characterization by descriptors and molecules 

In order to characterize each cluster by a subset of molecular descriptors, the mean of 

each molecular descriptor belonging to cluster k is computed and compared to the overall 

mean in the dataset according to statistics [87]: 

𝑍𝑘 =  
𝑥̅𝑘 − 𝑥̅

√
𝑠𝑘

2

𝑛𝑝
(

𝑛 − 𝑛𝑝

𝑛 − 1 )

           (𝟏) 

 

Where 𝑥̅𝑘 is the mean of descriptor 𝑥 in cluster 𝑘, 𝑥̅ (𝑠𝑘) is the mean (standard deviation) of 

descriptor 𝑥 in the dataset and 𝑛𝑝 is the cardinal of cluster 𝑘. The p-value or the critical 

probability is computed as follows: 

𝑝. 𝑣𝑎𝑙𝑢𝑒 = 1 − 𝑃 (|𝑍| < |𝑍𝑘|) = 1 − Φ(|𝑍𝑘|),      𝑍~𝑁 (0,1)          (𝟐) 

Where Φ(|𝑍𝑘|) is the cumulative distribution function of the standard normal distribution. 

The p.value is computed under the null hypothesis(𝐻0 ∶  𝑥̅𝑘 − 𝑥̅ = 0). This hypothesis is 

satisfied if 1 − Φ(|𝑍𝑘|) is strictly greater than the significance level of 0.05. On the other 

hand, the alternative hypothesis (𝐻1 ∶  𝑥̅𝑘 − 𝑥̅ ≠ 0) postulates that there is a significant 

difference between 𝑥̅𝑘and𝑥̅. In this case, the null hypothesis is rejected at the 5% level of 

significance if1 − Φ(|𝑍𝑘|) ≤ 0.05, which means that the corresponding molecular descriptor 

characterizes the 𝑘𝑡ℎ cluster. More details related to this test statistic can be found at [88]. 

 Moreover, the cluster centroid is a fictional mean observation, to understand the 

average behavior of molecules in each cluster, it is better to use a real observation. The closest 

observation to the barycenter of each cluster is called paragon and defined according to [89] : 
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𝐼𝑘 ∈ min
𝑖∈𝑘

𝑑𝑖𝑠𝑡(𝐼𝑖, 𝜇𝑘)           (𝟑) 

Where 𝜇𝑘 is the barycenter of cluster 𝑘 and 𝐼𝑖is the 𝑖𝑡ℎobservation. Therefore, we can describe 

the overall behavior of the molecules in each cluster by their respective paragons. 

III.3 Results and discussion 

III.3.1  Clusters analysis 

We have identified three distinct and compact clusters using the K-means algorithm. 

The number of molecules in each cluster is 209, 104, and 105 for cluster 1, cluster 2, and 

cluster 3, respectively, as depicted in (Figure Ⅲ.1). As shown in (Table Ⅲ.1), the optimal 

number of clusters identified using the average silhouette method is K = 3.  The values of the 

Hopkins statistic obtained are 0.637 and 0.922 for the dataset with and without the outliers, 

respectively. As can be seen, the dataset without outliers is highly clusterable. The presence of 

outliers (even in small numbers) tends to significantly reduce the tendency of the dataset to 

form clusters. 

Figure Ⅲ.1 Clusters silhouette plot 
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Table Ⅲ.1 Silhouette average width 

Silhouette averagewidth K 

0.4954795 2 

0.565419 3 

0.4522308 4 

0.4429059 5 

0.446656 6 

 

Indeed, adding another cluster decreases the average silhouette. Figure Ⅲ.2 shows the 

partition on the principal component map. As can be seen from this figure, there is a clear 

separation between them and there is no overlap. The percentage of molecules in each cluster 

is 50%, 24.88% and 25.12% for the black, red, and green clusters, respectively.  

Figure Ⅲ.2 Partition on the principal component map 

In addition, the quality of K-means clustering has been validated using silhouette 

analysis. As shown in (Figure Ⅲ.1), the total of molecules is 418 because we removed 82 

molecules considered as outliers. Silhouette average widths of these 82 molecules are 
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negative. The positive values of silhouette width in each cluster are all higher than 0.5 (0.53 

for cluster 1, 0.60 for cluster 2 and 0.57 for cluster 3), as well as the average width with a 

value of 0.56, implies that the molecules are very well clustered and there are no 

misallocations or overlapping clusters. 

The statistical results for all clusters are listed from Table A1 to Table A3 (see 

Appendix A). In order to analyze and understand why the descriptors were divided into three 

clusters, we have classified them into three categories based on their descriptive power (Table 

Ⅲ.2). 

Table Ⅲ.2 𝑧𝑘-statistic values obtained for the three clusters 

 

Category Descriptor Cluster 1 Cluster 2 Cluster 3 

First 

category 

Oxygen atoms -11.920292 / 13.360962 

Chiral centers -12.756367 13.927741 / 

aromatic rings / -12.165403 9.824948 

Nitrogen atoms / -9.449154 10.914702 

Sulfur atoms / -6.259531 6.626399 

Hydrogen donor -3.143361 / 4.513423 

Dipolar moment / -2.231093 3.365505 

Second 

category 

Rotatable bonds -12.628486 2.139250 12.478667 

Number of rings -12.129848 3.279142 10.769558 

Hydrogen acceptor -11.266461 -3.225036 16.232926 

Hydrogen donor + acceptor -10.244272 -2.925194 14.752944 

TPSA -9.473377 -3.601449 14.533308 

Double bonds -8.385037 6.259117 3.478373 

Third 

category 

Volume -17.358715 9.468625 10.667217 

Polarizability -17.029683 8.585525 11.164061 

Hetero-atoms N+O+S -9.783489 -5.674194 16.951175 

Log p -6.551781 16.731131 -9.045471 

Mass -16.565628 6.125284 13.071631 

s-grid -16.519684 8.516432 10.642925 

Flexibility -15.714565 8.812227 9.417991 

heterocyclic rings -4.348880 -7.219752 12.201912 
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The first category of molecular descriptors includes those contributing differently to 

the three clusters. For instance, the descriptor number of oxygen atoms contributes negatively 

to the first cluster which means, it shows values less than the overall mean of oxygen atoms.  

On the other hand, this descriptor contributes positively for the third cluster indicating higher 

values than the overall mean of all other molecules. Concerning the second cluster, the 

descriptor exhibits a value very close or equal to the overall mean. Therefore, the descriptor 

number of oxygen atoms does not distinguish between the molecules belonging to the second 

cluster. The descriptors classified in the second category are those contributing positively or 

negatively with a high magnitude to two clusters and exhibit a value very close to the overall 

mean for the remaining cluster. For example, the descriptor rotatable bonds contribute 

negatively to the first cluster, which means that it has negative values that are significantly 

lower than the overall mean for all molecules. It contributes positively for the third cluster 

indicating values significantly higher than the overall mean for all other molecules.  This 

descriptor characterize very slightly the second cluster because it shows a very close value to 

the overall mean, this category is quite similar to the previous one. 

Using the same approach, the third category contains the descriptors that differentiate 

one cluster from the other two clusters such as the lipophilicity log P, contributing positively 

to the second cluster and negatively for the other two clusters. This result suggests that the 

molecules belonging to the second cluster are more lipophilic than those of cluster 1 and 3. As 

can be seen in( Table Ⅲ.1), it emerges that the molecular descriptors contribute negatively 

for the first cluster, positively for the third except for Log P and both positively and 

negatively for the second cluster. These findings confirm the agreement between the results 

derived from the statistical analysis and those obtained from the K-means algorithm. 

Furthermore, for a given descriptor, the higher its 𝑧𝑘 value, the higher is its influence on the 

cluster k molecules so we can select the most relevant descriptor that describes each cluster.  

As a result, cluster 1 molecules have a small volume and mass. They have very few oxygen 

atoms and consequently low value of polarizability and topological polar surface area 

(TPSA). For cluster 2, the lipophilicity is significantly high, as well as the number of chiral 

centers. A large number of heteroatoms in cluster 3 would necessarily increase the number of 

hydrogen donors and acceptors, polarizability, and TPSA.   

 Interestingly, the representative (paragon) molecules of clusters shown in (Figure Ⅲ

.3) have confirmed the reliability of 𝑧𝑘 values since there are a clear resemblance and 
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compatibility between them. Paragon 1 (P1) has a small volume and few of oxygen atoms, 

while paragon 2 (P2) has high lipophilicity, a lot of chiral centers and contains few 

heteroatoms. Paragon 3 (P3) has a large number of heteroatoms and subsequently a lot of 

hydrogen donors and acceptors. These results emphasize the validity of our test statistic and 

provide evidence that the molecules are very well clustered. 

Figure Ⅲ.3 Core structures of clusters 

III.3.2  ADME properties and drug-likeness evaluation 

In silico screening of pharmacological properties ADME and evaluation of drug-

likeness of 418 cytotoxic molecules are summarized in (Table Ⅲ.3). As can be seen in (Table 

Ⅲ.3), almost all cluster 1 molecules are estimated to have high gastrointestinal absorption 

and almost half of them are capable of crossing the blood-brain barrier. In contrast, the other 

cluster molecules have a low GI absorption, therefore poor bioavailability, and they cannot 

penetrate the BBB at all.  It can be explained by the large size of molecules and the high 

polarity of cluster 3 molecules as previously mentioned in 𝑍𝑘-test results. The findings are 
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directly in line with previous research showing that hydrophilic and large molecules are 

unable to cross the lipid cell membranes [90, 91]. Thus, a good balance between lipophilic 

and hydrophilic characters in drug molecules is indispensable for intestinal absorption. These 

molecules are expected to be eliminated before reaching the target site.  

Table Ⅲ.3 ADME properties and drug-likeness of cytotoxic compounds 

Properties cluster 1 cluster 2 cluster 3 

P
h

a
rm

a
co

k
in

et
ic

s 

GI 

absorption 

85.17% 

High 

76.92% 

Low 

80.95% 

Low 

BBB 

permeant 

52.63%   

No 100% No 

99.05%      

No 

P-gp 

substrate 

71.29%   

No 

70.19% 

Yes 

59.05%  

Yes 

CYP1A2 

inhibitor 

69.38%  

Yes 

98.08% 

No 

68.57%   

No 

CYP2C19 

inhibitor 

63.16%  

Yes 

93.27% 

No 

78.10%   

No 

CYP2C9 

inhibitor 

71.77%   

Yes 

79.81%       

No 

61.90%    

Yes 

CYP2D6 

inhibitor 

71.29%   

No 

98.08%   

No 

81.90%   

No 

CYP3A4 

inhibitor 

55.98%  

Yes 

61.5%   

No 

50.48%       

Yes 

D
ru

g
 l

ik
en

es
s 

Lipinski 92.82%  

Yes 

66.35% 

No 

65.71%   

No 

Ghose 73.21%  

Yes 

98.08% 

No 

98.10%   

No 

Veber 93.78%  

Yes 

79.81% 

Yes 

84.76%   

No 

Egan 85.65%  

Yes 

86.50% 

No 

76.19%   

No 

Muegge 74.16%  

Yes 

87.50% 

No 

91.43%   

No 
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Almost all cluster 2 and 3 molecules are estimated to be actively effluxed by P-

glycoprotein transporter, thus limiting the intestinal absorption and consequently low 

bioavailability. Nevertheless, cluster 1 molecules are not affected by p-gp efflux pump that 

helps to overcome multidrug resistance and effectively deliver the anticancer drugs into the 

tumors [92, 93]. Moreover, nearly all molecules of cluster1 are estimated to inhibit the 

different CYP isoforms except for CYP2D6 and CYP3A4. These two isoenzymes may be 

responsible for the metabolic clearance or activation of this fraction of molecules. 

Accordingly, it has been shown that CYP2D6 and CYP3A4 converse the anticancer drug 

tamoxifen into more potent metabolites. The metabolite endoxifen is primarily formed by 

CYP2D6 has approximately 100 times better affinity to the estrogen receptor than the parent 

drug tamoxifen [94]. On the other hand, almost all compounds of other clusters are estimated 

to act as non-inhibitors toward CYP isoenzymes, except for CYP2C9 and CYP3A4 in cluster 

3. The second cluster molecules showed no selectivity in the interaction with CYP 

cytochromes compared to the other clusters. This finding supports previous studies in which 

the high lipophilicity was associated with poor selectivity of CYP [95]. Besides, nearly all 

compounds of cluster 1 proved to comply with the Lipinski rules and successfully passed the 

Veber, Egan, Ghose, and Muegge filters. Meanwhile, the molecules of other clusters showed 

poor drug-likeness as they violate the five filter rules. It is interesting to note that only 50 % 

of cytotoxic agents (cluster 1 molecules) reported in the last decade showed good ADME 

profile and drug-likeness. This finding reveals the need to improve the ADME behaviors and 

consequently bioavailability of anticancer drug candidates to avoid clinical failures. 

For further investigation, the percentages of 62 cancer cell lines in each cluster were 

calculated as depicted in (Figure Ⅲ.4). The highest percentages of database molecules 

showed cytotoxic activity toward A549 (lung cancer) and MCF-7 (breast cancer). A total of 

44.74 % of compounds are cytotoxic against A549, appearing in all clusters with 15.79 %, 

9.09 %, and 19.86 % for cluster 1, 2, and 3, respectively, and 33.73 % are active against 

MCF-7 with 20.81 %, 5.98 %, and 6.94 % for cluster 1, 2, and 3, respectively. Therefore, lung 

and breast cancers considered the most common types of cancer, with each contributing about 

2.09 million cases in 2018, according to estimates from the World Health Organization 

(WHO) [96]. Besides, HepG2, Hela, and KB showed good ratios, as 22 % of molecules 

exhibit cytotoxicity toward HepG2; 11.24 % from cluster 1 and 10.53 % from cluster 2. In 

total, 19.38 % of molecules are cytotoxic toward Hela with 7.42%, 7.66%, and 4.31 % for 
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cluster 1, 2 and 3, respectively and  19.38 % against KB and the highest percentage observed 

in cluster 3 by 16.27 %. 

 

 

 Figure Ⅲ.4 Types of cancer cell lines in each cluster 

Overall, these results indicate that recent research is oriented toward the five cancer 

cell lines A549, MCF-7, HepG2, Hela and KB as they represent the most common cancer 

types worldwide. 

III.3.3  Quantitative MEP analysis of paragon molecules 

The map of ESP (Electrostatic Potential) van der Waals surfaces of the paragon 

molecules (P1, P2, and P3) is shown in (Figure Ⅲ.5). By examining these surfaces, it is clear 

that the three compounds have large positive surfaces which occupy 63 %, 71 %, and 64% 

respectively of the overall surface. Thus, the electrophilic character is higher in them, 

particularly for paragon 2. These electron-deficient regions are susceptible to be attacked by 

nucleophilic reagents. As shown in (Figure Ⅲ.5), the highest charge density fluctuation was 

recorded in paragon 3 which represents the overall variance (OV) of electrostatic potential on 

van der Waals surface, with a value of 321.59 [kcal/mol]2. For paragon 1, the global surface 

minimum is observed around the nitro substituent indicates an electron-rich site, vulnerable 

for electrophilic attack. Meanwhile, the global surface maximum near the nitrogen’s hydrogen 

reflects the low electronic density in this area justified by the withdrawing effect of amide 

carbonyl and the nitrobenzofuran system. 



 

 81 

 

Figure Ⅲ.5 ESP-mapped van der Waals surfaces (kcal/mol) of P1, P2 and P3 molecules, 

using a color scale ranging from red (negative ESP) through white (neutral ESP) to blue 

(positive ESP). The blue regions indicate a vulnerable site for nucleophilic attack, and the red 

regions are sites for electrophilic attack. All the iso-surface maps were rendered by VMD 

software based on the surface analysis result of Multiwfn program. The grid spacings were set 

to 0.2 Bohr and the van der Waals surface denotes the iso-surface of 𝜌 = 0.001 𝑒 𝑏𝑜ℎ𝑟3⁄  ≡

𝑎. 𝑢. Value with a star indicates the global extrema. The bold numbers in the bottom left-hand 

corner are the overall ESP variance (OV), positive variance (PV), negative variance (NV), 

positive surface area (PS), and negative surface area (NS) whose units are [Kcal/mol]2, Å2, 

respectively 
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The lone pairs of carbonyl and hydroxyl oxygen atoms result in recording the most 

negative surface potential in paragon 2. However, the global positive ESP is associated with 

the hydrogen of hydroxyl function, indicating potential hydrogen bond donor. The minimum 

potential surface surrounding the carbonyl oxygen of the ester group reveals the high 

electronic density in this region. The global minimum in paragon 3 is located around the 

carbonyl oxygen atoms of the sulfonyl group. On the other hand, the global maximum is 

observed nearby H-4 of quinoline moiety. For all compounds, the nucleophilic and 

electrophilic reactions in the white-colored regions (neutral ESP value) are unfavorable, as 

compared with the red and blue areas. 

III.3.4  Molecular docking simulation 

According to Clément et al [97], a resolution of protein structures between 1.5 and 2.5 

Å is considered a good quality for docking studies; thus, all targets resolution belong to this 

interval. We started with the validation of enzyme by re-docking the native ligand of each 

target into the active site and calculate the root-mean-square deviation (RMSD) and the 

binding free energy (S score) for each complex (Table Ⅲ.4). This allows the comparison of 

affinity between the compounds and the targets.                                                                                                                                                                                                                                                   

Table Ⅲ.4 Properties of enzymes, energy score and RMSD values 

Enzymes 

ID 

Amino 

acids 

number 

Resolution         

(Å) 

S score 

(kcal/mol) 

RMSD 

(Å) 

2XP2 327 1.90 Å -7.5839 2.8304 

1UOM 254 2.28 Å -9.9366 0.6792 

1CP3 277 2.30 Å -9.3879 0.8779 

2HY8 297 2.00 Å -8.0702 0.5713 

3F81 183 1.90 Å -4.6782 2.8403 

4ASD 353 2.03 Å -9.9430 0.8780 

 

Afterward, we docked three compounds into the active site cavity of six enzymes by 

using the Molecular Operating Environment software (MOE). Finally, ten top conformations 

were obtained for each compound and the optimal geometry of compound was selected based 

on their energy score. The results of docking calculation of energy scores, half maximal 
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inhibitory concentration (IC50)  values, type of interactions, and distances between (P1, P2, 

and P3) compounds and six targets: A-549 (PDB ID: 2XP2), MCF-7 (PDB ID: 1UOM), 

Bel7402 (PDB ID: 1CP3), SGC7901 (PDB ID: 2HY8), Hela (PDB ID: 3F81), HepG2 (PDB 

ID: 4ASD), which are summarised in (Table Ⅲ.5). As shown in (Table Ⅲ.5), all compounds 

form interactions with 2XP2 with a score from -6.11 to-7.58 kcal/mol. P3 has the best energy 

score of -7.09 kcal/mol and the closest to the native ligand. Imberty et al [98], have shown 

that the distances of hydrogen bonds between 2.5 and 3.1 Å are considered strong interaction 

and 3.1 to 3.55 Å are weak interaction. P3 establishes a weak hydrogen acceptor bond with 

the residues of active site ALA 1200 (3.33 Å) as illustrated in Figure A2 (see Appendix A). 

While P2 shows a strong hydrogen acceptor bond with ARG 1253 (2.89 Å) and P1 have a 

weak hydrogen donor bond with ASP 1270 (3.26 Å). 

Table Ⅲ.5 Docking score and interactions between compounds and the active site residues 

of six targets 

 

 

 

 

A-549 (PDB ID: 2XP2) 

Compounds 

 

S 

(Kcal/mol) 

IC50 

(μM) 

Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

Native 

ligand 

-7.58 / N22  23 

N23  26 

O 

N 

GLU  1197 

MET  1199 

H-donor 

H-acceptor 

3.32 

3.23 

-1.5 

-3.8 

P1 -6.11 / O    1 

6-ring 

6-ring 

OE2 GLU  353 H-donor 2.94 -5.6 

P2 -6.88 3.87 O    23 NE ARG 1253 H-acceptor 2.89 -3.3 

P3 -7.09 0.061 O    33 

6-ring 

CA 

CD2 

ALA  1200 

LEU  1122 

H-acceptor 

pi-H 

3.33 

4.45 

-0.7 

-0.7 

MCF-7 (PDB ID: 1UOM) 

Compounds 

 

S 

(Kcal/mol) 

IC50 

(μM) 

Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

Native 

ligand 

-9.94 / N1   10 

O53  53 

O53  53 

N1   10 

N1   10 

C60  60 

OD1 

OE1 

OE2 

OD1 

OD2 

5-ring 

ASP  351 

GLU  353 

GLU  353 

ASP  351 

ASP  351 

HIS  524 

H-donor 

H-donor 

H-donor 

Ionic 

Ionic 

H-pi 

2.86 

3.12 

3.02 

2.86 

3.85 

4.23 

-13 

-0.6 

-3.9 

-5.5 

-0.8 

-0.6 

P1 -6.43 7.5 O    1 OE2 GLU  353 H-donor 2.94 -5.6 

P2 -6.88 / / / / / / / 

P3 -5.37 / / / / / / / 
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Continued Table Ⅲ.5 

Bel7402 (PDB ID: 1CP3) 

Compounds 

 

S 

(Kcal/mol) 

IC50 

(μM) 

Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

Native 

ligand 

-9.39 / N    7 

N    19 

N    45 

OD1  17 

OD1  17 

OD2  18 

O    24 

O    50 

OD1  55 

OD1  55 

OD1  55 

OD2  56 

OD2  56 

OD1  55 

OD1  55 

OD1  55 

OD1  55 

OD2  56 

OD2  56 

O 

O 

O 

ND2 

NE1 

N 

N 

N 

NE 

NE 

NH2 

NH2 

NE2 

NE 

NH2 

NE 

NH2 

NE 

NH2 

PHE  250 

ARG  207 

SER  205 

ASN  208 

TRP  214 

PHE  250 

ARG  207 

GLY  122 

ARG  64 

ARG  207 

ARG  207 

ARG  64 

GLN  161 

ARG  64 

ARG  64 

ARG  207 

ARG  207 

ARG  64 

ARG  64 

H-donor 

H-donor 

H-donor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

Ionic 

Ionic 

Ionic 

Ionic 

Ionic 

Ionic 

3.15 

2.88 

3.40 

3.35 

3.08 

3.08 

3.14 

3.48 

2.88 

2.91 

2.83 

3.15 

2.89 

2.88 

3.37 

2.91 

2.83 

3.91 

3.15 

-3.6 

-5.9 

-1.8 

-1.1 

-3 

-5.6 

-1.1 

-1.1 

-2.8 

-6.3 

-7.3 

-5.6 

-6.9 

-5.3 

-2.4 

-5.1 

-5.7 

-0.7 

-3.5 

P1 -5.51 / / / / / / / 

P2 -7.09 0.51 6-ring CE1 TYR  204 pi-H 4.32 -0.8 

P3 -7.35 / O    22 N PHE  252 H-acceptor 3.3 -0.8 

SGC7901 (PDB ID: 2HY8) 

Compounds 

 

S 

(Kcal/mol) 

IC50 

(μM) 

Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

Native 

ligand 

-8.07 / N19  26 

O30  45 

5-ring 

O 

N 

CG2 

GLU  345 

LEU  347 

VAL  284 

H-donor 

H-acceptor 

pi-H 

3.14 

3.02 

4.05 

-3 

-4.1 

-1.2 

P1 -5.63 / / / / / / / 

P2 -6.81 0.3 O    23 

O    37 

OH 

OG 

TYR  346 

SER  281 

H-acceptor 

H-acceptor 

3 

3.01 

-0.8 

-1 

P3 -7.38 / O    33 

O    34 

6-ring 

SD 

OG1 

CA 

MET  344 

THR  406 

GLY  277 

H-donor 

H-acceptor 

pi-H 

3.85 

2.83 

4.22 

-1 

-1.8 

-0.8 

Hela (PDB ID: 3F81) 

Compounds 

 

S 

(Kcal/mol) 

IC50 

(μM) 

Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

Native 

ligand 

-4.68 / SAE  15 

OAD  1 

OAB  3 

OAB  3 

OAC  4 

OAC  4 

OAD  1 

OAD  1 

OAB  3 

OAB  3 

OD2 

NH2 

N 

NE 

N 

N 

NE 

NH2 

NE 

NH2 

ASP  92 

ARG  130 

ARG  130 

ARG  130 

TYR  128 

SER  129 

ARG  130 

ARG  130 

ARG  130 

ARG  130 

H-donor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

H-acceptor 

Ionic 

Ionic 

Ionic 

Ionic 

3.48 

2.85 

3.32 

3.03 

3.15 

3.17 

3.98 

2.85 

3.03 

3.53 

-12 

-7.1 

-2 

-4.8 

-1.4 

-2.3 

-0.5 

-5.5 

-4.3 

-1.8 
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Continued Table Ⅲ.5 

 

 

In the second case, we can see that P1 is the only one that has interactions with 1UOM 

with an energy score of -6.43 kcal/mol which is a very low value compared to the native 

ligand that gives -9.94 kcal/mol. Figure A3 (see Appendix A) revealed that P1 forms strong 

H-donor interaction with GLU 353 (2.94 Å). Likewise, strong H-donor interaction with GLU 

353 (3.02 Å) is observed for the native ligand. In the third case, P3 gave the best S score when 

binding with 1CP3 of -7.35kcal/mol. This compound has a weak H-acceptor interaction with 

PHE 252 (3.30Å). The amino acid TYR 204 forms a pi-H interaction with P2, while P1 shows 

no interactions with this receptor Figure A4 (see Appendix A). 

The binding mode of P3 with 2HY8 shows a weak H-donor interaction with MET 344 

(3.85 Å), strong H-acceptor interaction with THR 406 (2.83 Å). This compound has the 

lowest energy score of -7.38 kcal/mol compared to other complexes. P2 establishes two 

strong hydrogen bonds, the first one with TYR 346 (3.00 Å) and the second with SER 281 

(3.01 Å), whereas P1 has no interactions Figure A5 (see Appendix A). P3 forms a strong H-

acceptor interaction with ASP 164 (3.07 Å) of the 3F81 receptor. This compound has the best 

score of -6.16 kcal/mol which is lower than the native ligand of -4.68kcal/mol. On the other 

hand, P1 is involved in a weak H-donor interaction with ASP 92 (3.14 Å). Similarly, weak H-

donor interaction with ASP 92 (3.48 Å) is observed for the native ligand as illustrated in 

Figure A6 (see Appendix A). As shown in Figure A7 (see Appendix A), P1 establishes a 

strong H-donor interaction with GLU 885 (2.68 Å) with the active site residues of 4ASD. 

P1 -4.71 / O    1 

6-ring 

OD2 

N 

ASP  92 

TYR  23 

H-donor 

pi-H 

3.14 

4.44 

-2.5 

-0.7 

P2 -5.15 1.12 6-ring CG GLU  126 pi-H 3.63 -0.7 

P3 -6.16 / O    23 N ASP  164 H-acceptor 3.07 -1.6 

HepG2 (PDB ID: 4ASD) 

Compounds 

 

S 

(Kcal/mol) 

IC50 

(μM) 

Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

Native 

ligand 

-9.94 / N12  40 

N14  42 

O15  44 

N26  46 

OE2 

OE2 

N 

N 

GLU  885 

GLU  885 

ASP  1046 

CYS  919 

H-donor 

H-donor 

H-acceptor 

H-acceptor 

2.75 

3.19 

2.85 

3.32 

-5.5 

-0.8 

-2.3 

-2.2 

P1 -7.22 / O    1 

6-ring 

6-ring 

6-ring 

OE2 

CB 

CD2 

CE 

GLU  885 

LEU  840 

LEU  840 

LYS  868 

H-donor 

pi-H 

pi-H 

pi-H 

2.68 

4.12 

4.20 

3.82 

-5.9 

-0.6 

-0.8 

-0.7 

P2 -7.23 0.37 C    41 6-ring PHE  1047 H-pi 3.76 -0.6 

P3 -5.81 / O    22 NH1 ARG  1027 H-acceptor 2.59 -3.7 
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Two H-donor interactions were noticed for the native ligand, while P2 has the best binding 

free energy of -7.23 kcal/mol. Moreover, P3 formed a strong H-acceptor interaction with 

ARG 1027 (2.59 Å). 

Overall, these results match those observed in the MEP analysis that revealed the most 

reactive sites, indicating that the nitro group in P1 is susceptible to electrophilic attack, and 

thus the nitro group is constantly involved in H-donor interaction with the active site residues 

of four enzymes 2XP2, 1UOM, 3F81, and 4ASD. Furthermore, the carbonyl group in P2 

established H-acceptor interaction with the active site residues of 2XP2 and 2HY8. 

Additionally, the carbonyl of the sulfonyl group showed hydrogen acceptor bonds when 

binding with 2XP2 and 2HY8 receptors.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 87 

III.4 Conclusion 

In this study, a combined approach based on the K-means algorithm with statistical 

analysis has been applied successfully to classify 500 cytotoxic agents using 21 molecular 

descriptors into three distinct clusters. The percentage of molecules in each cluster is 50%, 

24.88%, and 25.12% for cluster 1, cluster 2, and cluster 3, respectively. Each cluster groups a 

homogeneous class of molecules with respect to their molecular descriptors. Silhouette 

analysis, used as cluster validation approach proves that the molecules are very well clustered 

and there is no misallocation or overlapping clusters. The silhouette indices obtained for each 

cluster are 0.53 for cluster 1, 0.60 for cluster 2, and 0.57 for cluster 3. Therefore, the average 

silhouette index obtained is 0.56.  The value of the Hopkins statistic obtained is 0.922 

confirming that the dataset is highly clusterable. In silico screening of pharmacological 

properties ADME and drug-likeness of molecules showed that Cluster 1 molecules exhibit the 

best ADME profile and oral bioavailability as they have shown high intestinal absorption, low 

P-gp activity, and good drug-likeness. The quantitative analysis of electrostatic potential 

reveals that the paragon molecules have large electron-deficient regions, particularly for 

paragon 2. These electrophilic regions are susceptible to be attacked by nucleophilic reagents. 

Interestingly, our docking results indicate that all compounds exhibit high binding affinity 

with the studied receptors that could explain the inhibition activity observed for these 

molecules against various cancer cell lines. Besides, this finding also confirms the results of 

cytotoxicity assay. The most striking result to emerge from our study is the mean in category 

of descriptors for cluster 1 as depicted in Table A1 (see Appendix A), i.e., the mean of mass, 

mean of log P, mean of heterocyclic rings, etc). This result provides a guide to assist the 

medicinal chemist in selecting the optimal molecules to synthesize in order to test and 

promote only the candidates that exhibit strong efficacy, low toxicity, and good 

pharmacokinetic profiles to improve clinical outcomes of drug therapies. 
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IV.1  Introduction 

 In silico pharmacological tools, viz., molecular docking, molecular dynamics, virtual 

screening, ADME-TOX predictions are regularly used to predict how drugs affect biological 

targets, optimize lead compounds, or discover novel hits. These techniques collect knowledge 

from the target crystal structure and the chemical structure of small molecules to compute the 

interaction energy score, the physicochemical and pharmacokinetic properties, and 

toxicological profile, providing new insight into the biochemical mechanism of drug and its 

side effects [1].  

In this study, we investigated the inhibitory activity of cytotoxic xanthone compounds 

against the CHK1 pathway using a hierarchical in silico approach to identify and characterize 

new potential CHK1 inhibitors beneficial for cancer therapy. For this, a molecular docking 

study was conducted for the forty-three xanthone derivatives, along with standard Prexasertib 

toward the selected CHK1 protein structures 7AKM and 7AKO. In order to elucidate the 

dynamic behavior of target-ligand complex and validate the interactions of docking 

conformers, five top-scored complexes for each target subjected for molecular dynamics 

simulation along with Prexasertib against both targets. PAINS filter analysis was carried out 

for the top eight compounds to remove the problematic leads. Moreover, in silico ADME-

TOX studies are used to predict the pharmacokinetics, pharmacodynamics, and toxicological 

properties of the selected eight hits and the reference Prexasertib. The quantitative analysis of 

electrostatic potential was performed for the lead compound L36 to identify the reactive sites 

and possible non-covalent interactions.  
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IV.2 Materials and methods 

IV.2.1 Biological database  

A series of forty-three cytotoxic xanthone derivatives were collected from the prior 

report published by Park et al [2] to create a database for analysis. All compounds have 

shown promising cytotoxicity in vitro against colon (HCT15), breast (T47D), cervical (HeLa), 

and stomach (NCI-N87) cancer cell lines. The details of chemical structure of xanthone 

compounds along with their experimental inhibitory activity expressed as IC50 (µM) are 

presented in (Table Ⅳ.1).   

Table Ⅳ.1 Chemical structure of xanthone compounds with their IC50 values 

 

Comp. R1 R2 IC50 

(μM) 

HCT15 

IC50 

(μM) 

T47D 

IC50 

(μM) 

HeLa 

IC50 

(μM) 

NCI-N87 

1 

 

H C2H5 3.96  3.60  0.80  3.91  

2 

 

H i-C3H7 1.63  1.94  1.62  0.29  

3 

 

H C4H9  2.45  3.75  1.81  4.55  

4 

 

H C5H11 3.28  >50  1.79  10.95  

5 

 

H 

 

 1.50  3.06  1.92  5.07  
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6 

 

H 

 

 1.96  3.30  3.57  1.89  

7 

 

H 

 

1.49  3.73  1.57  3.26  

8 

 

H 

 

1.72  2.96  1.58  3.73  

9 

 

H 

 

5.08  2.30  4.28  1.36  

10 

 

H 

 

4.13  1.36  1.46  3.18  

11 

 

H 

 

5.27  0.97  4.91  2.02  

12 

 

OCH3 C2H5 0.82  0.83  1.17  1.19  

13 

 

OCH3 i-C3H7 0.31  1.75  1.87  3.12  

14 

 

OCH3 C4H9 0.22  1.63  1.08  0.31  

15 

 

OCH3 C5H11 0.37  4.57  4.06  1.69  

16 

 

OCH3 

 

0.34  2.02  1.66  1.75  

17 

 

OCH3 

 

0.17  1.55  1.70  0.95  

18 

 

OCH3 

 

0.35  4.05  2.43  1.32  

19 

 

OCH3 

 

0.42  7.68  1.74  1.41  

20 

 

OCH3 

 

0.36  2.87  4.27  2.24  
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21 

 

OCH3 

 

1.08  2.74  0.47  1.11  

22 

 

OCH3 

 

45.22  >50  >50  1.49  

23 

 

H C2H5 28.17  7.02  >50  1.77  

24 

 

H i-C3H7 43.4  4.71  36.62  2.05  

25 

 

H C4H9 8.61  1.54  2.07  1.63  

26 

 

H C5H11 4.58  1.27  2.56  0.06  

27 

 

H 

 

3.09  2.81  7.05  1.44  

28 

 

H 

 

2.24  1.17  2.83  0.17  

29 

 

H 

 

1.91  2.57  5.86  0.07  

30 

 

H 

 

2.17  1.41  4.81  1.80  

31 

 

H 

 

2.45  0.14  2.26  0.24  

32 

 

H 

 

2.28  1.72  2.56  0.38  

33 

 

H 

 

2.13  0.63  1.37  3.63  

34 

 

OCH3 C2H5 10.6  4.28  23.48  2.24  

35 

 

OCH3 i-C3H7 9.60  2.67  14.39  0.08  

36 

 

OCH3 C4H9 6.02  1.13  7.65  1.64  

37 

 

OCH3 C5H11 1.81  0.78  3.84  0.48  
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IV.2.2 Molecular docking study  

IV.2.2.1  Targets preparation                    

Both X-ray crystal structures of the CHK1 protein (PDB ID: 7AKM), (PDB ID: 

7AKO) [3] were downloaded from the Protein Data Bank (http://www.rcsb.org/pdb/). The 

properties of enzymes and energy score values are displayed in (Table Ⅳ.2). Clément et al 

[4], suggest that the resolution of protein structures between 1.5 Å and 2.5 Å is considered as 

good quality for docking studies. Indeed, the resolution values of both structures of CHK1 

kinase protein 7AKM and 7AKO belong to this interval. The R-value is lower than 0.2 for 

both target structures which emphasizes the reliability of the model, as Morris et al [5] 

demonstrated that the structure refined to  𝑅 ≤ 0.2  generally indicates that the protein has the 

correct topology. The structure preparation for docking starts by removing water molecules, 

ions, and cofactors, as well as adding explicit hydrogen and assigning charges. The 

identification of the active site cavity was carried out by the site finder wizard in MOE 

software [6] that revealed several cavities for each calculation. Out of the detected cavities, 

cavity 1 was selected because phosphothiophosphoric acid-adenylate ester (AGS) and 

staurosporine (STU) were fixed in it for both targets. Their active site cavity contains 43, and 

34 amino acids corresponding to 7AKM and 7AKO, respectively.                        

38 

 

OCH3 

 

2.08  2.40  2.25  1.23  

39 

 

OCH3 

 

1.59  0.67  2.40  1.16  

40 

 

OCH3 

 

1.74  1.36  2.30  1.32  

41 

 

OCH3 

 

2.29  1.52  1.82  0.25  

42 

 

OCH3 

 

2.62  2.00  2.62  1.98  

43 

 

OCH3 

 

1.49  0.19  2.60  0.40  

http://www.rcsb.org/pdb/
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Table Ⅳ.2 Enzymes properties, energy score, and RMSD values 

Enzymes 

ID 

Amino 

acids 

number 

Resolution         

(Å) 

R-Value Co-crystallized 

ligand 

S score 

(kcal/mol) 

RMSD  

(Å) 

7AKM 298 1.93 Å 0.197 AGS -7.2 1.81 

7AKO 300 1.8 Å 0.19 STU -8.52 0.51 

 

To validate the accuracy of docking results, the native ligands were redocked into their 

respective binding pockets (Figure Ⅳ.1). Thus, the root-mean-square deviation (RMSD) 

between the docked and co-crystallized conformation was calculated, as well as the binding 

free energy (S score) as indicated in (Table Ⅳ.2). The predicted RMSD values of both 

complexes as follows 1.81Å and 0.51 Å are less than 2 Å confirm the accuracy of this method 

[7]. To further increase the confidence of our results, Prexasertib was used as standard drug 

and docked into targets allowing the comparison of binding affinity with the xanthone 

compounds. The docking protocol was applied as described in our previous studies [8, 9]. 
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Figure Ⅳ.1 (a) 3D crystal structure of 7AKM complexed with AGS (native ligand). (b) 2D 

representation of the interactions of AGS with the binding pocket of 7AKM. (c) 3D crystal 

structure of 7AKO complexed with STU (native ligand). (d) 2D representation of the 

interactions of STU with the binding pocket of 7AKO. In the electrostatic contour maps, blue 

regions represent the electropositive groups, red regions represent the electronegative groups, 

and white for the neutral regions 

IV.2.2.2  Compounds preparation  

The 3D structures of compounds were drawn by MarvinSketch software [10] and 

saved in “MDL mol” format. Thereafter, the forty-three molecules were optimized by 

applying the MM+ force field of molecular mechanics with the Polak-Ribiere conjugate 

gradient algorithm of 0.01 Kcal/mol in hyperchem8.08 software [11]. Further geometry 

a b 

d c 
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optimization was done by using the density functional theory (DFT) at B3LYP/6-31+G(d,p)  

level of theory in the Gaussian 09 program [12] to obtain the lowest energy conformation. For 

all stationary points, there is no imaginary frequency at the optimized molecular geometries 

indicating that the optimized structures are at the minimum on the potential energy surface.  

The optimized 3D structures of the whole set were imported to create a database input in 

MOE software for docking studies.  

A molecular docking study was conducted to predict the binding mode of ligands 

within the target active sites and assess the binding free energy of protein-ligand complexes. 

MOE allows the performance of semi-rigid docking where the protein structure is kept rigid 

while the ligand is flexible, and thus the optimal geometry of the ligand will be determined 

during docking. We used a triangle matcher algorithm where the best score is ranked with the 

London dG scoring function, refined with FF, and re-scored using the force field-based 

scoring function GBVI/WSA dG that estimates the free energy of binding of the ligand from a 

given orientation. Furthermore, the maximum number of poses generated for each compound 

was set to 100 to obtain stable conformation [13, 14]. 

IV.2.3 Molecular dynamics simulation 

To further validate the interactions of docking conformers, five top-scored complexes 

for each target were selected for molecular dynamics simulation along with Prexasertib. Moe 

software was used to perform an MD run and explore the stability of twelve complexes as 

follows 7AKM-L43, 7AKM-L36, 7AKM-L41, 7AKM-L30, 7AKM-L33, 7AKO-L36, 7AKO-

L40, 7AKO- L42, 7AKO-L41, 7AKO-L31, 7AKM-Prexasertib, and 7AKO-Prexasertib. The 

chemical structures of eight selected ligands are depicted in (Figure Ⅳ.2). 
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Figure Ⅳ.2 Chemical structures of the selected xanthone hits 
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MD simulation was carried out by using the Nose–Poincare–Andersen (NPA) 

algorithm that reveals the interactions of amino acids residues in each system [15, 16]. The 

energy minimization step implements the Merck molecular force field MMFF94x force field 

[17]. Moreover, a cut-off radius of 8.0 Å was considered for short-range van der Waals 

interactions, and the Berendsen thermostat algorithm was used to monitor the simulation 

temperature [18]. Afterward, 100 ps was chosen for equilibrium time interval, and the 

production phase was set to 900 ps were performed for each system. All the other parameters 

were kept at default setting. In order to analyze the conformational stability of complexes, the 

fluctuation of potential energies U (Kcal/mol) is plotted as a function of simulation time (ps) 

by using Origin 6.0 software [19]. 

IV.2.4 ADME-TOX and drug-likeness prediction 

In silico ADME-TOX studies are used to predict the pharmacokinetic, 

pharmacodynamics, and toxicological properties of compounds resulting in the identification 

of promising drug candidates. Prior to ADME-TOX prediction, PAINS filter analysis was 

conducted for the top eight compounds to remove the problematic leads. Pan assay 

interference compounds (PAINS) are chemical compounds that produce false positive results 

in high-throughput screenings [20]. In this study, PAINS-Remover 

(http://cbligand.org/PAINS) was used to check any alerts for the selected hits [21].  

ADME-TOX predictions were performed by pkCSM [22] and ADMETlab 2.0 [23] 

web tools for the studied eight hits and the standard Prexasertib. pkCSM is a novel in silico 

interface that applies graph-based structural signatures to predict the pharmacokinetic and 

toxicological parameters of substances. Likewise, ADMETlab 2.0 is a freely available 

platform that uses multiple endpoints to assess the ADME-TOX properties of chemicals. The 

molecular structures of compounds were introduced in smile file format into these freely 

available tools and subsequently, we selected the most important pharmacological and 

toxicological parameters to provide ADME-TOX profile. pkCSM tool was used to predict 

Water solubility, Caco-2 permeability, human intestinal absorption (HIA), P-glycoprotein (P-

gp) substrate, P-gp I inhibitor, P-gp II inhibitor, steady state volume of distribution (VDss), 

blood brain barrier (BBB) permeability, cytochrome P450 inhibitors including CYP1A2, 

CYP2C19, CYP2C9, CYP2D6, and CYP3A4 inhibitors as well as CYP2D6 substrate and 

CYP3A4 substrate. It was also used to predict the toxicological properties such as AMES 

toxicity, maximum tolerated dose, human ether a-go-go gene (hERG) I and II inhibitors, rat 

http://cbligand.org/PAINS
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lethal dosage (LD50), hepatotoxicity, and skin sensitisation. ADMETLAB 2.0 web tool was 

used to evaluate excretion parameters and medicinal chemistry properties including clearance, 

half-life time T1/2, Lipinski rule, Pfizer rule, GSK rule, golden triangle, and synthetic 

accessibility score (SAscore). Prexasertib was used as a reference drug. 

For qualitative analysis of the physicochemical quality of compound L36 along with 

control Prexasertib, a radar chart was retrieved from ADMETlab 2.0 web tool. This plot 

consists of 13 important physicochemical properties, including Molecular weight MW, 

number of hydrogen bond acceptors nHA, number of hydrogen bond donors nHD, number of 

rotatable bonds nRot, number of rings nRing, number of atoms in the biggest ring MaxRing, 

number of heteroatoms nHet, formal charge fChar, number of rigid bonds nRig, topological 

polar surface area TPSA, the logarithm of aqueous solubility value LogS, the logarithm of the 

n-octanol/water distribution coefficient LogP and the logarithm of the n-octanol/water 

distribution coefficients at physiological pH (7.4) Log D.  

IV.2.5 Molecular electrostatic potential  

Upon comparing and integrating the findings acquired from molecular docking, 

dynamics simulation, and ADME-TOX prediction, L36 was subjected to MEP analysis. The 

multifunctional wavefunction analyzer program, Multiwfn 3.7 [24], was used for the 

quantitative analysis of electrostatic potential (ESP) on van der Waals surface combined with 

the VMD 1.9.1 software [25]. Moreover, in order to extract quantitative information around 

molecular van der Waals surface, a set of statistically defined descriptors by Politzer et al [26] 

have been investigated. These descriptors concern the following statistical quantities: positive 

variance (PV), negative variance (NV), overall variance (OV), positive surface area (PS) and 

negative surface area (NS). 

IV.3 Results and discussion 

IV.3.1 Molecular docking 

A molecular docking study was conducted for the forty-three xanthone derivatives 

along with standard Prexasertib into the selected CHK1 protein structures (7AKM and 

7AKO).The results of total binding energy of docked complexes with their distances, types of 

interactions, the key residues, and the involved atoms of compounds and receptors are 

summarized in Table B1 and Table B2 (see Appendix B). Interestingly, all compounds 

showed various types of hydrogen bonds (H-donor and H-acceptor) and hydrophobic 
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interactions (pi-cation and pi-H) toward the active sites of enzymes. The forty-three xanthone 

derivatives revealed various interactions toward CHK1 protein structures, and the free energy 

scores S (Kcal/mol) were in the range of [-8.22,-6.33] and [-8.14,-6.19] for 7AKM and 

7AKO, respectively, as reported in Table B3 and Table B4 (see Appendix B).  

The co-crystallized ligand AGS displayed seven binding interactions with the binding 

pocket of 7AKM, two hydrogen donor bonds toward GLU 91 (2.82 Å) and GLU 85 (2.82 Å), 

three hydrogen acceptor bonds with LYS 38 (4.08 Å) GLY 18 (3.42 Å) CYS 87 (3.19 Å), 

ionic interaction with LYS 38 (2.94 Å) and hydrophobic interaction (pi-H) with VAL 23 

Table B1 (see Appendix B). Moreover, STU was involved in nine binding interactions toward 

the active site of 7AKO, four hydrogen donor bonds with GLU 91 (3.44 Å, 3.29 Å), GLU 85 

(2.93 Å), and GLU 134 (2.99 Å), hydrogen acceptor bond with CYS 87 (3 Å), ionic 

interaction with GLU 91 (3.29 Å), and three hydrophobic interactions (pi-H) toward LEU 15 

and VAL 23 Table B2 (see Appendix B). In short, the native ligands AGS and STU bind into 

the active pockets of 7AKM and 7AKO, respectively, via different types of interactions 

toward several amino acids, among which the common residues between the two enzymes are 

as follows GLU 91, GLU 85, CYS 87, and VAL 23 as displayed in (Figure Ⅳ.1). These 

amino acid residues might be responsible for the inhibitory activity of CHK1. 

The top five derivatives showing the best affinity, namely L43, L36, L41, L30, and 

L33, give a binding score of -8.22, -8.16, -8.13, -8.11, and -8.08 kcal/mol, respectively. These 

xanthone compounds gave better binding affinity toward 7AKM compared to standard 

Prexasertib with S score of -7.2 kcal/mol Table B3 (see Appendix B) and also better than the 

native ligand AGS with S score of -7.19 kcal/mol (Table Ⅳ.2). L43 gave the best energy 

score of -8.22 kcal/mol compared to other ligands, indicating that this complex is more stable. 

Additionally, this compound has shown promising cytotoxicity in vitro with IC50 of 1.49, 

0.19, 2.6, and 0.4μM against colon, breast, cervical, and stomach cancer cell lines, 

respectively.  

Imberty et al [27] suggest that interaction distances between 2.5-3.1 Å represent strong 

hydrogen bonds and 3.1-3.55Å for weak bonds. L43 forms two hydrogen interactions with the 

active site residues, a weak hydrogen donor bond with CYS 87 (3.47 Å) and a strong 

hydrogen acceptor bond with LYS 38 (2.98 Å) as illustrated in Figure Ⅳ.3 and (Table B6, 

see Appendix B). The complex formed by L36 gives four hydrophobic interactions (pi-H) 

with LEU 15 and VAL 23 residues. Likewise, this compound exhibits potent inhibitory 
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activity with IC50 values of 6.02, 1.13, 7.65, and 1.64 μM against colon, breast, cervical, and 

stomach cancer cell lines, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure Ⅳ.3 Full view (a) and magnified view (b) of L43 docked within the active pocket of 

7AKM. 3D (c) and 2D (d) representations showing the binding pattern of 7AKM-L43 

docking complex. In the lipophilicity contour maps, purple regions represent the hydrophilic 

groups, green regions represent the lipophilic groups, and white for the neutral regions 

a b 

c d 
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Figure Ⅳ.4 Three dimensional representations of the best pose docked within 7AKM active 

site, namely L36 (a), L41(c), and L30 (e). Two dimensional representations describing the 

molecular interactions between the protein-ligand complex, namely L36 (b), L41 (d), and L30 

(f) 

b a 

c d 

e f 
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L41 establishes two weak interactions with the receptor pocket. First, a hydrogen 

acceptor bond with LYS 38 (3.18 Å), where the second involve a pi-H bond with ALA 19. 

Strong hydrogen donor interaction with SER 147 (2.91 Å) and pi-H interaction with VAL 23 

are observed for L30 are depicted in (Figure Ⅳ.4).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure Ⅳ.5 Three dimensional representations of the best pose docked within 7AKM active 

site, namely L33 (a) and Prexasertib (c). Two dimensional representations describing the 

molecular interactions between the protein-ligand complex, namely L36 (b) and Prexasertib 

(d) 

d c 

b a 
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 The interactions profile of L33 captured two pi-H interactions with LEU 15 and GLY 

90. On the other hand, Prexasertib developed four binding interactions, a strong hydrogen 

donor bond with GLU 91 (2.99 Å), two weak hydrogen acceptor bonds toward LYS 38 (3.64 

Å) and LYS 132 (3.77 Å), and hydrophobic interaction with LEU 15 (Figure Ⅳ.5). In the 

second case, the prioritized compounds including, L36, L40, L42, L41, and L31, give a 

binding score of -8.14, -8.08 8.08, -7.98, -7.97, and -7.9 kcal/mol, respectively. These 

compounds were better fitted to the target pocket than the standard Prexasertib with S score of 

-7.41 kcal/mol Table B4 (see Appendix B). L36 gave the best binding energy of -8.14 

kcal/mol compared to other complexes Table B4 (see Appendix B).  It is noteworthy that 

ligand 36 also has the second-lowest energy with a very close score value of -8.16 kcal/mol 

when binding with 7AKM enzyme Table B3 (see Appendix B). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure Ⅳ.6 Full view (a) and magnified view (b) of L36 docked within the active pocket of 

7AKO. 3D (c) and 2D (d) representations show the binding pattern of L36-7AKO docking 

complex. In the lipophilicity contour maps, purple regions represent the hydrophilic groups, 

green regions represent the lipophilic groups, and white for the neutral regions 

a b 

d c 
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Figure Ⅳ.7 Three dimensional representations of the best pose docked within 7AKO active 

site, namely L40 (a), L42(c), and L41 (e). Two dimensional representations describing the 

molecular interactions between the protein-ligand complex, namely L40 (b), L42 (d), and L41 

(f) 

c 

b a 

d 

e f 
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As shown in (Figure Ⅳ.6), L36 forms two pi-H interactions with LEU 15. Similarly, 

L40 forms pi-H interaction with SER 147, and L42 shows two hydrophobic interactions with 

VAL 23 and SER 147 displayed in (Figure Ⅳ.7). Furthermore, L41 establishes a pi-H bond 

with LEU 15 while L31 maintains three hydrophobic interactions with the receptor cavity 

toward LEU 15 and VAL 23 residues Table B6 (see Appendix B). While Prexasertib displays 

a weak hydrogen acceptor bond with TYR 86 (3.43 Å) (Figure Ⅳ.8). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure Ⅳ.8 Three dimensional representations of the best pose docked within 7AKO active 

site, namely L31 (a), and Prexasertib (c). Two dimensional representations describing the 

molecular interactions between the protein-ligand complex, namely L31 (b), and Prexasertib 

(d) 

d c 

b a 
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IV.3.2 MD simulation 

MD studies are used to elucidate the dynamic behavior of target-ligand complex 

throughout simulation time. The flexibility of both receptor and ligand is incorporated in MD 

simulations allowing further optimization of ligand conformation retrieved from docking 

studies. MD simulation study was performed for the studied eight compounds along with the 

standard drug Prexasertib against both targets to examine the binding stability of the target-

ligand complex in physiological conditions. 

 The docking complexes were used as input to the simulation process for 1000 ps time 

intervals each, and the value of potential energy was collected in every 0.5 ps. Figures Ⅳ.9 

and Ⅳ.1 represent the graph of potential energy U (Kcal/mol) as a function of simulation 

time (ps) for both structures 7AKM and 7AKO, respectively. 

 

 

 

 

 

 

 

 

Figure Ⅳ.9 Potential energy plot of the top-scoring five hits and standard Prexasertib with 

7AKM as a function of simulation time 

The docked xanthone complexes superimposed very well with 7AKM-Prexasertib 

system during the whole run with some slight deviations between them as illustrated in 

(Figure Ⅳ.9). 7AKM-Prexasertib complex displayed noticeable fluctuations during the first 

40 ps as the potential energies changed from -978.49 to 1979.59 Kcal/mol, then stabilized 

until the end of simulation. On the other hand, 7AKO-L42 system exhibited energy variation 

from -968.93 to 2009.16 Kcal/mol over the first 40 ps and then stabilized for the rest of 

simulation time as depicted in (Figure Ⅳ.10). Moreover, the typical potential energy value 
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for both targets 7AKM and 7AKO was observed around 2000 kcal/mol. In summary, the 

results indicate the comparative stability of receptor- ligand complexes during the whole run. 

 

 

 

 

 

 

 

 

Figure Ⅳ.10 Potential energy plot of the top-scoring five hits and standard Prexasertib with 

7AKO as a function of simulation time 

The analysis of binding interactions of MD complexes revealed that L43 maintains 

three binding interactions with 7AKM amino acids: a strong H-acceptor bond with LYS 132 

(2.44 Å) and two pi-H bonds toward GLU 134 and ASN 135 (Table Ⅳ.4). Instead of the four 

pi-H bonds of L36 formed in molecular docking, a strong H-donor with GLY 18 (2.69 Å) and 

a weak H-donor bond with CYS 87 (3.81 Å) were observed in MD simulation results (Figure 

Ⅳ.11). 

 

 

 

Figure Ⅳ.11 3D interaction and 2D pose view of 7AKM-L36 derived from molecular 

dynamics simulations 
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Figure Ⅳ.12 3D and 2D interaction profiles of L43 (a, b), L41(c, d), and L30 (e, f) into 

7AKM captured during molecular dynamics simulations 

e f 

d c 

b a 



 

 
123 

The complex 7AKM-L41 has a weak H-acceptor bond with LYS 38 (3.23 Å) 

similarly, this interaction was also shown in molecular docking. Moreover, L30 was involved 

in strong H-acceptor interaction with SER 147 (2.86 Å) as illustrated in (Figure Ⅳ.12). 

However, L33 showed a weak H-acceptor bond with ASN 135 (3.19 Å). Furthermore, 

Prexasertib developed strong hydrogen donor interaction toward GLU 91 (2.62 Å) (Figure 

Ⅳ.13). 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Figure Ⅳ.13 3D and 2D interaction profiles of L33 (a, b) and Prexasertib (c, d) into 7AKM 

captured during molecular dynamics simulations 

In contrast to the weak pi-H interactions of top ranked ligands with the active site of 

7AKO in molecular docking, MD simulations revealed strong hydrogen donor and acceptor 

interactions where all of them belong to the strong bond range, as well as several weak pi-H 

c d 

b a 
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interactions Table B8 (see Appendix B). These findings suggest that the complexes of 

molecular dynamic simulation are more stable compared to molecular docking results. 

Therefore, L36 establishes two interactions, one strong H-donor bond with GLU 17 (2.91 Å) 

and pi-H bond into GLU 134 (Figure Ⅳ.14). 

 

 

 

 

 

 

 

 

 

Figure Ⅳ.14 3D interaction and 2D pose view of 7AKO-L36 derived from molecular 

dynamics simulations 

L40 forms two strong H-donor interactions with the same amino acid GLU 91, one is 

formed with O30 with a distance value of (2.5 Å) and the second one with N31 (2.75 Å). 

Additionally, L40 shows two hydrophobic interactions with VAL 23. Moreover, O32 and 

N33 atoms of L42 established two strong H-donor bonds with GLU 91 with distance values 

of 2.61 and 2.75 Å, respectively. At the same time, two strong H-acceptor interactions were 

observed with TYR 20 (2.92 Å) and GLY 21 (2.67 Å).  

L41 was the only ligand that maintains the same type of interaction with the same 

residue, as was observed in molecular dynamic calculation, pi-H bond with LEU 15 (Figure 

Ⅳ.15). In the case of L31, a strong H-acceptor interaction was noted with LYS 132 (3.11 Å). 

Five binding interactions were observed for Prexasertib, two hydrogen donor bonds toward 

GLU 134 (2.74 Å) and GLU 91 (2.65 Å), hydrogen acceptor bond with TYR 86 (2.6 Å), and 

two hydrophobic interactions (pi-H) toward LEU 137 (Figure Ⅳ.16). 
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Figure Ⅳ.15 3D and 2D interaction profiles of L40 (a, b), L42 (c, d), and L41 (e, f) into 

7AKO captured during molecular dynamics simulations 
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Figure Ⅳ.16 3D and 2D interaction profiles of L31 (a, b) and Prexasertib (c, d) into 7AKO 

captured during molecular dynamics simulations 

Taken together, MD results support molecular docking results and demonstrate the 

stability of studied complexes in physiological conditions. These findings confirm that the 

selected eight xanthone compounds are verifiable CHK1 inhibitors implying a good 

correlation between the in silico and in vitro studies.    
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IV.3.3 In silico analysis of ADME-TOX properties 

The ADME-TOX properties of the top eight ranked compounds and the standard 

Prexasertib are presented in (Tables Ⅳ.3 and Ⅳ.4). The results obtained indicate that the 

xanthone analogs have poor water solubility (from -6.15 to -4.49) compared with the standard 

Prexasertib (-2.78). As shown in (Table Ⅳ.3), all compounds exhibited high intestinal 

absorption with percentages ranging from 91.34% to 95.58%. On the other hand, the reference 

molecule Prexasertib displayed a lower HIA percentage of 76.3%. The predicted apparent 

permeability of Caco-2 cell line pointed that the majority of compounds can transport through 

the intestinal mucosa membrane, thus only L40 and L41 as their values are below 0.9. 

Prexasertib showed lower caco-2 permeability with a value of 0.69. As can be seen, all 

candidate compounds are estimated to be P-gp substrates, as well as P-gp I and P-gp II 

inhibitors. By contrast, Prexasertib was found to be P-gp substrate but P-gpI and P-gpII non-

inhibitor. Nearly all compounds have moderate distribution with values from -0.12 to 0.11 

except for L36, which is estimated to be highly distributed with the highest value of 0.62. 

However, Prexasertib gave better distribution with a value of 1.18, suggesting that this drug is 

distributed more in tissue rather than in plasma. Furthermore, five derivatives L31, L40, L41, 

L42, and L43, are expected to have poor BBB permeability, while L30 L33 and L36 have 

moderate BBB permeability. Similarly, Prexasertib is predicted to have poor BBB 

permeability by displaying a lower value of -1.74.  

Table Ⅳ.3 ADME-TOX prediction including absorption, distribution, metabolism, 

excretion, and toxicity properties of the selected eight compounds and the standard 

Prexasertib 

Category Model name L30 L31 L33 L36 L40 L41 L42 L43 Prexasertib 

A
b

so
rp

ti
o

n
 

Water 

solubility 

-5.06 -5.89 -6.15 -5.15 -4.49 -4.5 -5.34 -5.53 -2.78 

Caco-2 

permeability 

1.24 1.26 1.23 1.31 0.85 0.88 1.35 1.31 0.69 

HIA 94.98 91.34 92.77 94.77 95.53 95.58 92.61 94.05 76.3 

P-gp substrate Yes Yes Yes Yes Yes Yes Yes Yes Yes 

P-gp I 

inhibitor 

Yes Yes Yes Yes Yes Yes Yes Yes No 

P-gp II 

inhibitor 

Yes Yes Yes Yes Yes Yes Yes Yes No 
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Continued Table Ⅳ.3 

 

 

 

 

 

 

Category Model name L30 L31 L33 L36 L40 L41 L42 L43 Prexasertib 

D
is

tr
ib

u
ti

o
n

 VDss -0.12 0.11 0.01 0.62 -0.09 -0.12 0.07 -0.04 1.18 

BBB 

permeability 

-0.96 -1.17 -0.91 -0.98 -1.18 -1.19 -1.4 -1.14 -1.74 

M
et

a
b

o
li

sm
 

CYP2D6 

substrate 

No No No No No No No No No 

CYP3A4 

substrate 

Yes Yes Yes Yes Yes Yes Yes Yes No 

CYP1A2 

inhibitor 

No No No No No No No No No 

CYP2C19 

inhibitor 

No Yes Yes Yes No No Yes Yes No 

CYP2C9 

inhibitor 

No Yes Yes No No No No Yes No 

CYP2D6 

inhibitor 

No No No No No No No No No 

CYP3A4 

inhibitor 

Yes Yes Yes Yes Yes Yes Yes Yes No 

E
x

cr
et

io
n

 Clearance 6.22 5.09 5.18 6.87 8.34 8.18 7.2 6.97 3.47 

Renal OCT2 

substrate 

Yes Yes Yes Yes Yes Yes Yes Yes No 

T1/2 0.1 0.04 0.05 0.17 0.16 0.14 0.07 0.07 0.24 
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Continued Table Ⅳ.3 

ADME-TOX cut-offs: Caco-2 permeability high if >0.90, HIA poorly absorbed if <30%, 

VDss considered low if VDss<-0.15 and high if VDss>0.45, BBB permeability is poor when 

less than -1 and can cross when above 0.3, clearance is high when >15 ml/min/kg moderate if 

5-15 ml/min/kg and low if CL<5 

 

Regarding the CYP450 inhibition interactions, xanthone analogs were found to be 

both CYP3A4 substrate and inhibitor. While none of them inhibited CYP2D6 nor, act as 

CYP2D6 substrates. Moreover, our compounds were inert toward CYP1A2 and CYP2D6 

isoenzymes. Results revealed that L31, L33, L36, L42, and L43 might inhibit CYP2C19, in 

contrast to the remaining compounds such as L30, L40, and L41 that were non-inhibitors. The 

prediction suggests no inhibition of the compounds toward CYP2C9 except for L31, L33, and 

L43. In contrast, the reference inhibitor Prexasertib was totally inert toward all CYP450 

isoenzymes. 

Results indicate that xanthone derivatives have moderate clearance as their values 

range from 5.09 to 8.34 ml/min/kg. While Prexasertib has a low clearance with a value of 

3.47 compared to other compounds. It was also shown that all compounds are predicted to be 

Category Model name L30 L31 L33 L36 L40 L41 L42 L43 Prexasertib 

T
o
x

ic
it

y
 

AMES 

toxicity 

No No No No No No No No No 

Max tolerated 

dose 

0.42 0.46 0.42 0.43 0.36 0.35 0.4 0.36 0.57 

HERG I 

inhibitor 

No No No No No No No No No 

HERG II 

inhibitor 

Yes Yes Yes Yes Yes Yes Yes Yes Yes 

rat toxicity 

(LD50) 

2.36 2.32 2.29 2.39 2.41 2.4 2.36 2.33 2.24 

Hepatotoxicity Yes Yes Yes No Yes Yes Yes Yes Yes 

Skin 

Sensitisation 

No No No No No No No No No 
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OCT2 substrates. Conversely, Prexasertib is expected to be OCT2 non-substrates.  Half-life 

represents the time required for the plasma concentration of a drug to decrease by 50%. The 

predicted values range between 0.04 and 0.17. L36 gave the highest half time of 0.17 h. When 

compared to xanthone compounds, Prexasertib shows a higher half life time of 0.24.  

In terms of toxicity, the Ames test indicated the absence of mutagenicity in all 

compounds. Likewise, no skin sensitisation was detected for them. They also showed 

relatively low max tolerated dose values between 0.35 and 0.46. Whereas Prexasertib 

exhibited higher max tolerated dose of 0.574. The studied xanthone compounds are not 

inhibitors of hERG I however, they act as HERG II inhibitors, which are comparable with the 

standard drug Prexasertib. The oral rat acute toxicity (LD50) values of our compounds were 

predicted to range from 2.29 to 2.41. Among the studied derivatives, L40 was the most toxic 

with a value of 2.41, compared to Prexasertib, which gives a score of 2.24.  Another important 

safety concern in drug discovery was predicted by the hepatotoxicity descriptor, indicating 

that L36 is the only compound that showed no hepatocellular toxicity compared to other 

derivatives. Meanwhile, Prexasertib is predicted to be hepatotoxic. Despite the therapeutic 

potency of Prexasertib in clinical trials, the safety of its use is hampered by several adverse 

side effects, including hepatotoxicity, hematotoxicity (such as neutropenia, leukopenia, 

anemia, fatigue, nausea), and lung infection [28]. Therefore, the development of novel CHK1 

inhibitors with superior efficacy and better tolerability in patients is of great importance in 

combating cancer.  

Table Ⅳ.4 Medicinal chemistry profiles and drug-likeness parameters predicted for the top 

eight hits and the standard Prexasertib 

Category Model name L30 L31 L33 L36 L40 L41 L42 L43 Prexasertib 

M
ed

ic
in

a
l 

ch
em

is
tr

y
 

Lipinski Rule Yes No Yes Yes Yes Yes No No Yes 

Pfizer Rule Yes Yes Yes Yes Yes Yes Yes Yes Yes 

GSK Rule No No No No No No No No Yes 

Golden 

Triangle 

Yes No Yes Yes No No No No Yes 

SAscore 2.84 3.01 2.9 2.95 2.99 2.96 3.12 3.01 3.44 

Pains Yes Yes Yes Yes Yes Yes Yes Yes Yes 
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Almost all compounds accept Lipinski rule except for L31, L42, and L43 as described 

in (Table Ⅳ.4). Furthermore, the selected analogs satisfy Pfizer rule however none of them 

accept GSK rule. Besides, the compounds did not fulfill golden triangle rule except for L30, 

L33, and L36. However, the standard drug Prexasertib accepts Lipinski, Pfizer, GSK, and 

golden triangle rules. The synthetic accessibility score estimates the ease of synthesis of drug-

like molecules and is expected to be good for our xanthones with score values less than 6, 

which are considered easy to synthesize. Likewise, Prexasertib showed a similar SA score of 

3.44.  

These findings suggest that L36 has the best ADME-TOX profile as it was the only hit 

without hepatotoxicity among the studied compounds. Furthermore, it is a non-mutagenic 

compound, hERG I non-inhibitor, and does not induce skin sensitisation also exhibits the 

highest max tolerated dose, highest T1/2, and relatively high Caco and HIA absorption. It also 

displayed superior binding affinity and satisfied Lipinski, Pfizer, and golden triangle rules. 

The concept of bioavailability radar plot is very useful in the drug design process, 

therefore 13 important physicochemical properties were plotted to visually evaluate the drug-

likeness of L36 and Prexasertib, as illustrated in (Figure Ⅳ.17). The orange area between the 

upper and lower limits represents the ideal range of physicochemical properties. Hence, these 

limits are determined by ADMELAB 2.0 tool based on Drug-Like soft rule as follows MW 

(100,600), nHA (0,12) , nHD (0,7) , nRot (0,11), nRing (0,6), MaxRing (0,18), nHet (1,15), 

fChar (-4,4), nRig (0,30), TPSA (0,140), LogS (-4,0.5), LogP (0,3) and Log D (1,3). Figure 

Ⅳ.17 revealed that L36 falls outside the optimal range in four properties, among which three 

are above the upper limit (LogP, LogD, and nRot), and one is below the lower limit (LogS). 

The remaining nine characteristics are within the ideal scope. These findings indicate that 

decreasing the number of rotatable bonds and increasing the solubility would improve the 

bioavailability profile of this compound. This could be achieved by introducing hydrophilic 

substituents into the xanthone scaffold to reduce the lipophilic character and thus enhance its 

solubility. On the other hand, Prexasertib showed a set of favorable physicochemical 

properties within the optimal range, denoting a potential drug candidate. Collectively, L36 

remains the best hit among the studied xanthones in terms of binding affinity and toxicity 

profile. It also displays a good bioavailability profile 
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Figure Ⅳ.17 Bioavailability radar chart of L36 and standard Prexasertib 

IV.3.4 Quantitative MEP analysis of L36 

MEP is a robust tool for visualizing and predicting non-covalent molecular 

interactions occurring without charge transfer [29]. The sign of electrostatic potential at point 

r is determined by one of the two dominant charge distributions (electrons and nuclei). 

Regions having a positive electrostatic potential are characterized by a low concentration of 

electrons, justifying their electrophilic character. A negative electrostatic potential indicates a 

region of high electron density capable of undergoing electrophilic attack. The map of ESP 

van der Waals surfaces along with surface extrema and some of statistically defined 

descriptors of the selected compound L36 is depicted in (Figure Ⅳ.18).  The blue regions are 

prone to nucleophilic attack, and the red regions are sites for electrophilic attack. Orange and 

cyan spheres correspond to the positions of maxima and minima, respectively. As can be seen 

in (Figure Ⅳ.18), the large positive surface of L36 occupies 63 % of the total surface, 

implying electrophilic zones vulnerable to nucleophilic attack. The global surface minimum 

with a value of -54.23 Kcal/mol is observed around the carbonyl of xanthone scaffold, 

denoting the most electron-rich site, vulnerable for electrophilic attack. While the global 

surface maximum with a value of 43.33 Kcal/mol is located around the hydrogen of hydroxyl 

substituent, indicating potential hydrogen bond donor and revealing the low electronic density 

in this area caused by the withdrawing effect of oxygen linked to xanthone moiety.  

L36 Prexasertib 
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However, the strong electron-withdrawing effect of amine group is also taken into 

account.  Furthermore, the contribution of NV is about 79.40% compared to the overall 

variance, expressed as the sum of positive and negative contributions. This reveals that the 

degree of variability in the negative regions is much more pronounced compared to the 

positive regions. Collectively, MEP analysis indicates that the hydroxyl substituent is the 

most reactive site in L36. Interestingly, these findings positively correlate with MD results 

that showed that the hydroxyl function of L36 maintains H-donor interaction with the target 

pocket residues of 7AKM and 7AKO with GLY 18, and GLU 17, respectively. 

 

 

 

 

 

 

 

 

 

Figure Ⅳ.18 ESP-mapped van der Waals surfaces (kcal/mol) of L36, using a color scale 

ranging from red (negative ESP) through white (neutral ESP) to blue (positive ESP). The blue 

regions indicate a vulnerable site for nucleophilic attack, and the red regions are sites for 

electrophilic attack. All the iso-surface maps were rendered by VMD software based on the 

surface analysis result of Multiwfn program. The grid spacings were set to 0.2 Bohr, and the 

van der Waals surface denotes the iso-surface of 𝜌 = 0.001 𝑒 𝑏𝑜ℎ𝑟3⁄  ≡ 𝑎. 𝑢. Value with a 

star indicates the global extrema. The bold numbers in the bottom right-hand corner are the 

overall ESP variance (OV), positive variance (PV), negative variance (NV), positive surface 

area (PS), and negative surface area (NS), whose units are [Kcal/mol]2,Å2 , respectively 
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Figure Ⅳ.19 Flowchart of the strategy used in the study 
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IV.4 Conclusion 

In this paper, a simulation-based investigation was conducted to examine the CHK1 

inhibitory activity of cytotoxic xanthone derivatives using a hierarchical workflow for 

molecular docking, MD simulation, ADME-TOX prediction, and MEP analysis. The forty-

three xanthone derivatives revealed various interactions toward CHK1 protein structures, and 

the free energy scores S were in the range of [-8.22,-6.33Kcal/mol] and [-8.14,-6.19Kcal/mol] 

for 7AKM and 7AKO, respectively. Eight top hits were identified based on their binding 

affinity energies, namely L43, L42, L41, L40, L36, L33, L31, and L30. Interestingly, these 

compounds showed better binding affinity toward 7AKM and 7AKO active sites than the 

standard drug Prexasertib, which emphasizes the validity of our strategy. For further 

validation, an MD simulation study was performed for the studied eight compounds, together 

with the standard drug Prexasertib against both targets to examine the binding stability of the 

target-ligand- complex. Taken together, MD results support molecular docking results and 

validate the stability of studied complexes in physiological conditions. These findings confirm 

that the selected eight xanthone compounds are verifiable CHK1 inhibitors implying a good 

correlation between in silico and in vitro studies. Moreover, in silico analysis of ADME-TOX 

properties revealed that the selected eight hits exhibit good ADME-TOX profiles and are 

comparable to Prexasertib. Among the top eight hits, five compounds satisfy Lipinski rule 

vis., L30, L33, L36, L40, and L41. Furthermore, L36 shows the best ADME-TOX profile as it 

was the only hit without hepatotoxicity among the studied compounds. Besides, it is non-

mutagenic compound, hERG I non-inhibitor, and does not induce skin sensitization also 

exhibits the highest max tolerated dose, highest T1/2 and relatively high Caco and HIA 

absorption. Also, it displayed superior binding affinity and satisfied Lipinski, Pfizer, and 

golden triangle rules indicating a potent drug candidate. The quantitative analysis of 

electrostatic potential of the lead compound L36 indicates that the hydroxyl substituent is the 

most reactive site. Our study provides new unexplored insights into xanthones as CHK1 

inhibitors and identified L36 as a potential drug candidate that could undergo further in vivo 

assays and optimization, laying a solid foundation for the development of CHK1 inhibitors 

and cancer drug discovery. 

 

 



 

 
136 

IV.5 References 

1.  Rasool N, Majeed A, Riaz F, Hussain W (2020) Identification of novel inhibitory 

candidates against two major Flavivirus pathogens via CADD protocols: in silico 

analysis of phytochemical binding, reactivity, and pharmacokinetics against NS5 from 

ZIKV and DENV. Struct Chem 31:2189–2204. https://doi.org/10.1007/s11224-020-

01577-x 

2.  Park S, Hong E, Kwak SY, et al (2016) Synthesis and biological evaluation of C1- O -

substituted-3-(3-butylamino-2-hydroxy-propoxy)-xanthen-9-one as topoisomerase IIα 

catalytic inhibitors. European Journal of Medicinal Chemistry 123:211–225. 

https://doi.org/10.1016/j.ejmech.2016.07.046 

3.  Day M, Parry-Morris S, Houghton-Gisby J, et al (2021) Structural basis for recruitment 

of the CHK1 DNA damage kinase by the CLASPIN scaffold protein. Structure 29:531-

539.e3. https://doi.org/10.1016/j.str.2021.03.007 

4.  Clément G, Slenzka K (2006) Fundamentals of Space Biology: Research on Cells, 

Animals, and Plants in Space. Springer New York, New York, NY 

5.  Morris AL, MacArthur MW, Hutchinson EG, Thornton JM (1992) Stereochemical 

quality of protein structure coordinates. Proteins 12:345–364. 

https://doi.org/10.1002/prot.340120407 

6.  Molecular Operating Environment (MOE) (2014) Chemical Computing Group Inc, 

1010 Sherbrooke St. West, Suite # 910, Montreal QC, Canada H3A 2R7 

7.  Daoud I, Mesli F, Melkemi N, et al (2021) Discovery of potential SARS-CoV 3CL 

protease inhibitors from approved antiviral drugs using: virtual screening, molecular 

docking, pharmacophore mapping evaluation and dynamics simulation. Journal of 

Biomolecular Structure and Dynamics 1–18. 

https://doi.org/10.1080/07391102.2021.1973563 

8.  Belkadi A, Kenouche S, Melkemi N, et al (2021) K-means clustering analysis, 

ADME/pharmacokinetic prediction, MEP, and molecular docking studies of potential 

cytotoxic agents. Struct Chem 32:2235–2249. https://doi.org/10.1007/s11224-021-

01796-w 



 

 
137 

9.  Djebaili R, Melkemi N, Kenouche S, et al (2021) Combined Conceptual-DFT, 

Quantitative MEP Analysis, and Molecular Docking Study of Benzodiazepine Analogs. 

Orbital: Electron J Chem 13:301–315. https://doi.org/10.17807/orbital.v13i4.1607 

10.  MarvinSketch (2019) ChemAxon. 

http://www.chemaxon.com/products/marvin/marvinsketch/. Accessed 16 Jul 2019 

11.  HyperChem v8 (2009)  Molecular Modeling System, Hypercube Inc, 1115 NW 4th 

Street, Gainesville, FL 32601, USA 

12.  Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, 

Scalmani G, Barone V, Mennucci B, Petersson GA, Nakatsuji H, Caricato M, Li X, 

Hratchian HP, Izmaylov AF, Bloino J, Zheng G, Sonnenberg JL, Hada M, Ehara M, 

Toyota K, Fukuda R, Hasegawa J, Ishida M, Nakajima T, Honda Y, Kitao O, Nakai H, 

Vreven T, Montgomery JA, Peralta JE, Ogliaro F, Bearpark M, Heyd JJ, Brothers E, 

Kudin KN, Staroverov VN, Kobayashi R, Normand J, Raghavachari K, Rendell A, 

Burant JC, Iyengar SS, Tomasi J, Cossi M, Rega N, Millam JM, Klene M, Knox JE, 

Cross JB, Bakken V, Adamo C, Jaramillo J, Gomperts R, Stratmann RE, Yazyev O, 

Austin AJ, Cammi R, Pomelli C, Ochterski JW, Martin RL, Morokuma K, Zakrzewski 

VG, Voth GA, Salvador P, Dannenberg JJ, Dapprich S, Daniels AD, Farkas Ö, 

Foresman JB, Ortiz JV, Cioslowski J, Fox DJ  (2009) Gaussian 09, Revision A.02, 

Gaussian, Inc, Wallingford CT 

13.  Chenafa H, Mesli F, Daoud I, et al (2021) In silico design of enzyme α-amylase and α-

glucosidase inhibitors using molecular docking, molecular dynamic, conceptual DFT 

investigation and pharmacophore modelling. Journal of Biomolecular Structure and 

Dynamics 1–22. https://doi.org/10.1080/07391102.2021.1882340 

14.  Daoud I, Melkemi N, Salah T, Ghalem S (2018) Combined QSAR, molecular docking 

and molecular dynamics study on new Acetylcholinesterase and Butyrylcholinesterase 

inhibitors. Computational Biology and Chemistry 74:304–326. 

https://doi.org/10.1016/j.compbiolchem.2018.03.021 

15.  Bond SD, Leimkuhler BJ, Laird BB (1999) The Nosé–Poincaré Method for Constant 

Temperature Molecular Dynamics. Journal of Computational Physics 151:114–134. 

https://doi.org/10.1006/jcph.1998.6171 



 

 
138 

16.  Sturgeon JB, Laird BB (2000) Symplectic algorithm for constant-pressure molecular 

dynamics using a Nosé–Poincaré thermostat. The Journal of Chemical Physics 

112:3474–3482. https://doi.org/10.1063/1.480502 

17.  Parikesit AA, zahroh H, Nugroho AS, et al (2015) The Computation of Cyclic Peptide 

with Prolin-Prolin Bond as Fusion Inhibitor of DENV Envelope Protein through 

Molecular Docking and Molecular Dynamics Simulation. arXiv:151101388 [q-bio]. 

https://doi.org/10.13140/2.1.4133.3760 

18.  Berendsen HJC, Postma JPM, van Gunsteren WF, et al (1984) Molecular dynamics 

with coupling to an external bath. The Journal of Chemical Physics 81:3684–3690. 

https://doi.org/10.1063/1.448118 

19.  Origin (Pro) (6.0) (1999) OriginLab Corporation, Northampton, MA, USA 

20.  Bolz SN, Adasme MF, Schroeder M (2021) Toward an Understanding of Pan-Assay 

Interference Compounds and Promiscuity: A Structural Perspective on Binding Modes. 

J Chem Inf Model 61:2248–2262. https://doi.org/10.1021/acs.jcim.0c01227 

21.  Baell JB, Holloway GA (2010) New Substructure Filters for Removal of Pan Assay 

Interference Compounds (PAINS) from Screening Libraries and for Their Exclusion in 

Bioassays. J Med Chem 53:2719–2740. https://doi.org/10.1021/jm901137j 

22.  Pires DEV, Blundell TL, Ascher DB (2015) pkCSM: Predicting Small-Molecule 

Pharmacokinetic and Toxicity Properties Using Graph-Based Signatures. J Med Chem 

58:4066–4072. https://doi.org/10.1021/acs.jmedchem.5b00104 

23.  Xiong G, Wu Z, Yi J, et al (2021) ADMETlab 2.0: an integrated online platform for 

accurate and comprehensive predictions of ADMET properties. Nucleic Acids Res 

49:W5–W14. https://doi.org/10.1093/nar/gkab255 

24.  Lu T, Chen F (2012) Multiwfn: A multifunctional wavefunction analyzer. J Comput 

Chem 33:580–592. https://doi.org/10.1002/jcc.22885 

25.  Humphrey W, Dalke A, Schulten K (1996) VMD: Visual molecular dynamics. Journal 

of Molecular Graphics 14:33–38. https://doi.org/10.1016/0263-7855(96)00018-5 



 

 
139 

26.  Murray JS, Brinck T, Lane P, et al (1994) Statistically-based interaction indices 

derived from molecular surface electrostatic potentials: a general interaction properties 

function (GIPF). Journal of Molecular Structure: THEOCHEM 307:55–64. 

https://doi.org/10.1016/0166-1280(94)80117-7 

27.  Imberty A, Hardman KD, Carver JP, Perez S (1991) Molecular modelling of protein-

carbohydrate interactions. Docking of monosaccharides in the binding site of 

concanavalin A. Glycobiology 1:631–642. https://doi.org/10.1093/glycob/1.6.631 

28.  Hong D, Infante J, Janku F, et al (2016) Phase I Study of LY2606368, a Checkpoint 

Kinase 1 Inhibitor, in Patients With Advanced Cancer. JCO 34:1764–1771. 

https://doi.org/10.1200/JCO.2015.64.5788 

29.  Murray JS, Politzer P (2011) The electrostatic potential: an overview. WIREs 

ComputMolSci 1:153–163. https://doi.org/10.1002/wcms.19 

 

 

 

 

 

 

 

 



 

 140 

General Conclusion 

Despite the advances in medical and pharmaceutical sciences, there is still a great need 

for more and better drugs with higher activity and fewer undesired side effects. The 

application of computational technology in drug design and discovery offers considerable 

potential for reducing development costs. These techniques are widely used to interpret the 

relationship between biological activity and chemical structure.  The main objective of this 

work is to conduct two independent studies that contribute to the discovery and development 

of anticancer drugs.  

In the first study, a combined approach based on K-means algorithm and statistical 

analysis has been applied successfully to classify 500 cytotoxic agents using 21 molecular 

descriptors. This study aims to define a set of rules for structural features, providing a guide to 

assist the medicinal chemist in selecting the optimal molecules to synthesize and thereby test 

and promote only the candidates that exhibit strong efficacy, low toxicity, and good 

pharmacokinetic profiles to improve clinical outcomes of drug therapies. The percentage of 

molecules in each cluster is 50%, 24.88%, and 25.12% for cluster 1, cluster 2, and cluster 3, 

respectively.  Silhouette analysis is used as a cluster validation method, confirming that all the 

molecules are very well clustered. Moreover, in silico screening of pharmacological 

properties ADME and evaluation of drug-likeness of molecules showed that cluster 1 

molecules have the best ADME profile and drug-likeness. Additionally, molecular docking 

was performed for the paragons molecules on six different targets. Docking studies support 

the results observed in the MEP analysis showing that the favorable reactive sites of 

molecules are involved in strong hydrogen interactions with the functional residues of 

receptors.  

In the second study, a simulation-based investigation was conducted to examine the 

CHK1 inhibitory activity of cytotoxic xanthone derivatives using a hierarchical workflow for 

molecular docking, MD simulation, ADME-TOX prediction, and MEP analysis. A molecular 

docking study was conducted for the forty-three xanthone derivatives along with standard 

Prexasertib into the selected CHK1 protein structures 7AKM and 7AKO. Eight top hits were 

identified based on their free energy scores showed better binding affinity than the reference 

Prexasertib which emphasizes the validity of our strategy. Furthermore, MD studies support 

molecular docking results and validate the stability of studied complexes in physiological 
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conditions. These findings confirm that the selected eight xanthones are verifiable CHK1 

inhibitors implying a good correlation between in silico and in vitro studies. Moreover, L36 

showed the best ADME-TOX profile as it was the only hit without hepatotoxicity among the 

studied compounds. Besides, it displayed superior binding affinity and satisfied Lipinski, 

Pfizer, and golden triangle rules indicating a potent drug candidate. Finally, the quantitative 

analysis of electrostatic potential was performed for L36 to identify the reactive sites and 

possible non-covalent interactions. 

Recommendations for future research that would be very beneficial include the 

development of a ligand-based pharmacophore model by 3D-QSAR pharmacophore 

generation for the forty-three xanthone derivatives, and thus a 3D query is used for the virtual 

screening of large databases. The pharmacophore model provides information about the most 

important structural features for activity which could help in designing new potential CHK1 

inhibitors for cancer therapy. 
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Appendix A 

Table A1 Results obtained using the test statistic for cluster 1 

 

 

 

 

 

 

 

 

Molecular 

descriptors 

𝐳𝐤 Mean in 

category 

Overall 

mean 

sd in 

category 

Overall sd p.value 

Hydrogen 

donor 

-3.143361 1.3679245 1.5741627 1.242528 1.35918 1.67E-03 

heterocyclic 

rings 

-4.34888 1.4575472 1.7703349 1.112998 1.48996 1.37E-05 

Log p -6.551781 -0.2668868 0.8027751 1.876098 3.382124 5.69E-11 

double bonds -8.385037 2.4292453 3.3421053 1.651098 2.255286 5.07E-17 

TPSA -9.473377 73.5779718 93.4725357 32.108369 43.504276 2.71E-21 

Hetero-

atoms 

N+O+S 

-9.783489 5.6745283 7.2727273 1.843579 3.384071 1.33E-22 

Hydrogen 

donor + 

acceptor 

-10.244272 4.8349057 6.291866 1.926995 2.946246 1.26E-24 

Hydrogen 

acceptor 

-11.266461 3.4669811 4.7177033 1.167098 2.299724 1.92E-29 

Oxygen 

atoms 

-11.920292 3.1745283 4.6507177 1.530419 2.565414 9.28E-33 

Number of 

rings 

-12.129848 3.4339623 4.5430622 1.593139 1.894164 7.34E-34 

Rotatable 

bonds 

-12.628486 4.8773585 7.2296651 2.30546 3.858735 1.47E-36 

Chiral 

centers 

-12.756367 0.5849057 2.7033493 1.670318 3.440268 2.87E-37 

Flexibility -15.714565 4.2122729 5.9009499 1.23722 2.22611 1.20E-55 

Surface grid -16.519684 562.532217 693.539115 80.058959 164.283809 2.65E-61 

Mass -16.565628 375.954057 496.359833 80.979087 150.571149 1.23E-61 

Polarizability -17.029683 38.9159434 52.5247608 8.229919 16.554504 4.95E-65 

Volume -17.358715 968.352453 1268.97895 166.227816 358.766609 1.69E-67 
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Table A2 Results obtained using the test statistic for cluster 2 

 

 

 

 

 

 

Molecular 

descriptors 

𝐳𝐤 Mean in 

category 

Overall 

mean 

sd in 

category 

Overall sd p.value 

Log p 16.731131 5.68E+00 0.8027751 1.6925158 3.3821239 7.77E-63 

Chiral 

centers 

13.927741 6.83E+00 2.7033493 2.8459925 3.4402679 4.30E-44 

Volume 9.468625 1.56E+03 1268.97895 191.625217 358.766609 2.84E-21 

Flexibility 8.812227 7.59E+00 5.9009499 1.8476637 2.2261098 1.23E-18 

Polarizability 8.585525 6.48E+01 52.5247608 10.1487408 16.5545039 9.04E-18 

Surface grid 8.516432 8.14E+02 693.539115 85.4389309 164.283809 1.65E-17 

double bonds 6.259117 4.56E+00 3.3421053 2.3413317 2.2552856 3.87E-10 

Mass 6.125284 5.76E+02 496.359833 87.701394 150.571149 9.05E-10 

Number of 

rings 

3.279142 5.08E+00 4.5430622 1.4732003 1.8941643 1.04E-03 

Rotatable 

bonds 

2.13925 7.94E+00 7.2296651 3.3892087 3.8587352 3.24E-02 

Dipolar 

moment 

-2.231093 4.63E+00 5.633832 1.7956474 5.2333448 2.57E-02 

Hydrogen 

donor + 

acceptor 

-2.925194 5.55E+00 6.291866 1.6955967 2.9462458 3.44E-03 

Hydrogen 

acceptor 

-3.225036 4.08E+00 4.7177033 1.3037373 2.2997238 1.26E-03 

TPSA -3.601449 8.00E+01 93.4725357 24.511897 43.5042761 3.16E-04 

Hetero-atoms 

N+O+S 

-5.674194 5.62E+00 7.2727273 1.6688855 3.3840709 1.39E-08 

Sulfur atoms -6.259531 5.88E-02 0.3779904 0.2352941 0.5915625 3.86E-10 

heterocyclic 

rings 

-7.219752 8.43E-01 1.7703349 0.8134301 1.4899601 5.21E-13 

Nitrogen 

atoms 

-9.449154 8.14E-01 2.2440191 1.1265981 1.7561308 3.42E-21 

aromatic 

rings 

-12.165403 8.92E-01 2.5143541 0.7784709 1.5470406 4.75E-34 
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Table A3 Results obtained using the test statistic for cluster 3 

 

Molecular 

descriptors 

𝐳𝐤 Mean in 

category 

Overall 

mean 

sd in 

category 

Overall sd p.value 

Hetero-

atoms 

N+O+S 

16.951175 12.1538462 7.2727273 2.1562487 3.3840709 1.89E-64 

Hydrogen 

acceptor 

16.232926 7.8942308 4.7177033 1.7700406 2.2997238 2.95E-59 

Hydrogen 

donor + 

acceptor 

14.752944 9.9903846 6.291866 2.4396374 2.9462458 2.95E-49 

TPSA 14.533308 147.271826 93.4725357 32.1872075 43.5042761 7.45E-48 

Oxygen 

atoms 

13.360962 7.5673077 4.6507177 2.2393527 2.5654144 1.02E-40 

Mass 13.071631 663.835481 496.359833 80.079922 150.571149 4.78E-39 

Rotatable 

bonds 

12.478667 11.3269231 7.2296651 3.0301127 3.8587352 9.76E-36 

heterocyclic 

rings 

12.201912 3.3173077 1.7703349 1.5207818 1.4899601 3.04E-34 

Polarizability 11.164061 68.2507692 52.5247608 9.506319 16.5545039 6.11E-29 

Nitrogen 

atoms 

10.914702 3.875 2.2440191 1.2985754 1.7561308 9.81E-28 

Number of 

rings 

10.769558 6.2788462 4.5430622 1.1473777 1.8941643 4.79E-27 

Volume 10.667217 1594.62308 1268.97895 225.015247 358.766609 1.45E-26 

Surface grid 10.642925 842.316154 693.539115 129.873653 164.283809 1.88E-26 

Aromatic 

rings 

9.824948 3.8076923 2.5143541 1.1525634 1.5470406 8.79E-23 

Flexibility 9.417991 7.6849095 5.9009499 1.2843569 2.2261098 4.60E-21 

Sulfur atoms 6.626399 0.7115385 0.3779904 0.5312011 0.5915625 3.44E-11 

Hydrogen 

donor 

4.513423 2.0961538 1.5741627 1.6083869 1.3591802 6.38E-06 

double bonds 3.478373 4.0096154 3.3421053 2.431742 2.2552856 5.04E-04 

Dipolar 

moment 

3.365505 7.1325148 5.633832 3.5561787 5.2333448 7.64E-04 

Log p -9.045471 -1.8003846 0.8027751 1.8841678 3.3821239 1.49E-19 
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Figure A1 The binding modes of native ligand, P1, P2 and P3 into 2XP2 
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Figure A2 The binding modes of native ligand, P1, P2 and P3 into 1UOM 
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Figure A3 The binding modes of native ligand, P1, P2 and P3 into 1CP3 
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Figure A4 The binding modes of native ligand, P1, P2 and P3 into 2HY8 
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Figure A5 The binding modes of native ligand, P1, P2 and P3 into 3F81 
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Figure A6 The binding modes of native ligand, P1, P2 and P3 into 4ASD 

 

 
 

Native ligand P1 

  

P2 P3 



 

 

151 

Appendix B 

Table B1 Docking results of xanthone compounds and the native ligand with7AKM 

 

Ligand Compound 

atoms 
Receptor 

atoms 
Receptor 

residues 
Type of 

bond 

interaction 

Distance 

(Å) 
Energies 

(Kcal/mol) 

AGS O2’ 21 

N6 29 

S1G 2 

O2B 7 

N1 30 

O1A 10 

5-ring 

OE2 

O 

NZ 

CA 

N 

NZ 

CG1 

GLU 91 

GLU 85 

LYS 38 

GLY 18 

CYS 87 

LYS 38 

VAL 23 

H-donor 

H-donor 

H-acceptor 

H-acceptor 

H-acceptor 

Ionic 

pi-H 

2.82 

2.82 

4.08 

3.42 

3.19 

2.94 

3.71 

-3.8 

-2.9 

-4.3 

-0.7 

-3.1 

-4.9 

-1.6 

L1 O 22 

6-ring 

N 

CD1 

ASP 148 

LEU 15 

H-acceptor 

pi-H 

2.92 

4.19 

-1 

-0.8 

L2 O 22 

6-ring 

6-ring 

6-ring 

N 

CB 

CD1 

CG1 

ASP 148 

LEU 15 

LEU 15 

VAL 23 

H-acceptor 

pi-H 

pi-H 

pi-H 

2.91 

3.95 

4.19 

3.83 

-1 

-0.6 

-0.8 

-0.6 

L3 O 22 

6-ring 

6-ring 

6-ring 

N 

CB 

CG1 

CG2 

PHE 149 

LEU 15 

VAL 23 

VAL 23 

H-acceptor 

pi-H 

pi-H 

pi-H 

3.19 

3.89 

3.95 

4.06 

-0.7 

-1 

-0.6 

-0.6 

L4 O 22 

6-ring 

6-ring 

6-ring 

N 

CB 

CD1 

CG1 

ASP 148 

LEU 15 

LEU 15 

VAL 23 

H-acceptor 

pi-H 

pi-H 

pi-H 

2.9 

3.95 

4.21 

3.82 

-1 

-0.6 

-0.8 

-0.7 

L5 6-ring 

6-ring 

CB 

CD2 

LEU 15 

LEU 15 

pi-H 

pi-H 

4.01 

4.19 

-0.6 

-0.6 

L6 6-ring 

6-ring 

CB 

CD2 

LEU 15 

LEU 15 

pi-H 

pi-H 

4 

4.18 

-0.6 

-0.6 

L7 6-ring 

6-ring 

6-ring 

CB 

CB 

CD2 

LEU 15 

LEU 15 

LEU 15 

pi-H 

pi-H 

pi-H 

3.92 

4.02 

4.2 

-0.6 

-0.6 

-0.6 

 L8  6-ring CD1 LEU 15 pi-H 4.15 -0.7 

L9 6-ring6-

ring 

6-ring 

CB 

CD1 

CD2 

LEU 15 

LEU 15 

LEU 15 

pi-H 

pi-H 

pi-H 

4 

4.11 

4.17 

-0.6 

-0.7 

-0.6 

L10 O 18 

6-ring 

6-ring 

6-ring 

6-ring 

N 

CB 

CD1 

CA 

CG1 

ASP 148 

LEU 15 

LEU 15 

GLY 18 

VAL 23 

H-acceptor 

pi-H 

pi-H 

pi-H 

pi-H 

2.9 

3.95 

4.26 

4.02 

3.83 

-1.1 

-0.7 

-0.8 

-0.7 

-0.6 

L11 O 18 

6-ring 

N 

CD1 

ASP 148 

LEU 15 

H-acceptor 

pi-H 

2.89 

4.19 

-1.2 

-0.8 

L12 6-ring 

6-ring  

CD1 

CG1 

LEU 15 

VAL 23 

pi-H 

pi-H 

3.98 

3.88 

-0.7 

-0.7 
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L13 O 22 

6-ring 

6-ring 

6-ring 

N 

CB 

CG1 

CG2 

ASP 148 

LEU 15 

VAL 23 

VAL 23 

H-acceptor 

pi-H 

pi-H 

pi-H 

2.86 

4.12 

4.10 

4.01 

-1.3 

-0.7 

-0.7 

-0.6 

L14 6-ring 

6-ring 

6-ring 

6-ring 

CD1 

CG1 

CG2 

CG2 

LEU 15 

VAL 23 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

pi-H 

3.98 

3.88 

4.44 

3.75 

-0.7 

-0.7 

-0.6 

-1.2 

L15 O 22 

6-ring 

N 

CB 

ASP 148 

LEU 15 

H-acceptor 

pi-H 

2.88 

4.15 

-1.2 

-0.9 

L16 6-ring 

6-ring 

6-ring 

CG1 

NZ 

CD 

VAL 23 

LYS 38 

LYS 38 

pi-H 

pi-cation 

pi-H 

3.88 

4.57 

3.74 

-0.7 

-0.7 

-0.7 

L17 O 21 

6-ring 

6-ring 

6-ring 

N 

CG2 

CG2 

CD 

ASP 148 

VAL 23 

VAL 23 

LYS 38 

H-acceptor 

pi-H 

pi-H 

pi-H 

2.88 

4.43 

3.9 

3.78 

-1.1 

-0.6 

-0.9 

-0.8 

L18 6-ring 

6-ring 

6-ring 

CB 

CG2 

CG2 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

3.99 

4.23 

4.02 

-0.9 

-0.7 

-0.8 

L19 O 21 

6-ring 

6-ring 

CA 

CG1 

CG2 

ASP 148 

VAL 23 

VAL 23 

H-acceptor 

pi-H 

pi-H 

3.09 

4.15 

3.6 

-0.7 

-0.8 

-0.6 

L20 6-ring 

6-ring 

6-ring 

CB 

CG2 

CG2 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

4 

4.22 

4.02 

-0.9 

-0.6 

-0.8 

L21 6-ring 

6-ring 

CB 

CG1 

LEU 15 

VAL 23 

pi-H 

pi-H 

4.13 

4.01 

-0.8 

-0.6 

L22 O 18 

6-ring 

N 

CB 

ASP 148 

LEU 15 

H-acceptor 

pi-H 

2.86 

4.01 

-1.3 

-1 

L23 O 23 

6-ring 

6-ring 

NZ 

CB 

CA 

LYS 38 

LEU 15 

GLY 90 

H-acceptor 

pi-H 

pi-H 

3.21 

4.02 

3.78 

-0.8 

-0.9 

-0.6 

L24 6-ring 

6-ring 

CB 

CD2 

LEU 15 

LEU 15 

pi-H 

pi-H 

3.89 

4.18 

-0.8 

-0.7 

L25 6-ring 

6-ring 

6-ring 

6-ring 

CB 

CD1 

CG1 

CG2 

LEU 15 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

pi-H 

3.98 

4.04 

3.97 

3.62 

-0.7 

-0.6 

-0.6 

-1 

L26 O 26 OE2 GLU 91 H-donor 2.99 -1.8 

L27 6-ring 

6-ring 

CG2 

NZ 

VAL 23 

LYS 38 

pi-H 

pi-cation 

4.1 

4.04 

-0.6 

-4.2 

L28 6-ring 

6-ring 

CB 

CA 

LEU 15 

GLY 90 

pi-H 

pi-H 

3.75 

3.94 

-0.6 

-1.6 

L29 O 30 

6-ring 

6-ring 

OE2 

CD2 

CA 

GLU 91 

LEU 15 

GLY 90 

H-donor 

pi-H 

pi-H 

2.93 

4.31 

3.83 

-1.7 

-0.6 

-0.6 

L30 O 30 

6-ring 

OG 

CG2 

SER 147 

VAL 23 

H-donor 

pi-H 

2.91 

4.06 

-0.8 

-0.7 

L31 6-ring CD2 LEU 15 pi-H 4.43 -0.6 
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L32 6-ring 

6-ring 

6-ring 

CB 

CD1 

CD2 

LEU 15 

LEU 15 

LEU 15 

pi-H 

pi-H 

pi-H 

4.04 

4.15 

3.96 

-0.7 

-0.6 

-0.9 

L33 6-ring 

6-ring 

CD2 

CA 

LEU 15 

GLY 90 

pi-H 

pi-H 

4.48 

3.94 

-0.6 

-1.2 

L34 O 23 

O 23 

6-ring 

OD2 

NZ 

CB 

ASP 148 

LYS 38 

LEU 15 

H-donor 

H-acceptor 

pi-H 

3.05 

3.09 

4.01 

-1.1 

-1.1 

-0.8 

L35 6-ring 

6-ring 

CG1 

CG2 

VAL 23 

VAL 23 

pi-H 

pi-H 

3.81 

3.74 

-0.7 

-0.8 

L36 6-ring  

6-ring 

6-ring 

6-ring 

CB 

CD1 

CG1 

CG2 

LEU 15 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

pi-H 

4.08 

4.12 

3.91 

3.68 

-0.8 

-0.6 

-0.7 

-0.9 

L37 6-ring 

6-ring 

6-ring  

6-ring 

CD1 

CG1 

CG2 

CG2 

LEU 15 

VAL 23 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H  

pi-H 

3.98 

3.86 

4.36 

3.72 

-0.7 

-0.7 

-0.6 

-1.2 

L38 6-ring  

6-ring 

6-ring 

CB 

CD2 

CA 

LEU 15 

LEU 15 

GLY 90 

pi-H 

pi-H 

pi-H 

4.04 

4.43 

3.84 

-0.8 

-0.6 

-0.9 

L39 6-ring CG2 VAL 23 pi-H 3.79 -0.8 

L40 O 26 

O 30 

6-ring 

NZ 

NZ 

CG1 

LYS 38 

LYS 38 

VAL 23 

H-acceptor 

H-acceptor 

pi-H 

3.23 

2.95 

3.98 

-0.6 

-4.3 

-0.7 

L41 O 30 

6-ring 

NZ 

N 

LYS 38 

ALA 19 

H-acceptor 

pi-H 

3.18 

3.79 

-1.4 

-2.1 

L42 6-ring  

6-ring 

6-ring 

CA 

CG1 

CG2 

GLY 18 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

3.65 

4.32 

3.87 

-0.7 

-0.6 

-0.8 

L43 Cl 25 

O 8 

O 

NZ 

CYS 87 

LYS 38 

H-donor 

H-acceptor 

3.47 

2.98 

-0.4 

-1.1 
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Table B2 Docking results of xanthone compounds and the native ligand with 7AKO 

 

Ligand Compound 

atoms 
Receptor 

atoms 
Receptor 

residues 
Type of 

bond 

interaction 

Distance 

(Å) 
Energies 

(Kcal/mol) 

STU C24 4 

N1 36 

N4 56 

N4 56 

O5 39 

N4 56 

5-ring 

6-ring 

6-ring 

OE2 

O 

OE2 

O 

N 

OE2 

CB 

CD2 

CG1 

GLU 91 

GLU 85 

GLU 91 

GLU 134 

CYS 87 

GLU 91 

LEU 15 

LEU 15 

VAL 23 

H-donor 

H-donor 

H-donor 

H-donor 

H-acceptor 

Ionic 

 pi-H 

pi-H 

pi-H 

 

3.44 

2.93 

3.29 

2.99 

3 

3.29 

3.9 

4.2 

4.09 

-0.8 

-3.9 

-4.2 

-3.2 

-4.3 

-2.8 

-0.8 

-0.7 

-0.7 

L1 6-ring CG1 VAL 23 pi-H 4.23 -0.8 

L2 6-ring  

6-ring 

6-ring 

CG1 

CG1 

CG2 

VAL 23 VAL 

23 

VAL 23 

pi-H 

pi-H 

pi-H 

4.27 

4.09 

4.27 

-0.6 

-0.6 

-0.8 

L3 6-ring 

6-ring 

CB 

CG2 

LEU 15 

VAL 23 

pi-H 

pi-H 

3.92 

4.07 

-1.1 

-0.8 

L4 O22 

6-ring 

 

N 

CB 

 

PHE 149 

SER 147 

H-acceptor 

pi-H 

2.94 

4.33 

-2.7 

-0.8 

L5 6-ring 

6-ring 

CA 

N 

GLY 16 

PHE 149 

pi-H 

pi-H 

4.76 

4.26 

-0.9 

-1.4 

L6 6-ring 

6-ring 

6-ring 

CG1 

CG1 

CG2 

VAL 23 VAL 

23 

VAL 23 

pi-H 

pi-H 

pi-H 

4.29 

4.15 

4.33 

-0.7 

-0.7 

-0.7 

L7 C 3 

6-ring 

OE1 

N 

GLU 55 

PHE 149 

H-donor 

pi-H 

3.4 

4.51 

-0.8 

-1 

L8 C 3 

6-ring 

6-ring 

OE1 

CB 

N 

GLU 55 

LEU 15 

PHE 149 

H-donor 

pi-H 

pi-H 

3.39 

4.23 

4.51 

-0.9 

-0.7 

-1 

L9 C 6 

6-ring 

6-ring 

OE1 

CG2 

N 

GLU 55 

VAL 23 PHE 

149 

H-donor 

pi-H 

pi-H 

3.38 

3.65 

4.49 

-0.9 

-0.6 

-1 

L10 6-ring CG1 VAL 23 pi-H 4.34 -0.6 

L11 6-ring 

6-ring 

CG1 

CG2 

VAL 23 

VAL 23 

pi-H  

pi-H 

3.93 

3.9 

-0.6 

-0.6 

L12 6-ring CG1 VAL 23 pi-H 4.23 -0.6 

L13 6-ring CG1 VAL 23 pi-H 4.45 -0.6 

L14 O 22 N PHE 149 H-acceptor 3.05 -2.2 

L15 6-ring CB LEU 15 pi-H 4.3 -0.7 

L16 6-ring 

6-ring 

6-ring 

CB 

CG1 

CG2 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

3.97 

4.38 

4.02 

-0.9 

-0.6 

-1 

L17 6-ring CB LEU 15 pi-H 4.27 -0.6 
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L18 6-ring CB LEU 15 pi-H 4.38 -0.8 

L19 6-ring CB LEU 15 pi-H 4.04 -0.6 

L20 6-ring 

6-ring 

6-ring 

CB 

CG1 

CG2 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

3.97 

4.35 

4.02 

-0.8 

-0.6 

-0.9 

L21 6-ring 

6-ring 

CB 

CG1 

LEU 15 

VAL 23 

pi-H 

pi-H 

3.97 

4.46 

-0.8 

-0.6 

L22 Cl30 

6-ring 

OE1 

CB 

GLU 55 

LEU 15 

H-donor 

pi-H 

3.21 

4.03 

-0.9 

-0.7 

L23 O 23 

6-ring 

OD2 

CG1 

ASP 148 

VAL 23 

H-donor 

pi-H 

2.93 

4.26 

-3.1 

-0.7 

L24 6-ring 

6-ring 

6-ring 

CB 

CD2 

CD2 

LEU 15 

LEU 15 

LEU 15 

pi-H 

pi-H 

pi-H 

4.17 

4.19 

4.24 

-0.7 

-0.6 

-0.6 

L25 O 25 

6-ring 

6-ring 

OE2 

CB 

CD2 

GLU 91 

LEU 15 

LEU 15 

H-donor 

pi-H 

pi-H 

3.04 

4.19 

4.28 

-1.9 

-0.7 

-0.6 

L26 6-ring 

6-ring 

CB 

CD2 

LEU 15 

LEU 15 

pi-H 

pi-H 

4.18 

4.1 

-0.8 

-0.8 

L27 6-ring 

6-ring 

6-ring 

CB 

CD2 

CB 

LEU 15 

LEU 15 

SER 147 

pi-H 

pi-H 

pi-H 

4.5 

4.32 

4.43 

-0.6 

-0.7 

-0.6 

L28 6-ring 

6-ring 

CD2 

CA 

LEU 15 

GLY 90 

pi-H 

pi-H 

3.99 

4.17 

-0.8 

-0.6 

L29 6-ring CB 

 

LEU 15 

 

pi-H 

 

4.28 -0.7 

L30 6-ring 

6-ring 

CD2 

CB 

LEU 15 

SER 147 

pi-H 

pi-H 

4.35 

4.51 

-0.6 

-0.7 

L31 6-ring 

6-ring 

6-ring 

CD2 

CD2 

CG1 

LEU 15 

LEU 15 

VAL 23 

pi-H 

pi-H 

pi-H 

4.32 

4.41 

4.22 

-0.7 

-0.6 

-0.6 

L32 Cl 25 

6-ring 

6-ring 

6-ring 

OD1 

CB 

CD2 

CA 

ASN 59 

LEU 15 

LEU 15 

GLY 90 

H-donor 

pi-H 

pi-H 

pi-H 

3.9 

4.12 

4.01 

3.85 

-0.5 

-0.8 

-1 

-0.6 

L33 6-ring 

6-ring 

6-ring 

CB 

CD2 

CA 

LEU 15 

LEU 15 

GLY 90 

pi-H 

pi-H 

pi-H 

3.95 

4.01 

3.97 

-0.9 

-0.9 

-1.6 

L34 6-ring CG1 VAL 23 pi-H 4.19 -0.8 

L35 6-ring CB LEU 15 pi-H 4.1 -0.7 

L36 6-ring 

6-ring 

CB 

CD2 

LEU 15 

LEU 15 

pi-H 

pi-H 

4.55 

4.34 

-0.7 

-0.6 

L37 6-ring CB LEU 15 pi-H 4.26 -0.6 

L38 6-ring 

6-ring 

6-ring 

CB 

CD2 

CA 

LEU 15 

LEU 15 

GLY 16 

pi-H 

pi-H 

pi-H 

3.89 

4.28 

4.37 

-0.8 

-0.6 

-0.8 

L39 6-ring 

6-ring 

6-ring 

CG1 

CG2 

CB 

VAL 23 

VAL 23 

SER 147 

pi-H 

pi-H 

pi-H 

4.31 

4.34 

4.34 

-0.6 

-0.7 

-0.8 
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L40 6-ring CB SER 147 pi-H 4.29 -1 

L41 6-ring CB LEU 15 pi-H 3.91 -0.7 

L42 6-ring 

6-ring 

CG2 

CB 

VAL 23 

SER 147 

pi-H 

pi-H 

4.45 

4.36 

-0.6 

-0.8 

L43 O 30 

6-ring 

OE2 

CG2 

GLU 91 

VAL 23 

H-donor 

pi-H 

2.9 

4.24 

-2.9 

-0.6 

 

 

 

Table B3 Docking energy scores of xanthone compounds toward 7AKM 

 

Ligand 
S Score 

(Kcal/mol) 

Prexasertib -7.2 

L43 -8.22 

L36 -8.16 

L41 -8.13 

L30 -8.11 

L33 -8.08 

L29 -8.02 

L42 -7.96 

L38 -7.95 

L27 -7.91 

L21 -7.82 

L26 -7.77 

L22 -7.69 

L39 -7.63 

L40 -7.63 

L37 -7.62 

L32 -7.59 

L35 -7.57 

L31 -7.56 

L25 -7.53 

L16 -7.52 

L9 -7.51 

L6 -7.47 

L18 -7.42 

L10 -7.42 

L20 -7.41 

L11 -7.39 

L34 -7.35 

L5 -7.34 

L28 -7.32 

L24 -7.27 

L17 -7.25 

L14 -7.25 

L19 -7.23 

L7 -7.23 

L23 -7.18 

L15 -7.09 

L4 -7.02 

L8 -6.96 

L3 -6.96 

L13 -6.80 

L12 -6.54 

L2 -6.49 

L1 -6.33 
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Table B4 Docking energy scores of xanthone compounds toward 7AKO 

 

Ligand 
S Score 

(Kcal/mol) 

Prexasertib -7.41 

L36 -8.14 

L40 -8.08 

L42 -7.98 

L41 -7.97 

L31 -7.90 

L43 -7.89 

L29 -7.88 

L26 -7.86 

L20 -7.75 

L39 -7.74 

L27 -7.71 

L30 -7.71 

L32 -7.67 

L23 -7.67 

L38 -7.66 

L21 -7.62 

L33 -7.58 

L37 -7.49 

L16 -7.45 

L24 -7.43 

L9 -7.39 

L19 -7.39 

L34 -7.39 

L18 -7.39 

L22 -7.25 

L25 -7.21 

L14 -7.20 

L17 -7.18 

L28 -7.18 

L10 -7.16 

L11 -7.14 

L12 -7.09 

L15 -7.06 

L8 -7.02 

L7 -7.00 

L35 -7.00 

L6 -6.97 

L1 -6.73 

L13 -6.66 

L5 -6.65 

L3 -6.58 

L4 -6.49 

L2 -6.19 
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Table B5 Docking results of top five scoring ligands and prexasertib with the active site of 

7AKM 

Ligand Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

L43 Cl 25 

O 8 

O 

NZ 

CYS 87 

LYS 38 

H-donor 

H-acceptor 

3.47 

2.98 

-0.4 

-1.1 

L36 6-ring  

6-ring 

6-ring 

6-ring 

CB 

CD1 

CG1 

CG2 

LEU 15 

LEU 15 

VAL 23 

VAL 23 

pi-H 

pi-H 

pi-H 

pi-H 

4.08 

4.12 

3.91 

3.68 

-0.8 

-0.6 

-0.7 

-0.9 

L41 O 30 

6-ring 

NZ 

N 

LYS 38 

ALA 19 

H-acceptor 

pi-H 

3.18 

3.79 

-1.4 

-2.1 

L30 O 30 

6-ring 

OG 

CG2 

SER 147 

VAL 23 

H-donor 

pi-H 

2.91 

4.06 

-0.8 

-0.7 

L33 6-ring 

6-ring 

CD2 

CA 

LEU 15 

GLY 90 

pi-H 

pi-H 

4.48 

3.94 

-0.6 

-1.2 

Prexasertib N 5 

N 6 

N 9 

6-ring 

OE2 

NZ 

NZ 

CB 

GLU 91 

LYS 38 

LYS 132 

LEU 15 

H-donor 

H-acceptor 

H-acceptor 

pi-H 

2.99 

3.64 

3.77 

4.05 

-3.6 

-0.6 

-0.8 

-0.7 
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Table B6 Docking results of top five scoring ligands and prexasertib with the active site of 

7AKO 

Ligand Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

L36 6-ring 

6-ring 

CB 

CD2 

LEU 15 

LEU 15 

pi-H 

pi-H 

4.55 

4.34 

-0.7 

-0.6 

L40 6-ring CB SER 147 pi-H 4.29 -1 

L42 6-ring 

6-ring 

CG2 

CB 

VAL 23 

SER 147 

pi-H 

pi-H 

4.45 

4.36 

-0.6 

-0.8 

L41 6-ring CB LEU 15 pi-H 3.91 -0.7 

L31 6-ring  

6-ring 

6-ring 

CD2 

CD2 

CG1 

LEU 15 

LEU 15 

VAL 23 

pi-H 

pi-H 

pi-H 

4.32 

4.41 

4.22 

-0.7 

-0.6 

-0.6 

Prexasertib N 9 OH TYR 86 H-acceptor 3.43 -0.8 

 

Table B7 Binding interactions of the selected five ligands and prexasertib toward 7AKM 

generated through molecular dynamics simulation 

Ligand Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

L43 O 30 

6-ring 

6-ring 

NZ 

CA 

CA 

LYS 132 

GLU 134 

ASN 135 

H-acceptor 

pi-H 

pi-H 

2.44 

4.01 

4.16 

-0.4 

-0.6 

-0.6 

L36 O 15 

O 25 

SG 

O 

CYS 87 

GLY 18 

H-donor 

H-donor 

3.81 

2.69 

-0.8 

-1.9 

L41 O 30 NZ LYS 38 H-acceptor 3.23 -3.2 

L30 O 30 OG SER 147 H-acceptor 2.86 -1.6 

L33 O 30 ND2 ASN 135 H-acceptor 3.19 -0.6 

Prexasertib N 5 OE2 GLU 91 H-donor 2.62 -6.4 
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Table B8 Binding interactions of the selected five ligands and prexasertib toward 7AKO 

generated through molecular dynamics simulation 

 

Ligand Compound 

atoms 

Receptor 

atoms 

Receptor 

residues 

Type of 

bond 

interaction 

Distance 

(Å) 

Energies 

(Kcal/mol) 

L36 O 25 

6-ring 

O 

CB 

GLU 17 

GLU 134 

H-donor 

pi-H 

2.91 

4.41 

-1.4 

-0.6 

L40 O 30 

N 31 

6-ring 

6-ring 

OE2 

OE2 

CG2 

CG2 

GLU 91 

GLU 91 

VAL 23 

VAL 23 

H-donor 

H-donor 

pi-H 

pi-H 

2.5 

2.75 

4.31 

3.98 

-1.4 

-1.3 

-0.7 

-0.6 

L42 O 32 

N33 

F 1 

F 3 

OE2 

OE2 

N 

N 

GLU 91 

GLU 91 

TYR 20 

GLY 21 

H-donor 

H-donor 

H-acceptor 

H-acceptor 

2.61 

2.75 

2.92 

2.67 

-3.6 

-1.5 

-0.9 

-1 

L41 6-ring CD2 LEU 15 pi-H  4.08 -0.8 

L31 O 32 NZ LYS 132 H-acceptor 3.11 -4 

Prexasertib N 3 

N 5 

N 6 

6-ring 

6-ring 

O 

OE2 

OH 

CD1 

CD2 

GLU 134 

GLU 91 

TYR 86 

LEU 137 

LEU 137 

H-donor 

H-donor 

H-acceptor 

pi-H 

pi-H 

2.74 

2.65 

2.6 

4.09 

4.02 

-2.7 

-5.7 

-1.6 

-0.8 

-0.6 
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Abstract
In this paper, a combined approach based on a k-means algorithm and statistical analysis has been applied successfully to
classify 500 cytotoxic agents using 21 molecular descriptors. The k-means algorithm applied on the first two principal
components split the observations into homogeneous clusters, in order to examine similarities and dissimilarities between
molecules within and between clusters. Three clusters are clearly distinguished and the percentage of molecules in each
cluster is 50%, 24.88%, and 25.12% for cluster 1, cluster 2, and cluster 3, respectively. Silhouette analysis is used as a cluster
validation method, confirming that all the molecules are very well clustered. The silhouette indices obtained for each cluster
are 0.53 for cluster 1, 0.60 for cluster 2, and 0.57 for cluster 3. Therefore, the average silhouette index obtained is 0.56. The
value of the Hopkins statistic obtained is 0.922 confirming that the dataset is highly clusterable. In addition, the paragons of
each cluster have been identified. The test statistic was performed to characterize each cluster by a subset of molecular
descriptors. Moreover, in silico screening of pharmacological properties ADME and evaluation of drug-likeness of mole-
cules showed that cluster 1 molecules have the best ADME profile and drug-likeness. The quantitative analysis of molecular
electrostatic potential (MEP) on van der Waals surface was performed to identify the nucleophilic and electrophilic sites in
the paragons molecules. Finally, molecular docking was performed for the paragon molecules on six different targets.
Docking studies support the results observed in the MEP analysis showing that the favorable reactive sites of molecules
are involved in strong hydrogen interactions with the functional residues of receptors.

Keywords k-means clustering . Cytotoxic activity . Statistical analysis . ADME .Drug-likeness .Molecular docking

Introduction

Cancer has been a great threat to humankind for thousands of
years, and despite the significant efforts of chemists in

developing cancer treatments, unfortunately, it continues to
be a scientific challenge to researchers worldwide. Until
now, there is no effective agent that can strongly control the
unlimited cell growth and selectively target cancer without
damaging the healthy cells, causing severe side effects such
as bone marrow suppression, GI tract lesions, hair loss, nau-
sea, and the rapid development of clinical resistance [1]. The
side effects vary from one person to another. Some of them
disappear after a few days, but it usually takes a fewmonths to
recover from chemotherapy. The first practical chemothera-
peutic agent was discovered accidentally during World War
II, nitrogen mustard which had antileukemic properties, a
powerful alkylating agent that damage DNA, leading to cell
death [2, 3].

Another important development in DNA-reactive drugs
came with the discovery of cisplatin, which was also discov-
ered by chance, provided a major advance in the treatment of
testicular and ovarian carcinomas [4, 5]. The success of these
initial agents led to the development and synthesis of a large
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Abstract
CHK1 is a promising molecular target that gained immense attention recently for the development of cancer therapeutics. In 
this study, a simulation-based investigation was conducted to examine the CHK1 inhibitory activity of cytotoxic xanthone 
derivatives using a hierarchical workflow for molecular docking, MD simulation, ADME-TOX prediction, and MEP analy-
sis. A molecular docking study was conducted for the forty-three xanthone derivatives along with standard prexasertib into 
the selected CHK1 protein structures 7AKM and 7AKO. Eight top hits were identified based on their free energy scores, 
namely L43, L42, L41, L40, L36, L33, L31, and L30, which showed better binding affinity (from − 8.22 to − 8.08 kcal/mol) 
(from − 8.14 to − 7.9 kcal/mol) toward 7AKM and 7AKO, respectively than the reference prexasertib which emphasizes the 
validity of our strategy. Furthermore, MD studies support molecular docking results and validate the stability of studied 
complexes in physiological conditions. These findings confirm that the selected eight xanthones are verifiable CHK1 inhibi-
tors implying a good correlation between in silico and in vitro studies. Moreover, in silico ADME-TOX studies are used 
to predict the pharmacokinetic, pharmacodynamic, and toxicological properties of the studied eight hits and the standard 
prexasertib. Indeed, L36 showed the best ADME-TOX profile as it was the only hit without hepatotoxicity among the studied 
compounds. Besides, it displayed superior binding affinity and satisfied Lipinski, Pfizer, and golden triangle rules indicating 
a potent drug candidate. The quantitative analysis of electrostatic potential was performed for L36 to identify the reactive 
sites and possible non-covalent interactions.

Keywords  CHK1 · Xanthones · Molecular docking · MD simulation · ADME-TOX · MEP analysis · Prexasertib

Introduction

The checkpoint kinase 1, commonly known as CHK1 or 
CHEK1, is a member of the serine/threonine kinase family 
of enzymes that mediate DNA damage response (DDR) and 

cell cycle progression [1]. It is well established that CHK1 
overexpressed in numerous tumors, including breast, colon, 
liver, gastric, and nasopharyngeal carcinoma [2]. Moreo-
ver, many cancers rely on CHK1-mediated cell cycle arrest, 
especially if they are deficient in p53 [3]. Therefore, about 
50% of all human cancers contain p53 mutations indicating 
that many tumors are dependent on CHK1 signaling pathway 
[4]. Numerous studies, both in vivo and in vitro, have shown 
that CHK1 inhibition is an effective targeting strategy that 
inhibits cancer cells proliferation, stops cell cycle arrest, and 
may also reverse tumor cell resistance to chemotherapeutics 
[5]. One of the most studied agents in this class is prexas-
ertib, a clinical candidate inhibitor that selectively binds to 
CHK1, blocking DNA repair leading to the accumulation of 
damaged DNA that eventually triggers apoptosis in cancer 
cells. Indeed, prexasertib showed promising results for phase 
I and II trials as a monotherapy in patients with advanced 
solid tumors (squamous cell carcinomas) and in combination 
with cytotoxic DNA damaging agents, including Cisplatin 
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