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 يهخص

 

 انشًسيح الأنٕاح كفاءج ٔنكٍ. انرمهيذيح انطالح نًصادس كثذيم انٕاػذج ًجالاخان يٍ ٔادذج ْي انشًسيح انطالح

 جالأخيش ِْز. انشًسيح انخهيح ْي انصُاػح نٓزِ الأساسي انًكٌٕ. انمطاع ْزا لاخرياس ذكٌٕ يا أتؼذ ْي انيٕو

لم أ ثذيمٔك. نهغايح يكهف انًثهٕس انسيهيكٌٕ. انسيهيكٌٕ يثم َصف انُالهح شكثاخانً يخرهف شًمذ أٌ يًكٍ

( a-Si) انًرثهٕس غيش انسيهيكٌٕ انركهفح لهيم أداء أفضميرٕسظ . شليمحان طثماخان ْي انشًسيح خلايانه ذكهفح

 ...II-VI (CdO, CdTe, CdSe, CdS, ZnO, ZnTe, ZnSe, ZnS.)َصاف انُٕالم ٔأ

. الإنكرشَٔيح الأجٓضج ذطثيماخ في كثيشج أًْيح نٓا انشليك سًكان راخ (TCO) شفافحان انُالهح كاسيذالأ

كًا أَٓا ...(. ZnO, CdO, MgO) انًؼادٌ أكاسيذ ذكٌٕ يا غانثا انري II-VI َٕالمأَصاف  ؼرثشذ أغهثٓأ

 رطثيماخهن انٕاػذج ًشكثاخان يٍ ٔادذج ٔذؼرثش ،كثيش طالح َطاق ٔجٕد يغn ذكٌٕ أَصاف َٕالم َٕع 

 .انشًسي انطيف يٍ انًشئي قاُطنا في نضٕئيا نرًشيشا ٔ انؼانيح، انكٓشتائيح ُالهيحان تسثة ضٕئيحكٓشٔان

نهرطثيماخ انضٕئيح تشكم يهذٕظ (ZnO)  ضَكأكسيذ انٔ  (CdO) ييٕوأكسيذ انكادمذ صاد الاْرًاو تذساسح ن

 -CdO/p-Si  ٔ ZnO/p ذميميحانٕاػذج. ذظٓش انخلايا انشًسيح ان نضٕئيحانكٓشتائيح ٔا ًاتسثة خصائصٓ

Si انؼذديح نرٕضيخ ْزا  سرخذو انًذاكاجَئي. في ْزا انؼًم ضٕٔكٓشٔالأداء ان في ضؼفغيش يرجاَسح انثُيح

ا ثاَي .حيثاني حتهٕسي المٕف َاَصأ CdO  ٔZnO تاػرثاس الأداء انضؼيف يٍ خلال انُظش في دانريٍ. أٔلا

كًا ْٕ انذال ، َطاق انطالحؼيٕب في ان خلاذان شذٕصيغ يسرً اخرٔ المَٕ فاَصأ CdO  ٔZnO تاػرثاس

 ( ٔسرمثلاخيشثّ ٔ اخياَذ شثّ) ػصاتح انطالح ريم ػصاتريٍ يٍيٍ  ركٌٕغيش يرثهٕس، ي َالم َصف في

يرضخ تأٌ انذانح (. سرمثلاخيشثّ ٔ اخياَذ شثّؼًيك )انًسرٕٖ في انذٕصيغ جأط  يٍ ػصاتريٍ يٍ

دالاخ  يمٕياخ ذؼذيم طشيك ٔػٍ، تطشيمح يافي انذانح انثاَيح، ٔٔ َرائج تؼيذج ػٍ انٕالغ. الأٔنٗ أػطد 

 انخلايا ٓزِن  مياساخانٔ انؼذديح ًذاكاجان تيٍ جيذ كفٕاذ انذصٕل ػهٗ ػهٗ لادسيٍ كُا ،ػصاتح َطاق انطالح

 .انشًسيح
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Abstract 

 

Solar energy is one of the promising sectors as an alternative to conventional energy sources. But 

the efficiencies of solar panels today are far from conclusive for the choice of this sector. The 

basic component of this industry is the solar cell. The latter can be carried out by various 

semiconductor materials such as silicon. The monocrystalline silicon is very expensive. A 

cheaper alternative is solar cells in thin layers. The best compromise performance-cost 

amorphous silicon are the chains (a-Si) and II-VI semiconductors (CdO, CdTe, CdS, ZnO, ZnTe, 

ZnS ...). The transparent conductive oxides (TCO: Transparent Conducting Oxides) thin films 

have great importance in applications of electronic devices. They are based on II-VI 

semiconductors which are often metal oxides (ZnO, CdO, MgO...). They are n-type 

semiconductors with a high energy gap and it is considered one of promising materials for 

photovoltaic applications due to its high electrical conductivity and optical transmission in the 

visible region of solar spectrum. The interest in the study of Cadmium oxide (CdO) and Zinc 

oxide (ZnO) for photonic applications has increased significantly because of their promising 

electrical and optical properties. Real solar cells based on CdO/p-Si and ZnO/p-Si 

heterostructures show a poor photovoltaic performance. However, in this work numerical 

simulation is used to elucidate this poor performance by considering two cases. CdO and ZnO 

are firstly considered as perfect crystalline semiconductors. The second case models CdO and 

ZnO as semiconductors with continuous distribution of defects states in their band gaps, similar 

to an amorphous semiconductor, made of two tail bands (donor-like and acceptor-like) and two 

Gaussian distribution deep level bands (acceptor-like and donor-like). Evidently the first case 

produced results far from reality. In the second case, however, and by adjusting the constituents 

of the band gap states we were able to reproduce a good agreement between simulation and 

measurements of these solar cells.  
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Résumé 

 

L‟énergie solaire est l‟une des filières très prometteuse comme alternatif aux sources d‟énergie 

classique. Mais le rendement des panneaux solaires aujourd‟hui sont loin d‟être concluantes pour 

le choix de cette filière. Le composant de base de cette filière est la cellule solaire. Cette dernière 

peut être réalisée par différents matériaux semi-conducteurs comme le silicium. Le Silicium 

monocristallin s‟avère très couteux. Une alternative moins chère est les cellules solaires en 

couches minces. Les meilleurs compromis rendement-cout sont les filières silicium amorphe (a-

Si) et les semiconducteurs  II-VI (CdO, CdTe, CdS, ZnO, ZnTe, ZnS…). Les oxydes 

conducteurs transparent (TCO : Transparent Conducting Oxides) des films minces ont une 

grande importance dans des applications de dispositifs électroniques. Ils sont basés sur les 

semiconducteurs II-VI qui sont souvent des oxydes métalliques (ZnO, CdO, MgO...). Ils sont des 

semiconducteurs de type n avec un gap d‟énergie élevée et il est considéré comme l'un des 

matériaux prometteurs pour les applications photovoltaïques en raison de sa grande conductivité 

électrique et la transmission optique dans la région visible du spectre solaire. L'intérêt pour 

l'étude d'oxyde de Cadmium (CdO) et d'oxyde de Zinc (ZnO) pour les applications photoniques a 

augmenté considérablement en raison de ses propriétés électriques et optiques prometteuses. Des 

cellules solaires réelles à base d'hétérostructures CdO/p-Si et ZnO/p-Si présentent cependant une 

faible performance photovoltaïque. Dans ce travail, la simulation numérique est utilisée pour 

élucider cette mauvaise performance en considérant deux cas. Le CdO et le ZnO sont tout 

d'abord considérés comme des semi-conducteurs cristallins parfaits. Le deuxième cas modélise 

CdO et ZnO en tant que semiconducteurs avec une distribution continue d'états de défauts dans 

leurs band-gaps, semblable à un semi-conducteur amorphe, constitué de deux bandes de queue 

(accepteurs et donneurs) et deux bandes Gaussiennes de niveau profond (accepteurs et 

donneurs). Évidemment, le premier cas a produit des résultats loin de la réalité. Dans le second 

cas, cependant, et en ajustant les constituants des états de band-gap, nous avons pu reproduire un 

bon accord entre la simulation et les mesures de ces cellules solaires. 
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 Introduction Chapter 1:

 

A solar cell, or photovoltaic (PV) cell, is an electrical device that converts the energy 

of light directly into electricity by the photovoltaic effect. It is a form of photoelectric cell, 

defined as a device whose electrical characteristics vary when exposed to light.  

The primary objective of the worldwide PV solar cell research and development is to reduce the 

cost to a level that it will be a viable alternative to conventional ways of generating electric 

power. PV technology in the marketplace today is dominated by crystalline silicon. It is 

generally believed that even with greatly increased market and production volume, the price of 

crystalline or polycrystalline silicon cannot be reduced to meet the long-term cost goal for large-

scale power production. In fact, various analyses suggest that thin film solar cells are the only 

viable alternative that has the potential to meet this long-term cost goal. If one accepts this 

rationale, it is instructive to analyze whether thin film technology can realistically meet these 

goal. There is reason to be very optimistic, particularly in view of the remarkable progress that 

has been made in recent years, both in terms of cell efficiency and long-term stability in several 

thin film solar cell technologies [1]. 

II-VI compounds are one of the common thin films which have technologically important 

applications. They have higher bandgap energy than the corresponding III-V compounds due to 

the larger ionicity in II-VI compounds. Because of their large optical absorption coefficients at 

above bandgap wavelengths, a II-VI semiconductor of about 1 pm thickness is sufficient to 

absorb 99% of the impinging radiation with photon energy higher than the bandgap energy. 

Thus, they are well-suited for thin film optical devices. II-VI compounds also have the advantage 

that they can be prepared in the form of high quality polycrystalline films from inexpensive raw 

materials by several low-cost methods. Thus, the use of thin film II-VI compounds is an 

economically viable approach to the terrestrial utilization of solar energy [2].  

II-VI Metal-oxide-semiconductors such as CdO and ZnO, have been used extensively for solar 

cell applications as transparent conducting oxide (TCO) thin films. Cadmium oxide (CdO) and 

Zinc Oxide (ZnO) are n-type semiconductors with band gaps of 2.5 eV and 3.37 eV, 

respectively, which can be used as well as emitters of the p-n junctions [6-8]. However, CdO/p-

https://en.wikipedia.org/wiki/Light
https://en.wikipedia.org/wiki/Electricity
https://en.wikipedia.org/wiki/Photovoltaic_effect
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Si and ZnO/p-Si heterojunction solar cells which were fabricated by sol-gel method show poor 

photovoltaic performance [4], [5].  

In this work, sol-gel method is used, at Firat University, Elazig-Turkey, to fabricate the CdO and 

ZnO thin films then numerical simulation software, ATLAS Silvaco, is used to model the 

aforementioned solar cells and to elucidate their poor performance based on input files include 

the experimental properties of the prepared CdO and ZnO. 

The same CdO/p-Si and ZnO/p-Si heterostructure solar cells have been simulated with 

considering the CdO and ZnO as semiconductors with continuous distribution of states in their 

band gaps similar to an amorphous semiconductor. The density of states model used here is 

composed of four bands: two tail bands and two Gaussian distribution deep level bands. Good 

comparison between experimental and simulation results were obtained.  

This thesis is divided into five parts presented as chapters.  

Chapter 1: In this chapter, we present general introduction includes an overview, experimental 

and simulation methods and aim and objectives of this thesis. 

Chapter 2: Contains a description of the fundamental concepts of semiconductors, crystal 

structure, summary about defects in semiconductors, the properties of II-VI semiconductors and 

its defects, namely CdO and ZnO. 

Chapter 3: Contains some definitions and principles of photovoltaic solar cells including II-VI 

thin film solar cells. 

Chapter 4: Includes definition and description of the experimental technique, Sol-gel, and the 

simulation software, SILVACO, were used in this study. 

Chapter 5: In this chapter where we summarized all experimental and simulation results and 

discussions of the thin films and the solar cells. In the first case, the CdO and ZnO films will be 

considered as a crystalline semiconductor (absence of defects). In the second case, the CdO and 

ZnO films will be considered as an amorphous semiconductor, i.e contains a continuously 

distributed energy states in its band-gap due to the presence of defects. The results and 

discussion of solar cell performances are based on the open circuit voltage Voc, short circuit 

current Jsc , efficiency η and Fill Factor FF. 

Chapter 6: Concludes the thesis with a summary and recommendations for future work. 
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 Semiconductors Chapter 2:

 

2.1. Introduction: 

In most of today solar cells the absorption of photons, which results in the generation of the 

charge carriers, and the subsequent separation of the photo-generated charge carriers take place 

in semiconductor materials. Therefore, the semiconductor layers are the most important parts of 

a solar cell. There are a number of different semiconductor materials that are suitable for the 

conversion of energy of photons into electrical energy, each having advantages and drawbacks. 

These details are illustrated in this chapter in five important parts 

The first part: discusses the materials classification, conductors, insulators and semiconductors. 

The second part: explains the most important concepts of semiconductors.  

The third part: includes brief definitions of elementary and binary semiconductors such as CdO 

and ZnO which were used to fabricate the studied solar cells in this work. 

The fourth part: consists of some types of semiconductor defects of studied semiconductors.  

The fifth part: contains the basic semiconductor equations. 

 

2.2. Materials classification:  

According to the Bohr atomic model, in an isolated atom the energy of any of its electrons is 

decided by the orbit in which it revolves. But if we somehow start with a regular periodic 

arrangement of atoms that are initially very far apart, and begin pushing them together, the initial 

quantized energy level will split into a band of discrete energy levels, Figure 2.1 [6], [7]. 
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Figure 2.1: The splitting of energy state into a band of allowed energies. r0 is the 

equilibrium interatomic distance in the crystal. 

At the equilibrium interatomic distance, there is a band of allowed energies, but within the 

allowed band, the energies are at discrete levels. The Pauli Exclusion Principle states that the 

joining of atoms to form a system (crystal) does not alter the total number of quantum states 

regardless of size. However, since no two electrons can have the same quantum number, the 

discrete energy must split into a band of energies in order that each electron can occupy a distinct 

quantum state [7]. 

Consider again a regular periodic arrangement of atoms, in which each atom contains more than 

one electron. If the atoms are initially very far apart, the electrons in adjacent atoms will not 

interact and will occupy the discrete energy levels. If these atoms are brought closer together, the 

outermost electrons in the n = 3 energy shell will begin to interact initially, so that this discrete 

energy level will split into a band of allowed energies. If the atoms continue to move closer 

together, the electrons in the n = 2 shell may begin to interact and will also split into a band of 

allowed energies. Finally, if the atoms become sufficiently close together, the innermost 

electrons in the n = 1 level may interact, so that this energy level may also split into a band of 

allowed energies. The splitting of these discrete energy levels is qualitatively shown in Figure 

2.2 [7]. 
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Figure 2.2: Schematic showing the splitting of three energy states into allowed bands of 

energies. 

 

If the equilibrium interatomic distance is r0, then we have bands of allowed energies that the 

electrons may occupy separated by bands of forbidden energies. This energy-band splitting and 

the formation of allowed and forbidden bands is the energy-band theory of single-crystal 

materials. The actual band splitting in a crystal is much more complicated than indicated in 

Figure 2.2. Figure 2.3 shows the band splitting of silicon. We need only consider the n = 3 level 

for the valence electrons, since the first two energy shells are completely full and are tightly 

bound to the nucleus. The 3s state corresponds to n = 3 and l = 0 and contains two quantum 

states per atom. This state will contain two electrons at T = 0 K. The 3p state corresponds to n = 

3 and l = 1 and contains six quantum states per atom. This state will contain the remaining two 

electrons in the individual silicon atom. As the interatomic distance decreases, the 3s and 3p 

states interact and overlap. At the equilibrium interatomic distance, the bands have again split, 

but now four quantum states per atom are in the lower band and four quantum states per atom are 

in the upper band [7]. 

 

 

Figure 2.3: Formation the allowed and forbidden energy bands. 
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At T = 0 K, electrons are in the lowest energy state, so that all states in the lower band (the 

valence band) will be full and all states in the upper band (the conduction band) will be empty.  

The lowest energy level in the conduction band is shown as EC and highest energy level in the 

valence band is shown as EV. Above EC and below EV there are a large number of closely spaced 

energy levels. The gap between the top of the valence band and bottom of the conduction band is 

called the energy band gap (Eg). It may be large, small, or zero, depending upon the material [6]. 

These different situations are depicted in Figure 2.4 and discussed below: 

 

Figure 2.4: The energy band positions in a semiconductor at 0 K. 

2.2.1. Conductors: 

As shown in Figure 2.5(a), the conduction band is partially filled and the balanced band is 

partially empty or the conduction and the valence bands overlap. When there is overlap, 

electrons from valence band can easily move into the conduction band. This makes a large 

number of electrons available for electrical conduction. If the valence band is partially empty, 

electrons from its lower level can move to higher level making conduction possible [6]. 

 

2.2.2. Insulators: 

As shown in Figure 2.5(b), a large energy band gap (Eg >3 eV) exists. There are no electrons in 

the conduction band, and therefore no electrical conduction is possible. In case of insulators, the 

energy gap is very large that electrons cannot be excited from the valence band to the conduction 

band by thermal excitation [6]. 
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2.2.3. Semiconductors: 

As shown in Figure 2.5(c), a finite but small energy band gap (Eg < 3 eV) exists. At room 

temperature and due to the small band gap, some electrons from valence band can acquire 

enough energy to cross the energy gap to enter the conduction band. These electrons (though 

small numbers) can move in the conduction band [6]. 

 

Figure 2.5: Difference between energy bands of (a) conductors, (b) insulators and (c) 

semiconductors. 

2.3. Semiconductors:  

2.3.1. The Fermi-Dirac distribution function and Fermi level: 

The conduction band in a piece of semiconductor consists of many available, allowed, empty 

energy levels. 

When calculating how many electrons will fill these levels and thus be counted in n, contributing 

to conductivity, we consider two factors: 

 How many energy levels are there within a given range of energy? 

and 

 How likely is it that each level will be populated by an electron? 

The likelihood in the second item is given by a probability function called the Fermi-Dirac 

distribution function. f(E) is the probability that a level with energy E will be filled by an 

electron, and the expression is: 
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 ( )  
 

     ( (     ) (   ) ) 
         (   ) 

Since f(E) is the probability that the energy level E will be filled by an electron, (1-f(E)) is the 

probability that the energy level E will be empty (have a hole).  

 f(E) around EF can be easily shown that 

 (    )     (    )                (   ) 

 

2.3.2. Intrinsic semiconductors:  

An intrinsic semiconductor is pure undoped semiconductor i.e. there is no foreign atom in its 

crystal lattice and no mobile carriers at 0° K. When an electron in an intrinsic semiconductor gets 

enough energy (T > 0° K), it can go to the conduction band and leave behind a hole. This process 

is called electron hole pair creation. 

 

2.3.2.1. Carrier concentration:  

For the intrinsic material, since electrons and holes are always created in pairs, 

                                           (   ) 

where ni is the intrinsic carrier concentration. 

 

2.3.2.2. Fermi level:  

In an intrinsic semiconductor, n=p. If we use the band-symmetry approximation, which assumes 

that there are equal number of states in equal-sized energy bands at the edges of the conduction 

and valence bands, n=p implies that there is an equal chance of finding an electron at the 

conduction band edge as there is of finding a hole at the valence band edge: 

 (  )     (   )                (   ) 

From Eq. 2.2 we can deduce that the Fermi level EF must be in the middle of the bandgap for an 

intrinsic semiconductor. In fact, this level is called the “intrinsic Fermi level” and shown by EFi: 

       
  

 
     

  

 
                  (   ) 

where Eg is the bandgap energy. 
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2.3.3. Extrinsic semiconductors:  

The intrinsic semiconductor can be modified into an extrinsic semiconductor by adding 

impurities, called dopant atoms, to improve its carrier concentration and this improving in 

electrical conductivity. 

We can get two types of extrinsic material n-type and p-type: 

 

a- n-type: 

If one of the atoms of the semiconductor crystal is replaced by a pentavalent, donor, atom 

(phosphorus (P), arsenic (As) or antimony (Sb)), only four of the electrons are used for the 

formation of the covalent bonds with a neighbouring atoms, while the fifth is not bonded to any 

specific atom and it can easily, At room temperature, jump to the conduction band, leaving a 

positively charged atom behind. This additional electron is free for conduction. This process is 

sometimes called activation or ionization of the donor atoms [8].  

The positively charged donor atom that is left behind after ionization is immobile and does not 

contribute to conduction. The electron leaving the atom by ionization does, and is counted in the 

electron concentration n. Because the activation energy is low, at room temperature almost all of 

the donor atoms included in the crystal will give an electron to the conduction band. So if ND is 

the donor concentration, for an n-type material at equilibrium: 

      ,    -                         (   ) 

 

b- p-type:  

The dopant atoms in this case are acceptor atoms. 

For silicon, we can use boron (B), Aluminum (Al) and Gallium (Ga) as acceptors. These are 

column III elements, with three electrons in their outermost shell. When these atoms are included 

in the silicon crystal, one of the electrons in the silicon valence band can easily jump to the 

valence shell of one of the acceptor atoms, leaving a hole behind and making the acceptor atom 

negatively charged [8].  

The negatively charged acceptor atom after an electron joins its valence shell is immobile and 

does not contribute to conduction. The hole left behind by that electron does, and is counted in 

the hole concentration p. Because the activation energy is low, at room temperature almost all of 

the acceptor atoms included in the crystal will accept an electron from the valence band. So if NA 

is the acceptor concentration, for a p-type material at equilibrium: 

      ,    -                       (   ) 
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Both types, n-type and p-type, of extrinsic semiconductors can be explained by illustrated 

structure in Figure 2.6. 

 

Figure 2.6: Structure of extrinsic semiconductors, n-doped and p-doped. 

 

2.3.3.1. Carrier concentration: 

If the concentration of donor atoms (ND) is greater than the concentration of acceptor atoms 

(NA), then the semiconductor material is n‐type, (n) is greater than (p):  

                      
  

 

 
                                                 (    ) 

If  NA > ND, then the semiconductor material is p‐type, because p > n: ƒ  

                      
  

 

 
                                                    (   )   

To comprehend the behavior of semiconductors, we need to explore what we mean by the 

electron and hole densities in the conduction and valence bands, respectively. the notion of 

energy density of states N(E) is a parameter gives the number of states (per unit volume and per 

unit energy) between E and E+dE: Nc(E) (respectively, Nv(E)) physically represents the “room” 

available for electrons (resp. holes) in the conduction band (resp. valence band). For energies 

that are close to the extreme of these two bands, the density of states has a quadratic dependence 

with E: 

  ( )  
 

   
(
   

  
)

 
 ⁄

√           
                            (    ) 
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where  =h/2𝜋 is the normalized Planck constant and mc (resp. mv) is the average effective mass 

of the conduction band (resp. of the valence band). For a direct gap semiconductor, mc (resp. 

mv) is the effective mass of an electron me (resp. a hole mh) in the crystal. The density of states 

is not the only information that we need to identify the number of electrons and holes present in 

each band. Furthermore, we have to know the probability for an electron to occupy a level with a 

given energy E. This probability is given by the Fermi-Dirac distribution function: 

 ( )  
 

     ,(    )    ⁄ -
                                               (    )      

where kB is the Boltzmann constant, T the absolute temperature (K) and E
F
 the Fermi energy.  

1-f(E) gives The probability for a hole to occupy a level of energy E because a hole, in 

definition, is the absence of an electron. The electron density n [cm
-3

] ( resp. the hole density p) 

in the conduction band( valance band ) is obtained by integrating, over the range of energies 

accessible by electrons in the band, the number of states that may be occupied by electrons of 

energy E, weighted by the probability to “find” an electron having this given energy :  

  ∫   

  

  

( ) ( )                                                                 (    ) 

  ∫   

  

  

( )(   ( ))                                                     (    ) 

In a p-type semiconductor at thermal equilibrium there are a lot of free holes in other word (p) is 

approximately equal to the density of doped acceptor impurities, giving rise to the p-type 

conductivity. The hole concentration p is given by 

       (
     

  
)                                                 (    ) 

As the acceptor density increases, EF tends towards EV. In addition, there is a very small amount 

of free electrons with concentration given by 

       ( 
     

  
)                                             (    ) 
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The product p.n is independent of both the type and the density of impurities, since (EC–EV) is 

the forbidden band gap Eg of the semiconductor, that is, an intrinsic property. The square root of 

the product is therefore referred to as intrinsic concentration ni defined as: 

   √   √       ( 
  

   
)                                 (    )   

 

2.3.3.2. Fermi level:  

For an n-type semiconductor, there are more electrons in the conduction band than there are 

holes in the valence band. This also implies that the probability of finding an electron near the 

conduction band edge is larger than the probability of finding a hole at the valence band edge. 

Therefore, the Fermi level is closer to the conduction band in an n-type semiconductor: 

          (  )  (   (   ))                        (    )        

For a p-type semiconductor, there are more holes in the valence band than there are electrons in 

the conduction band. This also implies that the probability of finding an electron near the 

conduction band edge is smaller than the probability of finding a hole at the valence band edge. 

Therefore, the Fermi level is closer to the valence band in an n-type semiconductor. 

The following relationships summarize these last points: 

         (  )  (   (    ))                        (    )   

 

2.4. Semiconductor types: 

There are several types of semiconductors; in this work we will study two types, elemental and 

binary semiconductors. 

 

2.4.1. Elemental semiconductors: 

The best-known semiconductor is of course the element silicon (Si). Together with germanium 

(Ge), it is the prototype of a large class of semiconductors with similar crystal structures. The 

crystal structure of Si and Ge is the same as that of diamond as shown in Figure 2.7. In this 

structure each atom is surrounded by four nearest neighbor atoms, forming a tetrahedron. These 

tetrahedrally bonded semiconductors form the mainstay of the electronics industry and the 

cornerstone of modern technology [9].  



Chapter 2: Semiconductors 

15 
 

 

Figure 2.7: Elemental Semiconductors Silicon and Germanium. 

 

2.4.2. Binary semiconductors: 

Compounds formed from two elements of the periodic table, normally groups III and V, II and 

VI or I and VII etc. They have properties very similar to their group IV counterparts.  

In going from the group IV elements to the III–V compounds such as GaAs, the bonding 

becomes partly ionic due to transfer of electronic charge from the group III atom to the group V 

atom. The ionicity causes significant changes in the semiconductor properties. It increases the 

Coulomb interaction between the ions and also the energy of the fundamental gap in the 

electronic band structure. The ionicity becomes even larger and more important in the II–VI 

compounds such as ZnS. Most of the II–VI compound semiconductors have bandgaps larger 

than 1 eV. The exceptions are compounds containing the heavy element mercury (Hg). Mercury 

telluride (HgTe) is actually a zerobandgap semiconductor (or a semimetal). While the large 

bandgap II-VI compound semiconductors have potential applications for displays and lasers, the 

smaller bandgap II–VI semiconductors are important materials for the fabrication of infrared 

detectors. The I–VII compounds (e. g., CuCl) tend to have even larger bandgaps (3 eV) as a 

result of their higher ionicity. Many of them are regarded as insulators rather than 

semiconductors [10], [11]. 

2.4.2.1. II-VI Semiconductors: 

II-VI semiconductor compounds are compounds composed of a metal from either group 2 or 12 

of the periodic table (the alkaline earth metals and group 12 elements, formerly called groups IIA 

and IIB) and a nonmetal from group 16 (the chalcogens, formerly called group VI), as shown in 

Figure 2.8. 

The II–VI semiconductors such as ZnO, ZnS, ZnSe, ZnTe, CdO, CdS, CdSe, and CdTe 

crystallize principally in the zinc blende and wurtzite structures and polymorphic modifications 

https://en.wikipedia.org/wiki/Chemical_compound
https://en.wikipedia.org/wiki/Periodic_table
https://en.wikipedia.org/wiki/Alkaline_earth_metal
https://en.wikipedia.org/wiki/Group_12_element
https://en.wikipedia.org/wiki/Group_(periodic_table)#CAS_and_old_IUPAC
https://en.wikipedia.org/wiki/Chalcogen
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between the two [12]. Bonding in II–VI compounds is a mixture of covalent and ionic types. 

This is because group-VI elements are considerably more electronegative than group II elements. 

The ionic character has the effect of binding the valence electrons rather tightly to the lattice 

atoms. Thus, the bandgaps of these compounds are larger than those of the covalent 

semiconductors of comparable atomic weights. Some of the II-VI compounds have n-type 

conductivity, others have p-type conductivity, and another set can have both types of 

conductivity. ZnO, CdO, CdS, CdSe and ZnS are of the n-type binary II–VI compounds ZnTe 

can be easily grown with p-type conductivity, while CdTe and ZnSe can be produced with both 

types of conductivity (n and p-type). The production of n-type CdTe is easy, while the 

production of p-type CdTe is not easy, and the production of n-ZnSe is difficult [13]–[16].  

A major motivation to study II–VI semiconductors is their broad range of band gaps, and high 

effective mass. Most group II–VI materials are direct bandgap semiconductors with high optical 

absorption and emission coefficients. So a II-VI semiconductor of about 1 μm thickness is 

sufficient to absorb 99% of the impinging radiation with photon energy higher than the bandgap 

energy. Thus, they are well-suited for thin film optical devices, and the use of thin film II-VI 

compounds is an economically viable approach to the terrestrial utilization of solar energy [17].  

 

Figure 2.8: II-VI semiconductor compounds. 

2.4.2.2. Zinc oxide: 

Zinc Oxide (ZnO) is a member of the II–VI semiconductor family with a hexagonal (wurtzite) 

structure as shown in Figure 2.9. It has large bandgap energy of 3.37 eV at room temperature, 

which makes it suitable for UV optoelectronic devices [3], it is easy to dope using various 

elements, it is thermally stable when doped with group III elements such as B [18], Al [19], Ga 

[20], and In [21] can be readily used as cation dopants to improve the optical properties of ZnO 

thin films. Among the various kinds of doped ZnO, B-doped ZnO (BZO) has recently been 
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extensively investigated because of its utilitarian application as a transparent conductive oxide 

[22] and its ferromagnetic properties [23]. 

Several methods such as metalorganic chemical vapour deposition [24] , molecular beam epitaxy 

[25], pulsed laser deposition [26], spray pyrolysis [27] and sol–gel spin coating [28] have been 

used to grow ZnO thin films. Among these, the sol–gel process presents an easy way to integrate 

ZnO devices into the Si technology, since it offers the possibility of excellent compositional 

control, multicomponent oxide layers of many compositions on substrate, simplicity, 

homogeneity, lower crystallization temperature and low production costs. 

 

Figure 2.9: Zinc oxide crystal structure. 

 

2.4.2.3. Cadmium oxide:   

Cadmium oxide  (CdO) is considered a promising material for photovoltaic applications due to 

its high electrical conductivity and optical transmittance in the visible region of solar spectrum 

[29]. CdO is one of the II–VI semiconductor family with cubic one structure (NaCl type), as 

shown in Figure 2.10, and a lattice parameter of 4.695 A and density 8000 kg/m
3
. CdO is an n-

type semiconductor with wide band gap, 2.5 eV [25, 26]. CdO optoelectrical properties can be 

controlled through doping with different metallic ions like In, Sn. Al, Sc, Tl, etc., which 

improves its electrical conduction and increases its optical bandgap [31]–[36]. 

CdO thin films have been prepared by various techniques such as sol–gel, DC magnetron 

sputtering, radio-frequency sputtering, spray pyrolysis, pulsed laser deposition, chemical vapor 

deposition, and chemical bath deposition [37]–[43]. 
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Figure 2.10: Cadmium oxide crystal structure. 

 

Some structural optical and electrical properties are presented in Table 2.1.  

Table 2.1: Some properties of CdO and ZnO thin films 

Material CdO ZnO 

Structural properties: 

Crystal structure 

Lattice constant :  

            a (Å) 

            c (Å) 

Grain size (nm) 

Crystal density (g/cm
3
) 

 

Cubic (Rocksalt)       [44] 

 

4.686                         [44] 

 

18-20                         [45] 

6.252                         [44] 

 

(Hexagonal Wurtzite) [44] 

 

3.2495                         [44]                           

5.2069                         [44]                          

28                                [28]                                    

6.05                             [44]                                   

Energy-band structure:  

Energy-band Gaps Eg(eV) 

Effective Masse m*/m0 

Electron Affinity 

 

2.27                            [4] 

0.121                          [46]                          

4.51                            [47] 

 

3.3                               [28]                                    

0.21                             [48]                                   

4.35                             [49]                                   

Electrical properties 

Carrier concentration n(cm
-3

) 

Electrical resistivity 

Sheet resistance 

Electron  mobility  

 

4.410
19

                    [50]                 

2010
-3

                      [50] 

310
3
                         [45] 

7.03                            [50]                              

 

510
19

                         [51]                                                                      

5-10                             [49]                                

10
14

                              [52]                                                                              

8                                   [2]                                     

2.5. Defects in crystals: 

A perfect crystal is an idealization; there is no such thing in nature. Atom arrangements in real 

materials do not follow perfect crystalline patterns. Nonetheless, most of the materials that are 
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useful in engineering are crystalline to a very good approximation. There is fundamental 

physical reason for this. The preferred structures of solids at low temperature are those that 

minimize the energy. The low-energy atomic configurations are almost invariably crystalline 

since the regular pattern of the crystal lattice repeats whatever local configuration is most 

favorable for bonding. There is also a fundamental physical reason why the crystal is imperfect. 

While a perfect crystalline structure may be preferred energetically, at least in the limit of low 

temperature, atoms are relatively immobile in solids and it is, therefore, difficult to eliminate 

whatever imperfections are introduced into the crystal during its growth, processing or use [53]. 

It is useful to classify crystal lattice defects by their dimension. The 0-dimensional defects affect 

isolated sites in the crystal structure, and are hence called point defects. An example is a solute 

or impurity atom, which alters the crystal pattern at a single point. The 1-dimensional defects are 

called dislocations. They are lines along which the crystal pattern is broken. The 2-dimensional 

defects are surfaces, such as the external surface and the grain boundaries along which distinct 

crystallites are joined together. The 3-dimensional defects change the crystal pattern over a finite 

volume. They include precipitates, which are small volumes of different crystal structure, and 

also include large voids or inclusions of second-phase particles [53]. 

 

2.5.1. Point defects: 

Point defects (0-dimensional defects) are where an atom is missing or is in an irregular place in 

the lattice structure. Point defects are broadly classified into:  

 

a. Vacancies (intrinsic point defect): are empty spaces where an atom should be, but is 

missing as shown in Figure 2.11. They are common, especially at high temperatures 

when atoms are frequently and randomly change their positions leaving behind empty 

lattice sites. In most cases diffusion (mass transport by atomic motion) can only occur 

because of vacancies [54]. 

  

b. Self-interstitial (intrinsic point defect): is an extra atom that has crowded its way into 

an interstitial void in the crystal structure as shown in Figure 2.11. Self-interstitial atoms 

occur only in low concentrations in metals because they distort and highly stress the 

tightly packed lattice structure [54]. 
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Figure 2.11: Schematic for vacancy and self-interstitial defects. 

 

c. Substitution impurity (extrinsic point defect): is an atom of a different type than the 

bulk atoms, foreign atom, which has replaced one of the bulk atoms in the lattice as 

shown in Figure 2.12. Substitutional impurity atoms are usually close in size (within 

approximately 15%) to the bulk atom. An example of substitutional impurity atoms is the 

zinc atoms in brass. In brass, zinc atoms with a radius of 0.133 nm have replaced some of 

the copper atoms, which have a radius of 0.128 nm [54]. 

 

d.  Interstitial impurity (extrinsic point defect): are foreign atoms much smaller than the 

atoms in the bulk matrix as shown in Figure 2.12. Interstitial impurity atoms fit into the 

open space between the bulk atoms of the lattice structure. For example, Carbon atoms, 

with a radius of 0.071 nm, fit nicely in the open spaces between the larger (0.124 nm) 

iron atoms [54]. 

 

Figure 2.12: Schematic for Substitution and Interstitial defects. 

a. Frenkel defect: When an ion is displaced from a regular lattice site to an interstitial site 

is called Frenkel defect as shown in Figure 2.13. Generally cations which are small in 

size are displaced to an interstitial site as the interstitial space is small .A Frenkel 

imperfection does not change the overall electrical neutrality of the crystal [54].  
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b. Schottky defect: A pair of one cation and one anion missing from the original lattice site 

on to the surface of the crystal so that charge neutrality is maintained in the crystal is 

called Schottky defect as shown in Figure 2.13 [54]. 

 

Figure 2.13: Schematic for Frenkel and Schottky defects. 

 

2.5.2. Line defects:  

Linear defects (1-dimensional defects) are defined as disturbed region between two perfect parts 

of a crystal. Linear defects are commonly called dislocations. 

 

a. Edge dislocation:  

A perfect crystal is composed of several parallel vertical planes which are extended from top to 

bottom completely and parallel to side faces as shown in Figure 2.14 (a). The atoms are in 

equilibrium positions and the bond lengths are in equilibrium value. If one of the vertical planes 

does not extend from top to bottom face of the crystal, but ends in midway within the crystal, 

then crystal suffers with a dislocation called edge dislocation. In imperfect crystal all the atoms 

above the dislocation plane are squeezed together and compressed there by the bond length 

decreases and all the atoms below the dislocation plane are elongated by subjecting to the tension 

and thereby the bond length increases [54]. 

 

b. Screw dislocation:  

Atoms are displaced in two separate planes perpendicular to each other or defects forming a 

spiral around the dislocation line as shown in Figure 2.14 (b). A screw dislocation marks the 

boundary between slipped and unslipped parts of the crystal that can be produced by cutting the 

crystal partway and then sheering down one part relative to the other by atomic spacing 

horizontally [54].  
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Figure 2.14: Schematic for line defects screw and edge dislocation. 

 

2.5.3. Surface defects: 

Surface defects (2-dimentinal defects) include external surfaces, grain boundaries, twins etc.  

 

a. External surface: atoms on the surface are bonded to other atoms only on one side. 

Therefore the surface atoms have lower number of neighbours hence they have higher 

energy level. This makes it susceptible to erosion and corrosion [53], [54]. 

 

b. Twin: is defined as a region in which a mirror image for the structure exists across a 

plane or a boundary. This occurs when permanent deformation has taken place or 

during recrystallization (repositioning). Twin boundaries tend to strengthen a material 

[53], [54]. 

 

c. Grain boundary: are surface imperfections that separate grains of different 

orientations as shown in Figure 2.15. The grain boundary itself is a narrow region 

between two grains of about two to five atomic diameters in width and is a region of 

lower atomic packing because of atomic mismatch. Some atoms may also be in 

strained positions that raise the energy level at the boundary. The higher energy level 

makes it susceptible to nucleation and growth of precipitates. The lower atomic 

packing of the grain boundaries allows for more rapid diffusion of atoms in the grain 

boundary region [53]. 



Chapter 2: Semiconductors 

23 
 

 

Figure 2.15: Schematic of orientation change across the grain boundary. 

 

Polycrystalline semiconductor thin films usually consist of micrometer-sized columnar grains 

joined together at grain boundaries. The individual grains may or may not have a preferred 

crystallographic orientation which usually has no pronounced effects on the photovoltaic 

characteristics of the solar cell. The structural perfection of the grains depends on the condition 

of formation. Under optimized conditions, the interior of the grains is usually of good structural 

perfection with relatively low density of defects, such as dislocations and stacking faults. These 

defects at densities do not act as recombination centers and have negligible effects on junction 

characteristics and photovoltaic performance. However, the grain boundaries are highly 

disordered, and the periodicity in the crystal lattice is interrupted at the grain surface giving rise 

to a potential barrier. The potential barriers may affect the series resistance and open circuit 

voltage of the solar cell. Atoms at the grain surface may be bonded to impurities giving rise to a 

high density of surface states, which are effective recombination centers. The impurities along 

the grain boundaries may reduce the shunt resistance of the solar cell [2]. 

In thin film II-VI solar cells the photogeneration of carriers occurs mainly in the depletion region 

of the absorber due to the short optical absorption length and low carrier concentration in the 

absorber. In general, carriers generated closer to a grain boundary than the junction will have a 

much higher probability of recombination at the boundary than those generated closer to a 

junction. In II-VI compounds, the grain boundaries can be passivated, at least partially, by 

chemical treatments such as oxidation. Since the oxidation products are usually of n-type 

conductivity due to oxygen deficiencies, the surface of p-absorber grains are converted to n-type 

conductivity [2]. 
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2.5.4. Volume defects: 

Volume or Bulk defects (3-dimentinal defects) are introduced, usually, during processing and 

fabrication operations like casting, forming etc. E.g.: Pores, Cracks, Foreign particle. These 

defects act like stress raisers, thus affecting the mechanical properties of the parent solids. In 

some instances, foreign particles are added to strengthen the solid. Particles added act as 

hindrances to movement of dislocations thus increasing the strength [53], [54]. 

 

2.5.5. ZnO defects: 

Before considering the defect structure of ZnO in more detail, it is important to realize that ZnO 

has a relatively open structure, with a hexagonal close packed lattice where Zn atoms occupy 

half of the tetrahedral sites. All the octahedral sites are empty. Hence, there are plenty of sites for 

ZnO to accommodate intrinsic (namely Zn interstitials) defects and extrinsic dopants [55]. 

The electronic energy levels of native imperfections in ZnO are illustrated in Figure 2.16. There 

are a number of intrinsic defects with different ionization energies. The Kröger Vink notation 

uses: i = interstitial site, Zn = Zinc, O = Oxygen and V = vacancy. The terms indicate the atomic 

sites, and superscripted terms indicate charges, where a dot indicates positive charge, a prime 

indicates negative charge, and a cross indicates zero charge, with the charges in proportion to the 

number of symbols [55].  

Figure 2.16 shows that there are a number of defect states within the bandgap of ZnO. The donor 

defects are:    
  ,   

      
    

  ,   
 ,    and the acceptor defects are:    

  ,     
 . The defect 

ionization energies vary from ~0.05-2.8 eV [56]. Zn interstitials and oxygen vacancies are 

known to be the predominant ionic defect types. However, which defect dominates in native, 

undoped ZnO is still a matter of great controversy [57].  

 

Figure 2.16: Energy levels of native defects in ZnO. The donor defects are    
  , 

   
     

    
  ,  

 ,    and the acceptor defects are    
  ,    

 . (Adapted from Kröger [58]). 
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2.5.6. CdO defects: 

It was found recently, based on experimental studies on the formation of defects in CdO, that, in 

contrast to ZnO, native defects are most likely oxygen vacancies [59], [60]. Furthermore, it was 

claimed that the electrical behavior of these defects is unified by a single energy level, the charge 

neutrality level, an idea which was already introduced in the late eighties [61]. At this energy 

level, the formation energy for creating donor and acceptor native defects is equal [62]. 

However, the vacancies in the experiment are not realized during the growth of the CdO sample, 

but by bombarding the sample with ions [59], [60]. The knocked-out oxygen and cadmium 

atoms form interstitial defects. The defect formation description that comes closer to the 

experimental situation is considering the formation energy of the co-formation of a cadmium 

vacancy, a cadmium interstitial and an oxygen vacancy together with an oxygen interstitial [62]. 

Therefore, the interstitial atoms will cluster together [60], the formation energy of a cadmium 

vacancy in its ground state (   
   ) together with a neutral    , and an oxygen vacancy in its 

ground state (  
   and   

 , depending on   ) together with a neutral oxygen interstitial,   . The 

formation energies as a function of the Fermi level are shown in Figure 2.17. The crossing 

between these different charge states of these double defects is found to be at 0.61 eV above the 

conduction band minimum [62]. 

 

 

Figure 2.17: Formation energies as a function of the Fermi level in CdO for       

and        . 
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2.6. Basic semiconductor equations: 

Years of research into device physics have resulted in a mathematical model that operates on any 

semiconductor device. This model consists of a set of fundamental equations, which link 

together the electrostatic potential and the carrier densities, within some simulation domain. 

These equations, which are solved inside any general purpose device simulator, have been 

derived from Maxwell‟s laws and consist of Poisson‟s Equation, the continuity equations and the 

transport equations. Poisson‟s Equation relates variations in electrostatic potential to local charge 

densities. The continuity and the transport equations describe the way that the electron and hole 

densities evolve as a result of transport processes, generation processes, and recombination 

processes. 

 

2.6.1. Poisson’s equation: 

In a region where space charge exists (for example, in the junction), the Poisson equation is 

needed to link the electrostatic potential with the space charge density 

   (   )                 (    ) 

where   is the electrostatic potential,  is the local permittivity, and   is the local space charge 

density.  

The local space charge density is the sum of contributions from all mobile and fixed charges, 

including electrons, holes, and ionized impurities. 

    (       
    

 )          (    ) 

The electric field is obtained from the gradient of the potential. 

 ⃗                                                  (    ) 

 

2.6.2. Carrier continuity equations: 

The continuity equations for electrons and holes are defined by equations: 

                                                             
  

  
 

 

 
               (    )  

                                                             
  

  
  

 

 
             (    ) 

where n and pare the electron and hole concentration, Jn and Jp are the electron and hole current 

densities, Gn and Gp are the generation rates for electrons and holes, Rn and Rp are the 

recombination rates for electrons and holes, and q is the magnitude of the charge on an electron. 
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2.6.3. The transport equations: 

The current density equations, or charge transport models, are usually obtained by applying 

approximations and simplifications to the Boltzmann Transport Equation. The simplest model of 

charge transport that is useful is the Drift-Diffusion Model.  

The current densities, approximated by a drift-diffusion model, in the continuity equations are 

expressed in terms of the quasi-Fermi levels n and p as: 

  ⃗⃗  ⃗        
 
                                 (    ) 

  ⃗⃗  ⃗        
 
                                   (    )  

where n and p are the electron and hole mobilities. The quasi-Fermi levels are then linked to 

the carrier concentrations and the potential through the two Boltzmann approximations 

       * 
(  

 )

  
+                (    ) 

       [ 
.  

 
/

  
]                    (    ) 

where ni is the effective intrinsic concentration and T is the lattice temperature. These two 

equations may then be re-written to define the quasi-Fermi potentials: 


 

   
  

 
  

 

  
                 (    ) 


 

   
  

 
  

 

  
                   (    ) 

By substituting these equations into the current density expressions, the following adapted 

current relationships are obtained: 

  ⃗⃗  ⃗                   (   (     ))       (    ) 

  ⃗⃗  ⃗                   (   (     ))     (    )  

The final term accounts for the gradient in the effective intrinsic carrier concentration, which 

takes account of bandgap narrowing effects. Effective electric fields are normally defined 

whereby: 

 ⃗     (  
  

 
    )                   (    )  

 ⃗     (  
  

 
    )                    (    )     

Which then allows the more conventional formulation of drift-diffusion equations to be written 

                                   (    ) 

                                   (    )   
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where Dn and Dp are the electron and hole diffusion constants, and E is the electric field. The 

first term in each equation is due to drift in the electric field E, and the second term corresponds 

to carrier diffusion.  

It should be noted that this derivation of the drift-diffusion model has tacitly assumed that the 

Einstein relationship holds. In the case of Boltzmann statistics this corresponds to: 

   
  

 
                         (    ) 

   
  

 
                         (    ) 
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 Solar cells Chapter 3:

 

3.1. Introduction: 

Photovoltaic energy conversion in solar cells consists of two essential steps. First, absorption 

of light generates an electron-hole pair. The electron and hole are then separated by the 

structure of the device, electrons to the negative terminal and holes to the positive terminal, 

thus generating electrical power as shown in Figure 3.1 [63]. 

 

Figure 3.1: The bulk of the cell is formed by a thick p-type base where most of the incident 

light is absorbed and most power is generated. 

 

3.2. Typical solar cell structures: 

3.2.1. The p-n junction: 

 In order to understand all photovoltaic devices we require a basic understanding of the PN 

junction diode including the electrical contacts made to the diode. Originally the semiconductor 

diode was used to give current flow in one direction and current blocking in the other direction. 

PN junctions are formed by joining n-type and p-type semiconductor materials as shown in 

Figure 3.2. Since the n-type region has a high electron concentration and the p-type one has a 

high hole concentration, electrons diffuse from the n-type side to the p-type side. Similarly, holes 
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flow in the other side. In a PN junction, when the electrons and holes move to the other side of 

the junction, they leave behind exposed fixed charges on dopant atom sites. An electric field 

E forms between the n-type material and the p-type material and hence a "built in" potential 

Vbi is formed. A "depletion region” is formed since the electric field quickly sweeps free carriers 

out [9].  

 

Figure 3.2: Formation of a PN junction in the Schottky approximation. (a) space-charge 

distribution due to fixed ionized dopants; (b) electric field obtained by integration of the 

Poisson equation; (c) a second integration step results in the electrostatic potential. 

 

Even with the presence of a barrier created by the electric field, some carriers still cross the 

junction by diffusion. Some carriers will have a high velocity and travel in an enough net 

direction such that they cross the junction. Once a majority carrier crosses the junction, it 

becomes a minority carrier. It will continue to diffuse away from the junction and can travel a 

distance on average equal to the diffusion length before it recombines and caused the “diffusion 

current”. In the other hand minority carriers which attain the edge of the diffusion region are 

swept across it by the electric field in the depletion region and this is the “drift current”. As a 

result in equilibrium, the net current from the PN junction is zero [9]. 

 

3.2.2. The p-n junction solar cell: 

The planar p-n junction solar cell under low injection is usually singled out for special analysis 

since realistic approximations exist that allow analytic solutions to be developed and used 

successfully for the description of practical devices. The success of this model is due, to a large 
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extent, on the clear way the cell can be divided into three regions - emitter, junction region and 

base - which serve a different purpose in solar cell operation. The emitter and base - which 

remain largely neutral during the cell operation - absorb the main part of the incident light and 

transport the photogenerated minority carriers to the junction. The p-n junction - which contains 

a strong electric field and a fixed space charge - separates the minority carriers that are collected 

from the emitter and base. The junction is effectively devoid of mobile charge carriers and is 

sometimes called the depletion region [63]. 

In operation, the Fermi level EF splits into two quasi-Fermi levels EF, and EFp, one each for the 

electrons and holes, with the corresponding potentials n = - q/EFn , and p = -q/EFp. Near the 

open circuit, the quasi-Fermi levels are parallel in the junction, their gradients are small, and 

their splitting is equal to the observed voltage at the junction, see Figure 3.3.  

Under illumination or under applied bias in the dark, the electrostatic potential difference   

between the two sides of the junction is a difference of two terms: the equilibrium built-in 

voltage Vbi and the voltage V at the junction edges [63]: 

                                           (   ) 

          
    

  
                       (   ) 

Where NA and ND are the acceptor and donor concentrations on the p and n-sides of the junction, 

respectively. In the absence of resistive losses, V is equal to the voltage measured at the 

terminals of the cell. The junction width Wj is given by [63], 

     √
    

   
                         (   ) 

Here, LD is the Debye length [64], 

   √
    

    

                                (   ) 

where  is the static dielectric constant. 

In an ideal p-n junction solar cell, the junction (or depletion) region serves as a lossless 

mechanism for extracting and separating the minority carriers from the quasi-neutral regions - 

the base and the emitter. The function of the junction can then be summarised in the form of 

boundary conditions which link the majority carrier concentration on one side of the junction 

with the minority carrier concentration on the other [63]. 
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The photogenerated and dark saturation currents for the cell are obtained by adding the relevant 

quantities for the base and the emitter: 

 

Figure 3.3: The p-n junction at open circuit. 

 

                                                                           (   ) 

No recombination occurs in an ideal p-n junction but the (small) light generated current 

produced here can be added to the first Eq. (3.5). Recombination is included in more realistic 

analytical theories: the original treatment uses the Shockley-Read-Hall model of recombination 

via defects; with the principal result that the current is reduced by a term of the form 

   (   (      ⁄ )   ) [65].  

   

3.2.3. Homojunction and Heterojuction: 

Junctions between two semiconductor materials can be classified into Homojunction, these are 

the PN junctions of identical semiconductors, and Heterojunction. This latter is formed by two 

different semiconducting materials with unequal band gaps. The behavior of a semiconductor 

junction depends crucially on the alignment of the energy bands at the interface [66]. 

Semiconductor interfaces can be organized into three types of Heteronjuction as shown in Figure 

3.4 [64], [66].  

https://en.wikipedia.org/wiki/Band_gap
https://en.wikipedia.org/wiki/Energy_band
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Figure 3.4: The three types of semiconductor Heterojuction organized by band alignment. 

 

To construct the energy band diagrams of a Heteronjuction, we use the Anderson's rule called 

electron affinity rule. The vacuum levels of the two semiconductors on either side of the 

Heterojuction should be aligned (at the same energy). Once the vacuum levels are aligned it is 

possible to use the electron affinity and band gap values for each semiconductor to calculate 

the conduction band and valence band offsets. The electron affinity (χ) gives the energy 

difference between the lower edge of the conduction band and the vacuum level of the 

semiconductor. The band gap (Eg) gives the energy difference between the lower edge of the 

conduction band and the upper edge of the valence band. For semiconductor alloys it may be 

necessary to use Vegard‟s law to calculate these values see Figure 3.5. [63], [64], [66]. 

Anderson's rule allows the calculation of the band offsets of both the valence band (ΔEV) and the 

conduction band (ΔEC). After applying Anderson's rule and discovering the bands' alignment at 

the junction, Poisson‟s equation can then be used to calculate the shape of the band bending in 

the two semiconductors [66].  

    χ
 
 χ

 
                                                                    (   ) 

Next, suppose that the band gap of semiconductor 2 is large enough that the valence band of 

semiconductor 1 lies at a higher energy than that of semiconductor 2. Then the valence band 

offset is  given by [66]: 

    (χ
 
    )  (χ

 
    )                                    (   ) 

 

https://en.wikipedia.org/wiki/Energy_band_diagram
https://en.wikipedia.org/wiki/Vacuum_level
https://en.wikipedia.org/wiki/Electron_affinity
https://en.wikipedia.org/wiki/Band_gap
https://en.wikipedia.org/wiki/Conduction_band
https://en.wikipedia.org/wiki/Valence_band
https://en.wikipedia.org/wiki/Vacuum_level
https://en.wikipedia.org/wiki/Alloys
https://en.wikipedia.org/wiki/Vegard%27s_law
https://en.wikipedia.org/wiki/Band_offset
https://en.wikipedia.org/wiki/Poisson%E2%80%99s_equation
https://en.wikipedia.org/wiki/Band_bending
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Figure 3.5: Band diagrams for straddling-gap Heterojuction. 

 

3.3. Electrical characteristics: 

3.3.1. The ideal solar cell: 

An ideal solar cell can be represented by a current source connected in parallel with a rectifying 

diode, as shown in the equivalent circuit of Figure 3.6.  

 

Figure 3.6: The equivalent circuit of an ideal solar cell (full lines). Non-ideal components 

are shown by the dotted line. 
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The corresponding I-V characteristic is described by the Shockley solar cell equation [63], 

           ( 
  
     )    (   ) 

where kB is the Boltzmann constant, T is the absolute temperature, q (>0) is the electron charge, 

and V is the voltage at the terminals of the cell. I0 is well known to electronic device engineers as 

the diode saturation current. 

Figure 3.7 shows the I-V characteristics of a solar cell. In the ideal case, the short circuit current 

Isc is equal to the photogenerated current Iph, and the open circuit voltage Voc is given by [63], 

    
   

 
  (  

   

  
)  (   ) 

The power P = IV produced by the cell is shown in Figure 3.8. The cell generates the maximum 

power Pmax at a voltage Vm and current Ira, and it is convenient to define the fill factor FF by 

[64],  

   
    
      

 
    

      
    (    ) 

The fill factor FF of a solar cell with the ideal characteristic Eq. (3.8) will be furnished by the 

subscript 0. It cannot be determined analytically but it can be shown that FF0 depends only on 

the ratio            ⁄ . FF0 is determined, to an excellent accuracy, by the approximate 

expression [63], 

    
      (        )

     
      (    ) 

 

 

Figure 3.7: The I-V characteristics of a solar cell. The power generated at the maximum 

power point is equal to the shaded rectangle. 
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The power generated at the maximum power point is equal to the blue rectangle in Figure 3.8. 

 

Figure 3.8: The power produced by solar cell. 

 

The I-V characteristics of an ideal solar cell complies with the superposition principle; the 

functional dependence, Eq. (3.8), can be obtained from the corresponding characteristic of a 

diode in the dark by shifting the diode characteristic along the current axis by Iph (Figure 3.9). 

 

Figure 3.9: The superposition principle for solar cells. 

 

3.3.2. Reel solar cell characteristics: 

The I-V characteristic of a solar cell in practice usually differs to some extent from the ideal 

characteristic Eq. (3.8). A two-diode model is often used to fit an observed curve, with the 

second diode containing an ideality factor of 2 in the denominator of the argument of the 

exponential term.  
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Figure 3.10: The I-V characteristic of the solar cell in the two diode model for three values 

of the ratio I02/I01. 

 

 

 

Figure 3.11: The effect of the series resistance (a) and parallel resistance (b) on the I-V 

characteristic of the solar cell. 
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The solar cell (or circuit) may also contain series (Rs) and parallel (or shunt, Rp) resistances, 

leading to a characteristic of the form [63], 

         {   .
     

   
/   }     {   .

     

    
/   }  

     

  
               (    ) 

where the light-generated current Iph may, in some instances, depends on the voltage, as we have 

already noted. These features are shown in the equivalent circuit of Figure 3.6 by the dotted 

lines. The effect of the second diode, and of the series and parallel resistances, on the I-V 

characteristic of the solar cell is shown in Figures 3.10 and 3.11, respectively. The effect of the 

series resistance on the fill factor can be allowed for by writing [63],  

      (    )      (    ) 

where            ⁄ . An analogous expression exists also for the parallel resistance.  

Further information about these parameters can be obtained from the dark characteristic (Figure 

3.12). 

 

Figure 3.12: The dark I-V characteristic of a solar cell for the two-diode model including 

the series resistance.The shunt resistance has a similar effect to the second diode. 

 

3.4. The quantum efficiency: 

The quantum efficiency of a solar cell is defined as the ratio of the number of electrons in the 

external circuit produced by an incident photon of a given wavelength. Thus, one can define 

external and internal quantum efficiencies (denoted by EQE() and IQE(), respectively). They 

differ in the treatment of photons reflected from the cell: all photons impinging on the cell 
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surface are taken into account in the value of the EQE but only photons that are not reflected are 

considered in the value of IQE [63]. 

If the internal quantum efficiency is known, the total photogenerated current is given by, 

     ∫  ()*   ()+   () 
()

       (    ) 

where   () is the photon flux incident on the cell at wavelength , R() is the reflection 

coefficient from the top surface and the integration is carried out over all wavelength  of light 

absorbed by the solar cell. The values of the internal and external quantum efficiency are 

routinely measured to assess the performance of a solar cell by using interference filters or 

monochromators. 

 

3.5. II-VI thin film solar cells: 

3.5.1. The use of II-VI thin films in solar cells:  

II-VI thin film solar cells have been under investigation for about 40 years. All efficient devices 

are of the heterojunction configuration because of the difficulty in forming a very shallow 

junction (less than 0.1 μm) with a high conductivity surface layer, and the surface recombination 

effects. The two semiconductors of opposite conductivity type in a heterojunction solar cell are 

usually referred to as the “absorber” (bandgap energy Eg1), and “collector” or “window” 

(bandgap energy Eg2), respectively, with Eg2 > Eg1. The radiation is incident on the surface of 

the window, and the generation of hole-electron pairs by photons with energies between Eg2 and 

Eg1, occurs in the absorber. A portion of the radiation with photon energy greater than Eg2 may 

also reach the absorber, depending on the thickness and absorption coefficient of the window. 

Since the wide gap semiconductors for windows are usually of n-type conductivity, the absorber 

is p-type. The photocurrent consists predominately of the electrons generated in the depletion 

region in the absorber. In practice, the heterojunction solar cells may be classified into frontwall 

cells and backwall cells according to the manner in which the solar radiation impinges on the cell 

[2].  

A number of binary and ternary II-VI compounds have been used as windows and as absorbers 

in thin film solar cells. On the basis of the bandgap energy, CdO, CdS, ZnO, ZnS, ZnSe and 

certain ternaries are potential window materials, and CdSe, CdTe, and some ternaries, may be 

used as absorbers [2]. 
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3.5.2. Characterization of II-VI thin film solar cells:   

To characterize a II-VI thin film solar cell, all important diode and photovoltaic parameters 

should be evaluated. Shunt resistance (Rsh), series resistance (Rs), and diode quality factor (A) 

are most important parameters affecting the photovoltaic characteristics. These parameters are all 

illumination dependent. Low Rsh leads to reduction in Voc, and FF. Large Rs, results in decreased 

FF and Vm. Large A value leads to reduction in Voc, and FF. The A value of thin film cells is 

always greater than unity in the dark due to carrier recombination; it increases under illumination 

and increases with decreasing temperature . Rsh, and Rs, can be deduced from the J-V relation of 

the solar cell at low bias and high bias, respectively. From the Rsh, and Rs, measured in the dark, 

A and J0, can be deduced from the diode equation. Under illumination, A can be deduced from 

the photodiode equation using the technique developed by Sites and Mauk [67].  
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 Experimental and simulation methods Chapter 4:

 

4.1. Introduction: 

The reliability and validity of simulation results must be performed by comparing them with 

those obtained in experimental studies. Otherwise, obtained simulation results are undermined 

and called into question, and it is neither possible nor feasible to reuse them in constructing real 

devices such as solar cells. In that reason, we will model the studied materials by using our own 

experimental results. In this section we will illustrate, briefly, the experimental method used to 

prepare the studied materials then the simulation method which used to model them. 

 

4.2. Experimental method: 

There is a great deal of work reported for II-VI thin films formation using various techniques, 

including DC magnetron sputtering, chemical vapor deposition, molecular beam epitaxy, pulsed 

laser deposition, radio-frequency sputtering, spray pyrolysis  and sol–gel [20–24, 33–39]. 

Among these techniques, the sol–gel method is considered to be one of the simplest and most 

economical for thin film fabrication [68]. 

 

4.2.1. Sol-gel: 

Sol-gel process is a method for producing solid materials from small molecules. The method is 

used for the fabrication of thin films, especially metal oxides. Spin coating and dip coating are 

two basic techniques used to deposit sol-gel coatings. Spin coating produces a one-sided coating, 

while dip coating yields a double-sided coating. Both techniques are used in manufacturing to 

make different coatings and thin films [69], [70]. 

 

4.2.1.1. Spin coating:  

Spin coating is used for many applications where relatively flat substrates or objects are coated 

with thin layers of material. For example, several cathode ray tube (CRT) manufacturers use the 

spin coating method to make anti-glare or anti-reflection coatings. In spin coating, the material to 

https://en.wikipedia.org/wiki/Manufacturing
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be made into coating is dissolved or dispersed into a solvent, and this coating solution is then 

deposited onto the surface and spun off to leave a uniform layer for subsequent processing stages 

and ultimate use [71].  

There are four key stages in spin coating process, as shown in Figure 4.1; 

1. Deposition: The deposition of the coating fluid onto the substrate 

2. Spin-up: Aggressive fluid expulsion from the substrate surface by the rotational 

motion 

3. Spin-off: Gradual fluid thinning 

4. Evaporation: Coating thinning by solvent evaporation 

 

Figure 4.1: Schematic of spin coating process. 

 

4.2.1.2. Dip Coating:  

Dip coating is a process where the substrate to be coated is immersed in a liquid and then 

withdrawn with a well-defined withdrawal speed under controlled temperature and atmospheric 

conditions. Vibration-free mountings and very smooth movement of the substrate is essential for 

dip systems. An accurate and uniform coating thickness depends on precise speed control and 

minimal vibration of the substrate and fluid surface [71]. The coating thickness is mainly defined 

by the withdrawal speed, the solid content and the viscosity of the liquid as shown in Figure 4.2. 

 

Figure 4.2: Schematic of dip coating process. 
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The studied CdO and ZnO thin films were prepared by sol gel technique at Firat University, 

Elazig, Turkey.  

 

4.2.2. CdO thin film: 

4.2.2.1. Preparation of CdO thin film: 

For the synthesis the cadmium oxide thin films, 0.5M of cadmium acetate dehydrate 

(Cd(CH3COO)2·2H2O) was firstly dissolved in 2-metoxyethanol for 2h at room temperature and 

then, the monoethanolamine was added to this solution. The molar ratio of monoethanolamine to 

cadmium acetate dehydrate was taken as 1.0. The prepared mixture was stirred using magnetic 

stirrer for about 30 min to obtain clear homogeneous solution and then sol was kept for aging for 

24h prior to film deposition. In order to remove the native oxide on surface, the substrate was 

etched by HF and then it was rinsed in deionized water using an ultrasonic bath for 10–15 min. 

After cleaning process, CdO film was deposited on the substrate by sol–gel method and then, the 

film was dried at 150◦C for 10 min onto a hot plate to evaporate the solvent and remove organic 

residuals. The prepared CdO film was annealed at 450◦C for 1h in a furnace [4]. 

 

4.2.2.2. Fabrication of CdO/p-Si solar cell: 

The semiconductor used to fabricate the diode in this study was p-type single crystal silicon with 

a thickness of 600 µm, and a resistivity of 5–10
 
Ωcm. CdO film was deposited on p-type-silicon 

by sol–gel dip coating method. The thickness of the CdO film was determined to be 187 nm 

using atomic force microscopy. Al metal front contacts were formed on CdO film in the form of 

circular dots of 2 mm in diameter and 100 nm in thickness. The back ohmic contact was formed 

by evaporating Al metal on the back of Si wafer. The cross-section of Al/CdO/p-Si/Al diode is 

shown in Figure 4.3. It has to be mentioned that the CdO film plays a double role: as a TCO 

window as well as the emitter of the n-p junction. Further details of the fabrication process and 

electrical and optical characterization of the solar cell material and device can be found in [4]. 
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Figure 4.3: A two dimensional schematic representation of the cross-section of the 

Al/CdO/p-Si/Al solar cell. 

 

4.2.3. ZnO thin film: 

4.2.3.1. Preparation of ZnO thin film: 

ZnO thin films were developed by sol–gel spin coating method. Before forming a ZnO layer on 

the glass substrate, the native oxide on the front surface of the substrate was removed in HF:H2O 

(1:10) solution, then, the wafer was rinsed in DI water. To obtain the sol, the precursor zinc 

acetate dehydrate was first dissolved into 2-methoxyethanol as a solvent and by adding 

monoethanolamine, which acts as the stabilizer. Molar ratio of monoethanolamine to zinc acetate 

was maintained at 1:1 and the concentration of zinc acetate was 0.3M. After stirring for 1h, a 

clear and homogeneous solution was obtained. The substrate was placed on the sample holder 

and was rotated at a speed of 3000 rpm for 30 s. After each spin coating the substrate was dried 

in a furnace at 300 C for 10 min to evaporate the solvents. After this process was repeated 10 

times, the ZnO film was annealed at 450 C for 1 h. 

 

4.2.3.2. Fabrication of ZnO/p-Si solar cell: 

Single crystal Si (100) substrate was used for deposition of ZnO thin film. An ultrasonic bath for 

20 min with acetone and 20 min with IPA was given to the substrates in order to make them free 

of any contamination and gas residues on the surface. Uniform thin film was deposited by spin 

coating at 3,000 rpm for 30 s; thickness of around 150 nm was achieved in this way. The sample 

was dried at room temperature for 24 h and was then subjected to heat treatment at different 

temperatures for varying times. After solar cell was fabricated, Al was used as an ohmic contact 
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to p-type single crystal Si substrate. There was no grid contact at the front, rather the ZnO film 

was point- probed in order to measure the current-voltage characteristics of this device. The 

cross-section of ZnO/p-Si/Al diode is shown in Figure 4.4. It has to be mentioned that the ZnO 

film plays a double role: as a TCO window as well as the emitter of the n-p junction. Further 

details of the fabrication process and electrical and optical characterization of the solar cell 

material and device can be found in [5].  

 

Figure 4.4: A two dimensional schematic representation of the cross-section of the ZnO/p-

Si/Al diode. 

 

4.2.4. Characterization equipment 

The characterization of materials is important for understanding their properties and applications. 

The technique adopted to characterize the studied samples is UV-Vis-NIR Spectrophotometry.  

 

4.2.4.1. Spectrophotometry (UV-Vis-NIR) 

One of the most basic methods to investigate the properties of materials through their interaction 

with light, also the most natural to us, is to measure how much light is reflected, transmitted or 

absorbed by that material. A material absorbs light when the incident photons create atomic or 

charge movements in the material. If we measure that absorption as a function of photon energy, 

we can get an insight into its electronic and atomic structure. Note that morphology, stress, 

temperature, contact with other materials, etc. all may affect the materials phonons and electrons 

transitions and will modify the materials light absorption in many cases. While this is useful, 
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allowing us to know more about the material‟s properties through the measurement of its 

absorption spectrum, all these variables must be controlled or monitored when performing the 

measurements. Spectrophotometry is one of the most popular modalities of spectroscopies that 

measure the intensity of transmitted and reflected light. The typical spectral range covered by 

high-end commercialspans fromthenear ultra-violet (λ~200 nm) to the near infra-red (λ~3 μm). 

This is the reason many use the term UV-VIS to designate spectrophotometry (the technique), or 

the spectrophotometer (the instrument) [72]. 

 

4.2.4.2. Instrumentation 

There is a wide variety of spectrophotometers in the market, from cheaper single beam models 

with limited spectral range and measurement capabilities to expensive double beam models 

featuring multiple light sources and detectors, capable of a wider spectral range and supporting a 

more diverse set of accessories for a variety of experiments and different types of samples. The 

most commonly used higher end instruments consist, typically, of a couple light sources, a 

diffraction grating based monochromator, a sample chamber and one or more detectors. Shown 

in Figure 4.5 is the schematic diagram of a simple dual beam spectrophotometer. Several 

accessories are available for the higher end spectrophotometers, which enable performing 

different modalities of measurement on different types of samples, as for example, solid films, 

liquid solutions, powders, etc. Some of the modalities commonly available are transmittance, 

diffuse transmittance, diffuse and specular reflectance, and variable angle specular reflectance. 

Instruments equipped with two beams allow for the measurement of a reference sample 

simultaneously with the test sample. Even if no reference sample is used, the reference beam is 

useful to compensate for possible slow fluctuations of the source intensity or conditions of the 

detectors that could affect their response [72]. 
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Figure 4.5: Schematic diagram of a dual beam spectrophotometer operating in 

transmittance mode 

 

The optical transmittance spectra of the investigated samples, CdO and ZnO, were performed 

using a Shimadzu UV–vis–NIR 3600 spectrophotometer, Figure 4.6, at Firat University Elazig, 

Turkey. 

 

Figure 4.6: Shimadzu UV–vis–NIR 3600 spectrophotometer. 
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4.3. Simulation method: 

Solar cell simulation and modeling are fundamental to a detailed understanding of the device 

operation, and a comprehensive model requires a detailed knowledge of the material parameters. 

Numerous computer programs that use the material parameters to model solar cell operation 

have been developed over the years, and several are now available commercially [63]: 

 

 PC1D developed by P.A. Basore and colleagues at the University of New South Wales, 

Australia, is the standard one-dimensional simulator used by the PV community. 

 

 MEDICI by Technology Modelling Associates models the two-dimensional distribution 

of potential and carrier concentration in a semiconductor device. It also includes an 

Optical device advanced application module where photogeneration can be computed for 

multi-spectral sources. 

 

 ATLAS, a Device Simulation Software by SILVACO International, uses physical 

models in two and three dimensions. It includes the Luminous tool which computes ray 

tracing and response of solar cells. It allows the use of monochromatic or multi-spectral 

sources of light. 

 

4.3.1. ATLAS (by SILVACO):  

Atlas is a physically-based two and three dimensional device simulator. It predicts the electrical 

behavior of specified semiconductor structures and provides insight into the internal physical 

mechanisms associated with device operation [73]. 

 

4.3.2. Atlas inputs and outputs: 

Figure 4.7 shows the types of information that flow in and out of Atlas. Most Atlas simulations 

use two input files. The first input file is a text file that contains commands for Atlas to execute. 

The second input file is a structure file that defines the structure that will be simulated [73]. 

Atlas produces three types of output files. The first type of output file is the run-time output, 

which gives you the progress and the error and warning messages as the simulation proceeds. 

The second type of output file is the log file, which stores all terminal voltages and currents from 
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the device analysis. The third type of output file is the solution file, which stores 2D and 3D data 

relating to the values of solution variables within the device at a given bias point [73]. 

 

Figure 4.7: Atlas inputs and outputs. 

 

4.3.3. Modes of operation: 

Atlas is normally used in conjunction with the DeckBuild run-time environment, which supports 

both interactive and batch mode operation. It is always recommended to run Atlas within 

DeckBuild. This section presents the basic information to run Atlas in DeckBuild [73].  

 

4.3.3.1. Running Atlas inside Deckbuild: 

Each Atlas run inside DeckBuild should start with the line: go atlas 

A single input file may contain several Atlas runs each separated with a go atlas line. Input files 

within DeckBuild may also contain runs from other programs such as Athena or DevEdit along 

with the Atlas runs [73]. 

 

4.3.3.2. The order of Atlas commands: 

The order in which statements occur in an Atlas input file is important. There are five groups of 

statements that must occur in the correct order (see table 4.1). Otherwise, an error message will 

appear which may cause incorrect operation or termination of the program. For example, if the 

material parameters or models are set in the wrong order, then they may not be used in the 
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calculations. The order of statements within the mesh definition, structural definition, and 

solution groups is also important. Otherwise, it may also cause incorrect operation or termination 

of the program [73]. 

 

Table 4.1: The order of Atlas commands 

Groups Statements 

1. Structure specification MESH 

 REGION 

 ELECTRODE 

 DOPING 

2. Material and models specification CONTACT 

 MATERIAL 

 INTERFACE 

 MODELS 

4. Numerical method selection METHOD 

5. Solution specification SOLVE 

 LOG 

 SAVE 

5. Results analysis EXTRAC 

 TONYPLOT 

 

4.3.4. Atlas commands:  

4.3.4.1. Structure specification:  

There are three ways to define a device structure in Atlas. The first way is to read an existing 

structure from a file. The second way is to use the Automatic Interface feature from DeckBuild 

to transfer the input structure from Athena or DevEdit. The third way is create a structure by 

using the Atlas command language [73].  

In order to define a device through the Atlas command language, you must first define a mesh. 

This mesh or grid covers the physical simulation domain. The mesh is defined by a series of 

horizontal and vertical lines and the spacing between them. Then, regions within this mesh are 
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allocated to different materials as required to construct the device. After the regions are defined, 

the location of electrodes is specified. The final step is to specify the doping in each region [73]. 

 

4.3.4.1.1. Mesh: 

The first statement must be: 

MESH SPACE.MULT=<VALUE> 

This is followed by a series of X.MESH and Y.MESH statements. 

X.MESH LOCATION=<VALUE> SPACING=<VALUE> 

Y.MESH LOCATION=<VALUE> SPACING=<VALUE> 

The SPACE.MULT parameter value is used as a scaling factor for the mesh created by the 

X.MESH and Y.MESH statements. The default value is 1. Values greater than 1 will create a 

globally coarser mesh for fast simulation. Values less than 1 will create a globally finer mesh for 

increased accuracy. The X.MESH and Y.MESH statements are used to specify the locations in 

microns of vertical and horizontal lines, respectively, together with the vertical or horizontal 

spacing associated with that line. You must specify at least two mesh lines for each direction. 

Atlas automatically inserts any new lines required to allow for gradual transitions in the spacing 

values between any adjacent lines. The X.MESH and Y.MESH statements must be listed in the 

order of increasing x and y. Both negative and positive values of x and y are allowed. Figure 4.8 

illustrates how these statements work. On the left hand plot, note how the spacing of the vertical 

lines varies from 1 µm at x=0 and x=10 µm to 0.5 µm at x=5 µm. On the right hand plot, note 

how specifying the SPACE.MULT parameter to have a value of 0.5 has doubled the density of 

the mesh in both the X and Y directions [73]. 

Figure 4.8: Non-uniform mesh creation using Atlas syntax. 

 



Chapter 4: Experimental and simulation methods 

54 
 

4.3.4.1.2. Regions: 

Once the mesh is specified, every part of it must be assigned a material type. This is done with 

REGION statements. For example: 

REGION number=<integer> <material type> <position parameters> 

Region numbers must start at 1 and are increased for each subsequent region statement. You can 

have up to 15000 different regions in Atlas. A large number of materials are available. If a 

composition-dependent material type is defined, the x and y composition fractions can also be 

specified in the REGION statement. The position parameters are specified in microns using the 

X.MIN, X.MAX, Y.MIN, and Y.MAX parameters. If the position parameters of a new 

statement overlap those of a previous REGION statement, the overlapped area is assigned as 

the material type of the new region. You can use the MATERIAL statement to specify the 

material properties of the defined regions. But you must complete the entire mesh and doping 

definition before any MATERIAL statements can be used [73]. 

 

4.3.4.1.3. Electrodes: 

Once you have specified the regions and materials, define at least one electrode that contacts a 

semiconductor material. This is done with the ELECTRODE statement. For example: 

ELECTRODE NAME=<electrode name> <position parameters>  

You can specify up to 50 electrodes. The position parameters are specified in microns using the 

X.MIN, X.MAX, Y.MIN, and Y.MAX parameters. Multiple electrode statements may have the 

same electrode name. Nodes that are associated with the same electrode name are treated as 

being electrically connected. Some shortcuts can be used when defining the location of an 

electrode. If no Y coordinate parameters are specified, the electrode is assumed to be located on 

the top of the structure. You also can use the RIGHT, LEFT, TOP, and BOTTOM parameters to 

define the location [73].  

 

4.3.4.1.4. Doping: 

You can specify analytical doping distributions or have Atlas read in profiles that come from 

either process simulation or experiment. To specify the doping use the DOPING statement [73].  

For example: 

DOPING <distribution type> <dopant type> <position parameters> 
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Analytical doping profiles can have uniform, Gaussian, or complementary error function forms. 

The parameters defining the analytical distribution are specified in the DOPING statement [73]. 

Two examples are shown below with their combined effect shown in Figure 4.9. 

DOPING UNIFORM CONCENTRATION=1E16 N.TYPE REGION=1  

DOPING GAUSSIAN CONCENTRATION=1E18 CHARACTERISTIC=0.05 P.TYPE \ 

X.LEFT=0.0 X.RIGHT=1.0 PEAK=0.1 

The first DOPING statement specifies a uniform n-type doping density of 10
16

 cm
-3

. The position 

parameters X.MIN, X.MAX, Y.MIN, and Y.MAX can be used instead of a region number. The 

second DOPING statement specifies a p-type Gaussian profile with a peak concentration of 10
18

 

cm
-4

. This statement specifies that the peak doping is located along a line from x = 0 to x = 1 

microns [73].  

 

Figure 4.9: Analytical specification of a 2D Profile. 

 

4.3.4.2. Material and models specification: 

Once you define the mesh, geometry, and doping profiles, you can modify the characteristics of 

electrodes, change the default material parameters, and choose which physical models Atlas will 

use during the device simulation. To accomplish these actions, use the CONTACT, MATERIAL, 

and MODELS statements respectively. Impact ionization models can be enabled using the 

IMPACT statement. Interface properties are set by using the INTERFACE statement. 

Many parameters are accessible through the Silvaco C-Interpreter (SCI). This allows you to 

define customized equations for some models. 
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4.3.4.2.1. Contact:  

a. Workfunction for gates or Schottky contacts: 

An electrode in contact with semiconductor material is assumed by default to be ohmic. If a 

work function is defined, the electrode is treated as a Schottky contact. The CONTACT statement 

is used to specify the metal workfunction of one or more electrodes. The NAME parameter is used 

to identify which electrode will have its properties modified. The WORKFUNCTION parameter 

sets the workfunction of the electrode [73]. For example, 

CONTACT NAME=gate WORKFUNCTION=5.8 sets the workfunction of the electrode 

named gate to 5.8eV. The workfunctions of several commonly used contact materials can be 

specified using the name of the material [73].  

 

b. Setting current boundary conditions:  

The CONTACT statement is also used to change an electrode from voltage control to current 

control. Current controlled electrodes are useful when simulating devices, where the current is 

highly sensitive to voltage or is a multi-valued function of voltage [73]. For example, 

CONTACT NAME=drain CURRENT changes the drain electrode to current control.  

 

4.3.4.2.2. Material:  

a. Semiconductor, insulator or conductor 

All materials are split into three classes: semiconductors, insulators and conductors. Each class 

requires a different set of parameters to be specified. For semiconductors, these properties 

include electron affinity, band gap, density of states and saturation velocities [73]. 

There are default parameters for material properties used in device simulation for many 

materials. The MATERIAL statement allows you to specify your own values for these basic 

parameters. Your values can apply to a specified material or a specified region [73]. For 

example, the statement: 

MATERIAL MATERIAL=Silicon EG300=1.12 MUN=1100 sets the band gap and low 

field electron mobility in all silicon regions in the device. If the material properties are defined 

by region, the region is specified using the REGION or NAME parameters in the MATERIAL 

statement [73]. For example, the statement: 

MATERIAL REGION=2 TAUN0=2e-7 TAUP0=1e-5 sets the electron and hole Shockley-

Read-Hall recombination lifetimes for region number two. If the name, base, has been defined 

using the NAME parameter in the REGION statement, then the statement: 
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MATERIAL NAME=base NC300=3e19 sets the conduction band density of states at 300 K 

for the region named base. The description of the MATERIAL statement provides a complete list 

of all the material parameters that are available [73]. 

 

b. Heterojunction materials 

The material properties of heterojunctions can also be modified with the MATERIAL statement. 

In addition to the regular material parameters, you can define composition dependent material 

parameters. For example, composition dependent band parameters, dielectric constants, and 

saturation velocities. 

For heterojunction material systems, the bandgap difference between the materials is divided 

between conduction and valence bands. The ALIGN parameter specifies the fraction of this 

difference applied to the conduction band edge. This determines the electron and hole barrier 

height and overrides any electron affinity specification [73].  

 

4.3.4.2.3. Interface: 

The INTERFACE statement is used to define the interface charge density and surface 

recombination velocity at interfaces between semiconductors and insulators [73]. For example, 

the statement: 

INTERFACE QF=3e10 specifies that all interfaces between semiconductors and insulators 

have a fixed charge of 410
10 

cm
-2

. In many cases, the interface of interest is restricted to a 

specific region. This can be accomplished with the X.MIN, X.MAX, Y.MIN, and Y.MAX 

parameters on the INTERFACE statement. These parameters define a rectangle, where the 

interface properties apply [73]. For example, the statement: 

INTERFACE QF=3e10 X.MIN=1.0 X.MAX=2 Y.MIN=0.0 Y.MAX=0.5 restricts the 

interface charge to the semiconductor-insulator boundary within the specified rectangle. In 

addition to fixed charge, surface recombination velocity and thermionic emission are enabled 

and defined with the INTERFACE statement [73]. 

 

4.3.4.2.4. Models: 

Physical models are specified using the MODELS and IMPACT statements. Parameters for these 

models appear on many statements including: MODELS, IMPACT, MOBILITY, and MATERIAL. 

The physical models can be grouped into five classes: mobility, recombination, carrier statistics, 

impact ionization, and tunneling. All models with the exception of impact ionization are 
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specified on the MODELS statement. Impact ionization is specified on the IMPACT statement 

[73].  

 

4.3.4.3. Numerical methods selection: 

4.3.4.3.1. Method: 

Several different numerical methods can be used for calculating the solutions to semiconductor 

device problems. Numerical methods are given in the METHOD statements of the input file. Some 

guidelines for these methods will be given here. Different combinations of models will require 

Atlas to solve up to six equations. For each of the model types, there are basically three types of 

solution techniques: (a) decoupled (GUMMEL), (b) fully coupled (NEWTON) and (c) BLOCK. The 

GUMMEL method will solve for each unknown in turn keeping the other variables constant, 

repeating the process until a stable solution is achieved. The NEWTON method solve the total 

system of unknowns together. The BLOCK methods will solve some equations fully coupled 

while others are de-coupled. Generally, the GUMMEL method is useful where the system of 

equations is weakly coupled but has only linear convergence. The NEWTON method is useful 

when the system of equations is strongly coupled and has quadratic convergence. The NEWTON 

method may, however, spend extra time solving for quantities, which are essentially constant or 

weakly coupled. NEWTON also requires a more accurate initial guess to the problem to obtain 

convergence. Thus, a BLOCK method can provide for faster simulations times in these cases 

over NEWTON. GUMMEL can often provide better initial guesses to problems. It can be useful to 

start a solution with a few GUMMEL iterations to generate a better guess. Then, switch to 

NEWTON to complete the solution [73]. Specification of the solution method is carried out as 

follows: 

METHOD GUMMEL BLOCK NEWTON 

 

4.3.4.4. Solutions specification: 

Atlas can calculate DC, AC small signal, and transient solutions. Obtaining solutions is similar to 

setting up parametric test equipment for device tests. You usually define the voltages on each of 

the electrodes in the device. Atlas then calculates the current through each electrode. Atlas also 

calculates internal quantities, such as carrier concentrations and electric fields throughout the 

device. This is information that is difficult or impossible to measure [73]. 
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In all simulations, the device starts with zero bias on all electrodes. Solutions are obtained by 

stepping the biases on electrodes from this initial equilibrium condition. As will be discussed, 

due to the initial guess strategy, voltage step sizes are limited. To save results, use the LOG or 

SAVE statements [73].  

 

4.3.4.4.1. Solve: 

For example, in DC solutions, the voltage on each electrode is specified using the SOLVE 

statement. 

SOLVE VGATE=1.0 

SOLVE VGATE=2.0  

It solves a single bias point with 1.0 V and then 2.0 V on the gate electrode. One important rule 

in Atlas is that when the voltage on any electrode is not specified in a given SOLVE statement, 

the value from the last SOLVE statement is assumed [73].  

 

4.3.4.4.2. Log and Save:  

Log files store the terminal characteristics calculated by Atlas. These are current and voltages for 

each electrode in DC simulations. In transient simulations, the time is stored. In AC simulations, 

the small signal frequency and the conductances and capacitances are saved [73]. For example, 

the statement: 

LOG OUTF=<FILENAME> is used to open a log file. Terminal characteristics from all SOLVE 

statements after the LOG statement are then saved to this file along with any results from the 

PROBE statement. To not save the terminal characteristics to this file, use another LOG 

statement with either a different log filename or the OFF parameter. Typically, a separate log 

file should be used for each bias sweep. For example, separate log files are used for each gate 

bias in a MOS Id/Vds simulation or each base current in a bipolar Ic/Vce simulation. These files 

are then overlaid in TonyPlot. Log files contain only the terminal characteristics. They are 

typically viewed in TonyPlot. Parameter extraction of data in log files can be done in DeckBuild. 

Log files cannot be loaded into Atlas to re-initialize the simulation [73].  

The SAVE statement is used for saving the basic data. The statement Syntax is:  

SAVE OUTFILE=<filename> 

In all cases the region boundaries, electrodes, mesh, and doping are saved. If a SOLVE statement 

has preceded the SAVE statement all electrical data from the last solution is stored [73]. 
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4.3.4.5. Result analysis:  

4.3.4.5.1. Extract: 

The EXTRACT command allows extracting device parameters. It operates on the previous 

solved curve or structure file. By default, EXTRACT uses the currently open log file. To 

override this default, supply the name of a file to be used by EXTRACT before the extraction 

routine [73]. For example: 

EXTRACT INIT INF="<filename>" 

 

4.3.4.5.2. TonyPlot: 

All graphics in Atlas is performed by saving a file and loading the file into TonyPlot. The 

TONYPLOT command causes Atlas to automatically save a structure file and plot it in 

TonyPlot. The TonyPlot window will appear displaying the material boundaries. Plot: Display 

menu is used to see more graphics options [73]. 
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 Results and discussion Chapter 5:

 

5.1. Introduction: 

Transparent conducting metal oxides such as CdO and ZnO have excellent transparency in the 

visible region. They are widely used as windows in solar cells. Pure CdO and ZnO have n-type 

degenerate semiconducting behavior. Many researchs expose that CdO and ZnO thin films can 

create heterojunction structures just by depositing them onto p-Si substrates [4], [5], [47], [49], 

[74]–[80].   

CdO/p-Si and ZnO/p-Si heterojunction solar cells which were fabricated by sol-gel method show 

poor photovoltaic performance [4], [5]. In this work numerical simulation using Silvaco ATLAS 

software is used to model the aforementioned solar cells and to elucidate this poor performance. 

The same structures have been simulated, by using the extracted experimental results of these 

thin films, which were considered as semiconductors with continuous distribution of states in 

their band gap similar to an amorphous semiconductor. The density of states model used here is 

composed of four bands: two tail bands and two Gaussian distribution deep level bands. 

Evidently, the first case gave results far from reality. In the second case and by adjusting the 

constituents of the band gap states, it was possible to reproduce a good agreement between 

simulated and measured J-V characteristics of these solar cells. 

 

5.2. Experimental results: 

The CdO and ZnO thin films which were fabricated by sol-gel were studied and investigated. 

The optical characterization to be used in modeling the photovoltaic behaviour of CdO/p-Si and 

ZnO/p-Si solar cells were calculated and extracted.  

 

5.2.1. Characterization of CdO thin film: 

As seen in Figure 5.1(a), the transparency lies in the range of 70–80% in the visible range and it 

reaches a 92% value in the visible range. The optical band gap of CdO film was determined by 
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optical absorption method. It is well known that CdO is a direct band-gap semiconductor, and 

therefore, it has been used the following relation [81],  

  
 

 
(     )

      (   )        

where B is an energy-independent constant, Eg is the optical band gap and n is a constant which 

determines the type of optical transitions and for indirect allowed transition, n=2; and indirect 

forbidden transition, n=3, for direct allowed transition, n=1/2; for direct forbidden transition, 

n=3/2. The curve of (αh)² vs. h  for the CdO film was plotted, as shown in Figure 5.1(b). The 

Eg optical band gap of nanocluster-CdO film was found to be 2.27 eV [4].  

In order to validate the simulation, it will be better to use the same experimental results of the 

film (CdO) used to fabricate the modeled solar cell (CdO/p-Si).  

 

Figure 5. 1: Plots of transmittance and (αh)² vs. h  for the nanostructure CdO film [4]. 

  



Chapter 5: Results and discussion 

64 
 

In order to extract the extinction coefficient values vs. wavelengths, we simply use the previous 

curve, (αh)² vs. h . First we extract the absorption coefficient values vs. wavelengths, 

manually, and then we use the Eq. (5.2). 

Since we have the extinction coefficient and the optical transmittance values vs. wavelengths we 

can use the Eq. (5.3) to extract the refractive index values vs. wavelengths. 

  
 

 𝜋
                                                                             (   ) 

 ( )     ( )    
( ( )   )   ( ) 

( ( )   )   ( ) 
      (   ) 

where   ( ) and  ( ) are the transmittance and the reflectance of the cell‟s top surface (CdO 

film), respectively.  ( )  and  ( )  are, respectively, the refractive index and the extinction 

coefficient of the CdO film. 

 

5.2.2. Characterization of CdO/p-Si solar cell: 

The magnitude of generation of photoelectrons depends on a difference in electron affinities 

between the p-Si and CdO semiconductors. The solar cell characteristics are shown in Figure 5.2. 

The solar cell shows a photovoltaic behavior with a maximum open circuit voltage Voc and 

short-circuit current Isc. The photocurrent increases with increasing illumination intensity due to 

more generated photocarriers. The solar cell parameters can be obtained by the following 

equations . 

   
    
      

         (   ) 

and 

  
        

    
       (   ) 

         is filling factor, Voc is the open circuit voltage, Jsc is the short-circuit current density. 

Im and Vm are current and potential maximum power point, Pin is the intensity of incident light, A 

is the cell area. The best values of Voc and Jsc of Al/CdO/p-Si/Al solar cell were found to be Voc= 

0.41 V and Jsc = 2.19 mA/cm
2
 under AM1.5, respectively. These results indicate that Voc and Jsc 

values of Al/CdO/p-Si/Al are lower than some solar cells reported in the literature [82], however, 

this study opens the possibilities systematic research and further development in this 
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heterostructure. This is our preliminary attempt in the direction of making Al/CdO/p-Si/Al 

photovoltaic device, and our more studies are in progress to increase the Jsc and Voc values.  

 

Figure 5. 2: Characteristics of the Al/CdO/p-Si/Al solar cell [4]. 

 

Figure 5.3 shows the plots of Voc and Isc vs. P for the solar cell. The Isc and Voc values increase 

almost linearly with illumination intensity. The Isc dependence of light intensity follows a power 

law Isc F
α
. The exponent α was found to be 0.75. This value shows the presence of continuous 

distribution of trapping centers [83]. The trap centers affect the generation process of 

photocarriers in Al/CdO/p-Si/Al solar cell [4]. 

 

Figure 5.3: Plots of Isc and Voc vs. P of the Al/CdO/p-Si/Al solar cell [4]. 
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5.2.3. Characterization of ZnO thin film: 

Figures 5.4, 5.5 and 5.6 show the transmittance (T), reflectance (R) and absorption coefficients 

(α) spectra as a function of wavelength range from 250 to 1000 nm for the ZnO thin film grown 

using the sol solutions with molarity: 0.3M. 

The optical transmittance of a material is generally determined by the thickness, surface 

roughness, and absorption coefficient of the material.  

The transmittance values of ZnO thin film, in the visible range, were found to be 85% - 92%. 

These high transmittance values in UV/VIS region make this film an excellent candidate for 

transparent window in solar cells. 

The reflectance decreases as the wavelength increases (energy decreases) in the wavelength 

range (375-1000) nm 

The absorption coefficient for the thin films was obtained using the equation, 

       
           (   ) 

where I and I0 represent the intensities of the transmitted and incident light, respectively. 
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Figure 5. 4: Optical transmittance (T) as function of wavelength. 
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Figure 5. 5: Optical reflectance (R) as function of wavelength. 

  

Considering interfaces related to the thin film and the thin film thickness in practical 

experiments, the transmittance and reflectance of the ZnO-based materials obey the following 

equation [84]: 

  (   )    ,   -  (   ) 

where T represents the optical transmittance, R denotes the reflectance, and d is the thickness of 

the thin films. Thus, α can be calculated using the following equation: 

   
 

 
   ,  (   ) -  (   ) 

The optical bandgap (Eg) value of the thin film was calculated from a plot using the absorption 

coefficient of ZnO film as shown in Figure 5.7. 

The presence of a single slope in the plot suggests that the films have direct and allowed 

transition. The band gap energy is obtained by extrapolating the straight line portion of the plot 

to zero absorption coefficient. 
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Figure 5. 6: Absorption coefficient (α) as function of wavelength. 
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Figure 5. 7: (αh)² as function of wavelength. 

 

The band gap value of ZnO thin film is found to be 3.3 eV. The absorption coefficient of ZnO 

thin films is found to be zero in forbidden energy region and it is found to increase rapidly with 
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the decrease in wavelength beyond energy band gap. Zero absorption coefficients of ZnO thin 

films in the visible range of spectrum make these thin films suitable as window layer in solar 

cells. 

Figures 5.8 and 5.9 show the refractive index (n) and extinction coefficient (k), respectively, for 

the ZnO thin film grown using the sol-gel method. Knowledge of the dispersion of the refractive 

indices of semiconductor materials is essential to accurately model and optimize the optical 

properties of such materials. The complex refractive index of a semiconductor material can be 

expressed [85]: 

 ̂   ( )    ( )      (   ) 

where n and k represent the real and imaginary parts, i.e., the refractive index and extinction 

coefficient of the complex refractive index, respectively. The real part quantifies the phase 

velocity of light whereas the imaginary part quantifies the absorption of light in the material. The 

refractive index of a semiconductor material can be calculated using the following relation [86]: 

  (
   

   
)  √

  

(   ) 
           (    ) 

where k(=α/4 ), the extinction coefficient, can be calculated from the optical transmittance of 

the material. 
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Figure 5. 8: Refractive index (n) as function of wavelength. 
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Figure 5. 9: Extinction coefficient (k) as function of wavelength. 

 

Figures 5.10 and 5.11 show the dependence of the real (1) and imaginary (2) parts of the 

complex dielectric constant, respectively, on photon energy. The fundamental electron excitation 

spectra for the thin films are determined by the frequency dependence of the complex dielectric 

constant. The values of 1 and 2 are related to n and k and are calculated using the following 

formulas [85]: 

                     (    ) 

and 

                          (    ) 

Thus, the dielectric properties of the ZnO thin film change with change in the refractive index 

and extinction coefficient of the thin films. The steep increase in 1 and 2 for photon energies is 

due to the band gap transitions. 
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Figure 5. 10: Real dielectric constant (1) as function of photon energy. 
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Figure 5. 11: Imaginary dielectric constant (2) as function of photon energy. 

 

5.2.4. Characterization of ZnO/p-Si solar cell: 

The ZnO/p-Si solar cell which was fabricated by sol-gel spin coating method was electrically 

characterized. The short current density and open circuit voltage were measured and found to be 



Chapter 5: Results and discussion 

72 
 

around Jsc = 8 mA/cm
2
 and Voc = 0.3 V, respectively, as shown in Figure 5.12. These results of 

this device are not of very high quality [5]. 
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Figure 5. 12: Characteristics of the ZnO/p-Si solar cell [5]. 

 

5.3. Simulation results: 

The J-V results of both CdO/p-Si and ZnO/p-Si solar cells are lower than those similar solar cells 

reported in the literature [82]. It has been suggested that this poor performance was related to the 

presence of defects which create continuous distribution of trapping centers in the gap of CdO 

and ZnO materials. In the simulation section we will demonstrate this fact by considering the 

structures with and without the presence of the defects. 

 

5.3.1. Important equations for simulation:  

The space charge density in amorphous semiconductors is given by 

   (                          )   (    ) 

where n and p are the free carrier's densities,     is the n channel doping concentration and      , 

     ,    ,     are given by:  
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where    
 ( ) ,    

 ( ) are the ionization probabilities of the acceptor tail and Gaussian states, 

respectively, and    
 ( ),    

 ( ) are the ionization of the donor states (tail and Gaussian). At the 

steady state, these ionization probabilities are given by the Shockley-Read-Hall model as [87], 

[88]: 
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where    
  is the electron thermal velocity and    

 
 is the hole thermal velocity,    is the intrinsic 

carrier concentration.     and    
  are the electron capture cross-section for the acceptor tail and 

Gaussian states respectively.     and    
  are the hole capture cross-sections for the acceptor tail 

and Gaussian states respectively and    ,    
 ,    , and    

  are the equivalents for donors states. 
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It has to be mentioned here that when Eq. (5.13) is applied to a crystalline semiconductor (like 

Si) the terms                     are neglected. 

The continuity equations for both electrons and holes, in steady state, are expressed as: 

  

  
 

 

 
     ⃗⃗  ⃗        (5.22.a) 

  

  
  

 

 
     ⃗⃗  ⃗        (5.22.b) 

where   ⃗⃗  ⃗and   ⃗⃗  ⃗ are the electron and hole current densities,    and    are the generation rates for 

electrons and holes,    and    are the total recombination rates for electrons and holes in 

Gaussian and tail states, and   is the electron charge. The generation rate of these pairs at a 

position x from the illuminated front is given by [89]: 

 ( )  ∫  ( )  ( ) ( )   (  ( ) )

        

     (    ) 

where    ( ) is the AM1.5 spectrum flux.  

   and    are assumed to be the same and given by [90], 
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where    
  is the electron thermal velocity and    

 
 is the hole thermal velocity,    is the intrinsic 

carrier concentration.     and    
  are the electron capture cross-section for the acceptor tail and 

Gaussian states respectively.     and    
  are the hole capture cross-sections for the acceptor tail 

and Gaussian states respectively and    ,    
 ,    , and    

  are the equivalents for donors states. 

In the drift-diffusion model, the current densities are expressed in terms of the quasi-Fermi levels 

   and    as: 

              (      ) 

               (      ) 
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where    and    are the electron and hole mobilities, respectively. The quasi-Fermi levels are 

then linked to the carrier concentrations and the potential through the two Boltzmann 

approximations:        .
    

   
/ and        . 

    

   
/ where    is the effective intrinsic 

concentration and   is the lattice temperature. 

The electrical characteristics are calculated following the specified physical structure and bias 

conditions. This is achieved by approximating the operation of the device onto a two 

dimensional grid, consisting of a number of grid points called nodes. By applying the set of 

differential equations (Poisson's and continuity equations) onto this grid (or equation's 

discretization), the transport of carriers through the structure can be simulated. The finite element 

grid is used to represent the simulation domain.  

 

5.3.2. CdO modelling:  

Of interest to the present work, the current-voltage characteristics are calculated under 

illumination and different conditions. In the first case, the CdO film will be considered as a 

crystalline semiconductor (absence of defects). In the second case, the CdO film will be 

considered as an amorphous semiconductor, i.e it contains a continuously distributed energy 

states in its band gap due to the presence of defects. 

5.3.2.1. Crystalline CdO: 

The parameters used in this work to simulate the Al/CdO/p-Si/Al solar cell are presented in 

tables 5.1 and 5.2 for CdO and Si respectively. 

Table 5.1: Parameters used to simulate the CdO film of the ideal Al/CdO/p-Si/Al solar cell. 

Parameter Value Reference 

Band gap 2.27 eV [4] 

Electron affinity 4.51 eV [47] 

Donor density, ND 4.4x10
19 

cm
-3

 [50] 

CB effective density of states, NC  2.2x10
19 

cm
-3

 [73] 

VB effective density of states, NV 1.8x10
19

 cm
-3

 [73] 

Electron mobility 7.03 cm
2
/Vs [50] 

SRH lifetime for electrons and holes 1x10
-9

 s [73] 
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Table 5.2: Parameters used to simulate silicon of the ideal Al/CdO/p-Si/Al solar cell. 

Parameter Value Reference 

Band gap 1.12 eV [64] 

Electron affinity 5.05 eV [64] 

Acceptor density, NA 2.0x10
17 

cm
-3

 Supposed 

CB effective density of states, NC  2.8x10
19 

cm
-3

 [64] 

VB effective density of states, NV 1.04x10
19

 cm
-3

 [64] 

Electron mobility 1450 cm
2
/Vs [64] 

SRH lifetime for electrons and holes 1x10
-7

 s [73] 

 

The simulated (compared to measured) J-V characteristic under AM1.5 spectrum for the ideal 

Al/CdO/p-Si/Al solar cell using the parameters of tables 5.1 and 5.2 is shown in Figure 5.13. The 

short circuit current density (JSC) and the open circuit voltage (VOC) are much higher than those 

of measured J-V characteristics. Therefore it is of no interest to discuss this case. 

 

Figure 5.13: The simulated J-V characteristics of the ideal Al/n-CdO/p-Si/Al solar cell 

under AM1.5 spectrum. 

 

5.3.2.2. Amorphous CdO:  

It is well known that, in most cases, thin films have non crystalline structure. It is therefore 

expected that the polycrystalline or amorphous nature of these films give rise to defects in the 
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film lattice. These will give rise to different types of energy levels in the band gap of the 

material. 

In amorphous semiconductors, the density of states (DOS) is composed of four bands: two tail 

bands (a donor-like valence band and an acceptor-like conduction band) and two deep level 

bands (one acceptor-like and the other donor-like). The firsts are modeled as decaying 

exponentials from the band edge while the latters are modeled using a Gaussian distribution. The 

density is then given by: 

 ( )     ( )     ( )     ( )     ( )     (    ) 

The subscripts G and T are for Gaussian and tail respectively while A and D are for acceptor and 

donor respectively. 
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Where   ( )is the valence (conduction) band edge,    ( )(   
      ) the effective density at 

  ( ),   ( ) the characteristic slope energy of the valence (conduction) band-tail states,    ( ) 

the total density (        ),   (  ) the standard deviation and    ( ) the peak energy of the 

Gaussian distribution.  

The parameters of the different constituents of the DOS used to simulate their effect on the 

Al/CdO/p-Si/Al solar cell performance are presented in table 5.3.  

 

Table 5.3: Parameters of the DOS used to simulate the CdO film of the Al/CdO/p-Si/Al solar 

cell. 

Parameter   Value 

Standard deviation of the deep acceptors    (eV) 0.025 

Standard deviation of the deep donors    (eV) 0.05 

Peak energy of deep acceptors     (eV) 1.225 

Peak energy of deep donors     (eV) 1.225 

Characteristic slope energy of the valence band-tail states    (eV) 0.1 

Characteristic slope energy of the conduction band-tail states    (eV) 0.1 
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Furthermore the capture cross-sections for majority and minority carriers are         and 

            respectively for all states. A schematic representation of such states is shown in 

figure 5.14 for densities of:                          
 and 

                        
. 

 

Figure 5.14: The density of states (Gaussian and tail) in the nergy gap of CdO. 

 

We will now consider the effect of the different constituents of the DOS on the J-V 

characteristics of the non-ideal Al/CdO/p-Si/Al solar cell under AM1.5 spectrum. 

5.3.2.3. Effect of the deep Gaussian states: 

First the acceptor-like and donor-like deep level bands in the CdO film are varied symmetrically 

(   ( )     ( )) and the J-V characteristics of the non-ideal Al/n-CdO/p-Si/Al solar cell 

under AM1.5 spectrum were computed. The density of tail was kept at a low value at         

                
so that it can be neglected compared to deep states. The acceptor doping 

concentration of silicon was                . The fixed oxide charge density was also kept 

low at                . The simulated J-V characteristics are shown in Figure 5.15. 

 

Fig.9. The total distribution of energy states of CdO 
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Figure 5.15: The simulated J-V characteristics of the non-ideal Al/CdO/p-Si/Al solar cell 

under AM1.5 spectrum for variable acceptor-like and donor-like deep Gaussian bands in 

the CdO film. 

 

The figures of merit of the solar cell: the short circuit current density (JSC), the open circuit 

voltage (VOC), the efficiency (η) and the fill factor (FF) are extracted from the J-V 

characteristics. These are shown in Figure 5.16. 

The cell performance parameters do not change as long as the DOS stays below 1×10
14

 cm
−3

 

eV
−1

. From 10
16

 cm
−3

 eV
−1

, the presence of deep level bands in the CdO film degrades all solar 

cell parameters except the fill factor which increases with increasing density. It has to be 

mentioned that although the decreased parameters tend to approach the real (measured 

parameters), the fill factor is not. This means that the simulated J-V characteristics are not 

comparable to measurements. The degradation of JSC can be understood from the fact that the 

photogenerated carriers are captured by the high density of the defects. The degradation of VOC 

can be explained by a decrease in JSC as well as a possible increase of the dark saturation current 

   of the CdO/Si diode in the presence of defects in accordance to the relation     

    (      ).  
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Figure 5.16: The effect of deep level Gaussian bands in the CdO film on the solar cell 

performance parameters under AM1.5 spectrum. 

 

The strange behaviuor of the fill factor FF (increasing then decreasing) with increasing density 

of states) may be explained by considering the equivalent circuit of the solar cell. The electric 

model is often composed of: a diode, representing the behavior of the solar cell in dark, a current 

source representing the photogenerated current, a series resistance    representing the resistive 

losses of the material and a shunt resistance     modeling parasitic currents which cross the cell. 

When the defect DOS increases, two cases arise: 

 (i) If defects are found in the space-charge zone, the increase of the defects DOS can create 

conduction channels and leakage currents associated. This will decrease    .  
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(ii) If defects are found out of the space charge zone, the increase of the defect DOS will increase 

the non-radiative recombination rate, thus increasing   .  

In the present case, ie when the defects increases, the space charge decreases inducing a decrease 

in     but an increase in   . Both resistances are known to influence the fill factor of the solar 

cell. An increase in    (or decrease in    ) will degrade FF. So there is a competution between 

the effects of both resistances. An increase in FF is dominated by the decrease in    while a 

decrease in FF is dominated by the decrease in    . 

 

5.3.2.4. Effect of the tail states: 

The second case was studying the effect of the tail states on the solar cell performance by 

varying, symmetrically, the acceptor and donor densities at the conduction and valence band 

edges of the CdO film respectively (       ). The density deep states was kept at a low value 

of                         
 so that it can be neglected compared to tail states. The 

acceptor doping concentration of silicon was                . The fixed oxide charge 

density was also kept low at                . The simulated J-V characteristics are shown in 

Figure 5.17. 

 

Figure 5.17: The simulated J-V characteristics of the non-ideal Al/CdO/p-Si/Al solar cell 

under AM1.5 spectrum for variable acceptor-like and donor-like deep tail states in the 

CdO film. 



Chapter 5: Results and discussion 

82 
 

The figures of merit of the solar cell: the short circuit current density (JSC), the open circuit 

voltage (VOC), the efficiency (η) and the fill factor (FF) are extracted from the J-V 

characteristics. These are shown in Figure 5.18. 

 

Figure 5.18: The effect of the density of the tail states at the conduction and valence band 

edges in the CdO film on the solar cell performance parameters under AM1.5 spectrum. 

 

The cell performance parameters do not change as long as the tail states density stays below 

1×10
16

 cm
−3

 eV
−1

. From 10
16

 cm
−3

 eV
−1

, the presence of deep level bands in the CdO film 

degrades all solar cell parameters except the fill factor which increases with increasing density 

until 1×10
18

 cm
−3

 eV
−1

 when it starts to decrease. As in the case of the DOS effect and although 

the decreased parameters tend to approach the real (measured parameters), the fill factor is not. 

This means that the simulated J-V characteristics are still not comparable to measurements.  
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It has to be mentioned that the effect of tail states is very similar to that of Gaussian states. In 

both cases the effect indicates that the defects act as dopants, modifying the doping profile and 

reducing the space charge zone of the junction. So the same analysis of the dependence of the 

solar cell parameters on the density of the tail states used in the previous case may are applicable 

here. 

 

5.3.2.5. Effect of p-type doping of silicon: 

The third and last case studied is the effect of the p-type doping of the silicon absorber layer (Si) 

which was varied from             to            . The other parameters were: the 

density of the Gaussian deep states distribution                    , the density of the 

tail                       and the fixed oxide charge density              . The 

simulated J-V characteristics are shown in Figure 5.19. 

 

Figure 5.19: The simulated J-V characteristics of the non-ideal Al/CdO/p-Si/Al solar cell 

under AM1.5 spectrum for variable p-type doping of  

 

The extracted figures of merit of the solar cell are shown in Figure 5.20 under the effect of 

variable p-type doping of silicon.     increases with increasing p-type doping of Si. This can be 

understood bearing in mind that it is proportional to the barrier (diffusion, built-in) voltage (  ) 
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of the p-n junction and the latter is proportional to the doping density of the two sides of the 

junction as          (       
 ). JSC, on the other hand, decreases which may be due to the 

decrease in of the junction dark saturation current density JS which in turn is inversely 

proportional to the doping density. This relationship is given by         (      )  

(   ⁄ )  (      )  Although    increases, but the increase of    (the decrease of    ⁄ ) will 

be far more influent. The increase in the fill factor (FF) with increasing    may be interpreted by 

the effect on the space charge region (SCR) of which the width increase with decreasing doping 

density. This may create a path through the defects in SCR which is usually represented as a 

shunt resistance     in the electrical model of a diode. The effect of     on FF is well known: 

they are simply proportional. Thus a decrease in     induces a decrease in FF. 

 

Figure 5.20: The extracted figures of merit extracted from the simulated J-V 

characteristics of the non-ideal Al/CdO/p-Si/Al solar cell under AM1.5 spectrum for 

variable p-type doping of Silicon. 
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5.3.2.6. Simulation of the effect of defects under different illumination power intensities on 

the Al/CdO/p-Si/Al solar cell performance: 

Simulation of the effect of the tail and Gaussian defect on the Al/CdO/p-Si/Al solar cell has led 

to comparable values between simulation and measurement for both    and    . However the 

effect was not able to obtain comparable values for FF. The acceptor doping of silicon induced 

comparable values for FF. Combing the effects of defects in CdO and doping in Si, all 

parameters were almost perfectly reproduced when the solar cell is subjected to AM1.5 spectrum 

(light power intensity of 100 mW/cm
2
). The values which gave comparable simulation and 

measurement were: an acceptor p-type doping of silicon, NA= 2.07x10
17

 cm
-3

, a total density of 

the Gaussian states, GGa,d=1x10
15

 cm
-3

/eV, a density of tail states, GTa,d= 1.5x10
19

 cm
-3

/eV, and a 

fixed oxide charge density; Qf=5x10
11

 cm
-2

. These values were then used to simulate the effect 

of light intensity on the J-V characteristics of the solar cell and compared to measurements. This 

comparison is shown in Figure 5.21. 

 

Figure 5.21: Comparison of simulated and measured J-V characteristics of the Al/CdO/p-

Si/Al solar cell diode for different illumination power intensities. 
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Figure 5.22: Comparison of the Al/CdO/p-Si/Al solar cell parameters extracted from the 

simulated and measured J-V characteristics of Figure 5.21 for different illumination power 

intensities. 

 

As it is very clear there is a very good agreement between simulation and measurements. From 

Figure 5.21, the solar cell parameters are extracted and presented in Figure 5.22. The extracted 

parameters give almost a perfect match between simulation and measurement. 

 

5.3.3. ZnO modelling:  

A similar study of CdO is carried out fo ZnO. In the first case, the ZnO film will be considered 

as a crystalline semiconductor (absence of defects). In the second case, the ZnO film was 

considered as an amorphous semiconductor, i.e. it contains a continuously distributed energy 

states in its band gap due to the presence of defects. 

 

5.3.3.1. Crystalline ZnO: 

The parameters of ZnO used in this work to simulate the ZnO/p-Si/Al solar cell are presented in 

tables 5.4 and 5.5. The same parameters of p-Si used in the studied CdO/p-Si solar cell are used 

in this study.    
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Table 5.4: Parameters used to simulate the ZnO film of the ideal ZnO/p-Si/Al solar cell. 

Parameter Value Reference 

Band gap 3.3 eV Extracted 

Electron affinity 4.35                              [49] 

Donor density, ND 5x10
19 

cm
-3

 [51]  

CB effective density of states, NC  2.2x10
19 

cm
-3

 [73] 

VB effective density of states, NV 1.8x10
19

 cm
-3

 [73] 

Electron mobility 8                                                                   [2]                                                                      

SRH lifetime for electrons and holes 1x10
-9

 s [73] 

 

5.3.3.2. Amorphous ZnO: 

The parameters of the different constituents of the DOS used to simulate their effect on the 

ZnO/p-Si/Al solar cell performance are presented in table 5.5.  

 

Table 5.5: Parameters of the DOS used to simulate the ZnO film of the ZnO/p-Si/Al solar cell. 

Parameter   Value 

Standard deviation of the deep acceptors    (eV) 0.07 

Standard deviation of the deep donors    (eV) 0.07 

Peak energy of deep acceptors     (eV) 1.5 

Peak energy of deep donors     (eV) 1.5 

Characteristic slope energy of the valence band-tail states    (eV) 0.1 

Characteristic slope energy of the conduction band-tail states    (eV) 0.1 

 

5.3.3.3. Simulation of the effect of defects on the ZnO/p-Si/Al solar cell performance: 

The effect of the different constituents of the DOS on the J-V characteristics of the non-ideal 

ZnO/p-Si solar cell is shown in Figure 5.23. Simulation of the effect of the fixed oxide charge 

density, tail and Gaussian defects on the ZnO/p-Si/Al solar cell has led to comparable values 

between simulation and measurement for FF,    and    . The values which gave comparable 

simulation and measurement were: a total density of the Gaussian states, GGa,d=1.5x10
15

 cm
-3

/eV, 
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a density of tail states, GTa,d= 2.5x10
20

 cm
-3

/eV, and a fixed oxide charge density; Qf=1.5x10
11

 

cm
-2

. 
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Figure 5.23: Comparison of simulated and measured J-V characteristics of the ZnO/p-Si 

solar cell. 

 

As it is very clear there is a very good agreement between simulation and measurements. The 

extracted parameters gave almost a perfect match between simulation and measurement. 

 

Table 5.6: Table gathers all parameter values which gave comparable simulation and 

measurement of both CdO/p-Si and ZnO/p-Si solar cells. 

Solar cells CdO/p-Si ZnO/p-Si 

Tail DOS, acceptor-like, GTA (cm
-3

/eV) GTA (CdO)= 1.5x10
19 

 GTA ZnO: 2.5x10
20

 

Tail DOS, donor-like , GTD (cm
-3

/eV) GTD (CdO)= 1.5x10
19 

GTD ZnO: 2.5x10
20

 

Gaussian DOS, acceptor-like, GGA (cm
-3

/eV) GGA (CdO)= 1x10
15

 GGA ZnO: 1.5x10
15

 

Gaussian DOS, donor-like, GGD (cm
-3

/eV) GGD (CdO)= 1x10
15

 GGD ZnO: 1.5x10
15

 

Density of fixed oxide charge, QF (cm
-2

) QF (CdO)= 5x10
11

 QF (ZnO)= 1.5x10
11

 

Density of acceptors, NA (cm
-3

) NA (p-Si)= 2.07x10
17

 NA (p-Si)= Fixed 
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5.4. Conclusion: 

CdO and ZnO thin films were prepared by sol-gel spin-coating. The film have been characterized 

using optical measurements. The optical constants of the CdO and ZnO films were analyzed and 

investigated. CdO/p-Si and ZnO/p-Si heterojunction solar cells which were then fabricated. 

Electrical characterisation of these solar cells showed a poor performanc. In this work numerical 

simulation using Silvaco ATLAS software is used to model the aforementioned solar cells and to 

elucidate this poor performance. Several possible causes were considered: the presence of 

defects in the semiconductor (tail or Gaussian states), fixed charge, and doping of silicon. For the 

CdO film, the defects were found to mainly affect VOC and JSC. On the other hand FF is mainly 

affected by the p-type doping of silicon. Good comparison between experimental and simulation 

results was obtained with these values: an acceptor p-type doping of silicon, NA= 2.07x10
17

 cm
-3

, 

a total density of the Gaussian states, GGa,d=1x10
15

 cm
-3

/eV, a density of tail states, GTa,d= 

1.5x10
19

 cm
-3

/eV, and a fixed oxide charge density; Qf=5x10
11

 cm
-2

. These values produced a 

good agreement between simulated and measured J-V characteristics of the solar cell under the 

effect of the light power intensity. For the ZnO film, the simulation of the effect of the fixed 

oxide charge density, tail and Gaussian defects on the ZnO/p-Si/Al solar cell has led to 

comparable values between simulation and measurement for FF,     and    . The values which 

gave comparable simulation and measurement were: a fixed oxide charge density, Qf=1.5x10
11

 

cm
-2

,
 
a total density of the Gaussian states, GGa,d=1.5x10

15
 cm

-3
/eV and a density of tail states, 

GTa,d= 2.5x10
20

 cm
-3

/eV. 

 

 

 

 

 

 

 

 



Chapter 6: Conclusion and perspectives 

90 
 

 

 

 

 

 

 

 

Chapter 6: Conclusion and perspectives

  



Chapter 6: Conclusion and perspectives 

91 
 

 

 Conclusion and perspectives Chapter 6:

 

6.1. Conclusion: 

CdO and ZnO thin films were prepared by sol-gel spin-coating. The films have been 

characterized using optical measurements. The optical constants of the CdO and ZnO films, band 

gap (Eg), refractive index (n), extinction coefficient (k), to be used in simulation, were analyzed 

and investigated. CdO/p-Si and ZnO/p-Si heterojunction solar cells which were then fabricated. 

Electrical characterisation of these solar cells showed a poor performance. In this work 

numerical simulation using Silvaco ATLAS software is used to model the aforementioned solar 

cells and to elucidate this poor performance. Several possible causes were considered: the 

presence of defects in the semiconductor (tail or Gaussian states), fixed charge, and doping of 

silicon. Evidently the first case produced results far from reality. In the second case, however, 

and by adjusting the constituents of the band gap states,  

1. For CdO material, the simulation of the effect of the tail and Gaussian defects of CdO on 

the Al/CdO/p-Si/Al solar cell has led to comparable values between simulation and 

measurement for both     and    . However the effect was not able to obtain comparable 

values for FF. The acceptor doping of silicon induced comparable values for FF. 

Combing the effects of defects in CdO and doping in Si, all parameters were almost 

perfectly reproduced when the solar cell is subjected to AM1.5 spectrum (light power 

intensity of 100 mW/cm
2
). The values which gave comparable simulation and 

measurement were: an acceptor p-type doping of silicon, NA= 2.07x10
17

 cm
-3

, a total 

density of the Gaussian states, GGa,d=1x10
15

 cm
-3

/eV, a density of tail states, GTa,d= 

1.5x10
19

 cm
-3

/eV, and a fixed oxide charge density; Qf=5x10
11

 cm
-2

. These values were 

then used to simulate the effect of light intensity on the J-V characteristics of the solar 

cell and compared to measurements. 

2. For ZnO material, the simulation of the effect of the fixed oxide charge density, tail and 

Gaussian defects of ZnO on the ZnO/p-Si/Al solar cell has led to comparable values 

between simulation and measurement for FF,     and    . The values which gave 

comparable simulation and measurement were: a fixed oxide charge density, Qf=1.5x10
11
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cm
-2

,
 
a total density of the Gaussian states, GGa,d=1.5x10

15
 cm

-3
/eV and a density of tail 

states, GTa,d= 2.5x10
20

 cm
-3

/eV. 

 

6.2. Perspectives: 

The obtained results of studying the CdO/p-Si and ZnO/p-Si heterojunction solar cells left some 

questions unresolved. Several issues which were observed in these solar cells should be 

investigated in order to achieve a better characterization. 

The existed defects in the CdO and ZnO materials and changing of the doping concentration of 

the absorber layer, p-Si, have remarkable effects on the efficiency of these solar cells. Therefore, 

the interest of studying these parameters may lead to improve the electrical characteristics.  

In our perspectives, if it will be possible, we will prepare similar structures by using different 

techniques and different absorber substrates. We can summarize these projects in these following 

titles, 

• Use different deposition methods. 

• Study the effect of solution molarity.  

• Study the effect of CdO and ZnO doping. 

• Change the absorber layers with others have different doping concentration. 
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