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Introduction

The implementation of suitable control techniques, such as the use of insecticides, fun-
gicides, and disease-specific chemicals, which eventually result in increased production,
depends critically on the effective monitoring of crop health and early disease identifi-
cation. Plant illnesses brought on by bacterial, fungal, viral, and insect infestations can
cause major harm and have a negative influence on agriculture. Early disease detection
can reduce losses and stop the spread of the illness.

Particularly in nations like Algeria, where it employs about 14.7% of the population,
agriculture is a crucial sector. However, choosing the right crop for a farmer’s plot of land
can be difficult, which reduces yields and earnings. There is an urgent need to expand
food production since the world’s population is expected to exceed 9.7 billion people by
2050. A 70% increase in food production is urgently needed. Pests and diseases, on the
other hand, constitute a danger to agricultural output, leading to considerable losses and
even crop collapse. Precision farming can be revolutionized by utilizing technology like the
Internet of Things (IoT) and image processing for disease prediction. This will allow for
the effective monitoring of enormous agricultural fields and the precise detection of plant
diseases using deep neural networks.

Large farms cannot be monitored using the traditional disease detection approach, which
relies on human competence through visual inspection. As a result, crop monitoring and
forecasting require automated techniques. By using such solutions, you may lessen envi-

ronmental harm and related production costs caused by overusing pesticides and other
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chemicals. Furthermore, improvements in big data analysis present prospects for smart
farming by offering knowledge for increased agricultural yields, sustainable practices, di-
sease detection, and effective management of water and soil. The gathering and analysis of
big data in agriculture use information from a variety of sources, including meteorological
stations, remote sensors, historical records, and publicly accessible databases.

With roughly 690 million people today experiencing food insecurity, the alarming rise in
world hunger emphasizes how critical it is to correctly identify and identify plant diseases.
Pests and diseases cause more than 50% of agricultural output to be lost, which has an
enormous influence on the food supply. In the past, plant diseases have had disastrous
effects, such as the Irish potato famine that killed millions of people. Therefore, by eva-
luating real-time data on air temperature, humidity, and other elements, coupled with
photographs of plant leaves, advanced technologies, such as artificial intelligence, IoT, and
cloud computing, can enable early prediction of plant illnesses. This information can make
it easier to identify diseases, give descriptions of diseases and their symptoms, and suggest
treatments.

The concept also includes a fertilizing system that selects cultivable crops depending on
factors like soil type and climate. A technique for identifying weeds and insects also aids in
combating pests that harm plants by consuming their sap. Farmers can optimize irrigation
time and volume with the help of an intelligent irrigation system. Along with training and
counseling programs, a platform is also developed to promote cooperation, knowledge
exchange, and education among growers, plant breeders, specialists, and consumers.

The project’s main objective is to identify early-stage plant illnesses and prevent them,
reducing economic and psychological costs for both farmers and consumers. The initiative
seeks to stabilize prices and guarantee that consumer living expenses are reasonable by
preventing crop losses. Since all data is saved on the cloud, farmers may access it from any
location at any time. The data is processed by pre-built artificial intelligence algorithms,

which produce superior outcomes to earlier research. The farmer receives messages via
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their phone with information about the progress of the plants, as well as suggestions and
instructions.

The project’s succeeding sections are organized as follows : Plant diseases and agricultural
pests, their sources, and their effects are thoroughly explained in Section 1. The main ideas
of artificial intelligence, the Internet of Things, and other materials and procedures that are
required to achieve the project’s objectives are examined in Section 2. The experimental

design, data, analysis, and conclusions are all included in Section 3.
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Chapter 1. Phase-1-Plants Diseases

1.1 Introduction

Plant diseases pose significant challenges to agricultural productivity, affecting crop
yield, quality, and overall plant health. They are caused by various pathogens, including
fungi, bacteria, viruses, nematodes, and other microorganisms. Plant diseases can manifest
as infections in leaves, stems, roots, or fruits, resulting in symptoms such as wilting,
discoloration, lesions, stunted growth, and yield loss.

Understanding and managing plant diseases is crucial for sustaining global food
production and ensuring food security. Effective disease management involves a combina-
tion of preventive measures, early detection, accurate diagnosis, and appropriate control
strategies.

Plant diseases can spread through various means, including infected seeds, conta-
minated soil, air-borne spores, water, and insect vectors. Factors such as environmental
conditions, crop variety susceptibility, and cultural practices can influence disease deve-
lopment and severity.

Plant pathologists and researchers study the causes, biology, and epidemiology of plant
diseases to develop strategies for disease prevention and control. They conduct extensive
research to identify resistant crop varieties, develop disease-resistant traits through genetic
modification, and devise sustainable and integrated disease management approaches.

Disease management strategies may include cultural practices like crop rotation, sa-
nitation, and proper plant spacing to reduce disease incidence. Chemical control methods,
such as the use of fungicides and bactericides, can be employed when necessary, although
their usage needs to be judicious to minimize environmental impacts and the development
of resistance.

Biological control methods, utilizing beneficial organisms such as predatory insects
or antagonistic microorganisms, are also employed to suppress plant diseases. Additio-
nally, advancements in precision agriculture, remote sensing, and data analytics are being

harnessed to monitor and predict disease outbreaks, aiding in timely interventions.
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It is crucial to note that plant diseases can have significant economic implications,
leading to significant losses for farmers and affecting global food supplies. Vigilance, early
detection, and proactive disease management are vital to minimizing the impact of plant
diseases on agricultural systems and ensuring sustainable food production.

In conclusion, plant diseases are a persistent threat to agriculture and global food
security. Ongoing research, technological advancements, and collaborative efforts among
scientists, farmers, and policymakers are necessary to develop effective disease management
strategies and safeguard our crops against devastating diseases.

We will present in this section :

1 -What does plant disease mean ?
2 -Definitions of the most important concepts.
3 -What are the harms of plant disease, and the aim of studying plant disease ?

4 Some plant diseases : their causes, symptoms...-

1.2 Plant Pathology or Phytopathology

It is a science that studies plant diseases.

1.3 Plant disease

It is any abnormal deviation and continuous change that occurs during plant
growth and activity arising from the presence of a pathogen, which causes the appearance
of symptoms that hinder the plant, which negatively affects production in quantity and

quality.[I]
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ProAgara oy rihesscd
£

ey
W Gewares Ol — - -

P recsses POw rvedad '?_.‘v- ‘B )
] Sroot pagnt
- . T Lol blght
rd )
-
L

S
g PO PO el o
siorage of sEarcs, M
profens, . aord fofs . —
‘._:--&:"--.
A
>

Trar speratic - - =

N > Frusd spo®
i

F el =t

1 ieal spot

P e
(Food rranefocture)

Sasoer s Cred b rogen
foarrm amins goess
- JRoot roi

-
Uptake of wates

—
aAnd Mmoo s oty

Fic. 1.1 — Diagram showing the basic functions of plants on the left and plant diseases on
the right. [2]

1.4 Symptoms[1]

It is the group of changes that appear on the diseased plant, for example, the change in
the color, texture, and shape of the plant tissue. Often we can do a field diagnosis of the

plant through the symptoms, and if it is difficult, we do a laboratory study.

1.4.1 The most important symptoms of plant diseases[1]
The discoloration

Appears mainly on leaves, but can also appear on flowers, fruits, stems, and roots. Among

its forms :

Chlorotic paleness It is the deterioration of the green pigments of the plant tissue

(chlorophyll) and its coloration in light or pale green color, and it may appear sometimes

7
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in the veins only or on the blade between the veins, and it can occur due to (lack of

nitrogen or iron or viral infection).

Whitening That is, the color becomes completely white, and it occurs due to the ab-
sence of all existing plant pigments, and this can be of genetic origin (which may appear

on part or all of the plant) or of external origin (due to herbicides that affect chlorophyll).

Yellowing It is a decline in chlorophyll pigment followed by the appearance of a yellow
pigment, resulting from carotenoids or xanthophylls. , and it can occur for physiological

reasons, not innate, and may result from infection with viruses or mycoplasma.

Redness This the emergence of red pigments, either due to the deterioration of the green
pigments, which allowed the emergence of red pigments (anthocyanins) that are naturally

present in the tissues, or their production abnormally as a result of a pathological injury.

Mottled It is an irregular change in color, as alternating areas of varying color intensity
appear, and it is considered a preliminary indication that the plant is infected with a viral

disease.

Dark green  Which is an increase in the intensity of the green color, which makes the
vegetative organs have a bluish appearance. And its symptoms usually appear in the case
of phosphorus deficiency or an increase in nitrogen in the plant concerned, or in the case

of extreme thirst.

Darkening of tissues Is the accumulation of melanin, which results from a pathological
action in the form of dark-colored compounds, and is often attributed to the action of

oxidase enzymes on phenolic compounds.



Chapter 1. Phase-1-Plants Diseases

Symptoms of wilting

It is a loosening of the juicy plant organs accompanied by yellowing or drying and falling
of the leaves, then the death of the branches, and perhaps the death of the entire plant
when the imbalance in its water balance worsens, and it may be sudden or gradual, and

its causes may be :

1 Environmental physiology, such as dry weather and intense heat, as it is related to the

scarcity of water in the soil or to the increased loss of water from the leaves.

2 Parasitic, such as rot that affects the roots or wilting fungi that enter through the root
and settle in the wood and impede the access of water and mineral elements to the

upper parts of the plant.

Symptoms of necrosis or localized death

It is the death of tissues and cells as a result of an inevitably parasitic invasion of fungi and
bacteria. As for inevitably parasitic organisms such as viruses, rust fungi, or downy and
powdery mildew, they do not destroy plant tissue, if they do not fall within the symptoms

of this group. Among them are its most important forms :

Blight It is the sudden death of parts of the entire plant (the stem and branch with its
flowers, leaves, and then fruits, and their coloration in a dark brown color without falling
off). It results from infection with a rapidly multiplying fungus or bacteria (such as fire
blight and monilia blight

on fruit trees).

Damping-off It is the curvature of the seedlings and their lying on the soil as a result

of a local decomposition of the plant tissue near the soil surface.

Back Die It is the gradual death of the tips of the stem or branches and twigs starting

from their tops.
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Spotting The appearance of dead spots of specific shape and area on young plant organs
such as leaves and fruits. The shape, diameter and color of the spot differ from one plant
to another .The characteristics of the spot are An important indicator in the diagnosis

Most of the blotches are caused by the intrusion of astrocytic or incomplete fungi.

Shot-hole It is a form of blotch that affects the leaves and ends with the detachment of

the plant tissue and its fall leaving limited holes.

Blotch It is similar to blotch However, the dead zone is not defined in size or shape .

Scab abnormal superficial rotting of the plant cells which later leads to roughening and

cracking of the surface of the fruit or tuber at the site of infection.

Russet Which is the rotting of the epidermal cells in the fruits as a result of their
infection by surface parasites such as powdery mildew, their sensitivity to pesticides, or
exposure to unsuitable weather conditions. The corking of straw is less deep and cracked

than the corking of scabs.

Rot Usually seen on fruits, tubers and bulbs, and sometimes on roots and stems. Where
the causative agent secretes enzymes,especially pectin and cellulose decomposing enzymes,
which leads to the decomposition of the cell walls of the plant tissue and the exit of the
cytosol. And putrefaction is often accompanied by smells of fermentation. The mold may
have a distinctive color, which is the color of the mycelium of the causative fungus, so it

is said, for example, blue, gray, green or brown mold.

Mummification Which is a subsequent presentation of mummification, where the rot-
ten fruit dries up and remains attached to the plant or falls to the ground. It is called
mummified or mummy. The mummified organism usually contains mold-causing struc-

tures, such as static mycelium or stony bodies.

10
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Canker (Chancre) Which is a localized death of perennial tissues of wood and bark on
the branches, stems and roots. In the case of a canker, the organism is in constant conflict
with the plant tissue that tries to close the ulcer with tissues generated by the cambium

adjacent to the dead tissue.

Symptoms of deformity

Nanism It is the failure of the plant or some of its members to reach their normal size.

Nanism is often caused by viral, mycoplasmic and genetic diseases.

Tumor Which is an abnormal enlargement of plant tissue caused by the excessive divi-
sion of cells as a result of an increase in cell sizes, or both. And it has two forms, the first
occurs as a result of the secretion of substances of an oxygenic nature that incite excessive
growth, as is the case in the bacterial tuberculosis of olives and the root nodes caused by
nematodes. The other form is more like real cancer, where the pathogen causes a genetic
change in the plant cell, turning it into a carcinogenic cell with random division, as is the

case in bacterial coronary tumor disease.

Curl In which the leaves curl and twist in irregular shapes, and the curl is usually
accompanied by irregular thickening of the leaf tissue, as is the case in peach and almond

leaf curl disease.

Rosette Where the internodes of the stem are dwarfed, and the leaves come close to

each other, and thus they can be likened to the petals of roses.

Phyllody This means the phyllody of the flower, as it is surrounded by green leaves
instead of the petals. It is a common symptom in some mycoplasmic diseases, such as

tomato color disease.

11
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Root hairy Where abundantly branching and very thin roots are formed, as in bacterial
hairy root disease. G - Proliferation : Which is the formation of a plant organ in an
abnormal way on another similar organ, such as the formation of overlapping flowers in
chrysanthemums or the formation of lateral pubes on the original cob of corn? It is often

a symptom of genetic abnormalities.

1.5 The aim of studying plant pathology|2]

1 It is to prevent the occurrence of plant epidemics by studying the behavior of pathogens,
the spread of epidemics and how they occur, and then trying to break the pathological
cycles in their weaknesses, as by reducing the amount of infectious inoculum, the

disease can be controlled.
2 To maintain high yields and limit crop losses.
3 Ameliorate conventional agricultural systems.

4 climate change also affects plant growth by reducing water availability and other abio-
tic stress factors. Recent studies have shown that climatic variables (e.g. humidity,
temperature) are important drivers explaining the global distribution of potentially

pathogenic soil-borne microorganisms [3, [4]

5 Diseases are responsible for losses of at least 10% of global food production, representing
a threat to food security (Strange & Scott, 2005) [5]. Agrios (2004) [6] estimated
that annual losses by disease cost US$ 220 billion. Besides direct losses, the methods
for disease control - especially the chemical methods — can result in environmental
contamination and residual chemicals in food, in addition to social and economic
problems. The close relationship between the environment and diseases suggests
that climate change will cause modifications in the current phytosanitary scenario.
The impacts can be positive, negative or neutral, since there can be a decrease, an

increase or no effect on the different pathosystems, in each region.[7]

12
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6 Advancements in technology, including sensors, communication methods, machines, and

even robots [§].
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F1G. 1.2 — Some key inputs, processes involved and possible outputs of smart farming [§].

7 Economic and crop production losses.

8 The big world population.

1.6 The history of plant diseases[2].

° Man tried to resist plant diseases around 700 BC when the Romans made offerings
to the rust gods, as they believed that the pathogens were evil spirits.

) Generations passed on these superstitions until they became a fixed belief near the
end of the 18th century AD.

° At the end of the 18th century, the Englishman Forsyth performed the first surgery
on a tree, where he got rid of the wounds and ulcers that appeared on its trunk and

coated it with a paste used to treat cows’ wounds, and the tree was cured.

13
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F1G. 1.4 — The world population from 1950 to 2020 [9].

In modern times, the French proved it Anton deBary there is a fungus associated

with potato blight disease, and it is the cause of the disease symptoms.

In 1824, sulfur was used to protect plants from powdery mildew.

In 1878, Thomas Burrill discovered the cause of fire blight in the pear, which is

bacterial, and this was the first record of the occurrence of a plant disease caused by

bacteria.

During World War IT and with technological development, scientists were able to

manufacture many pesticides and their use spread even in the fight against bacterial

14
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plant diseases.

° With the advent of the term artificial intelligence, scientists tried to make it easier

for farmers to create smart systems to diagnose and predict plant diseases.

° With the advent of the term Internet of Things, the world has become oriented

toward smart and accurate agriculture, which allowed diseases to be detected easily.

1.7 The significance of plant diseases[2].

° Its occurrence causes damage and destruction to the plants on which man depends
for his food, as its deficiency leads to misery and may end in starvation, as is the

case in poor countries.

° Doom, death and mass emigration, as happened in Ireland in 1845, and Japan in
1941...
° Determine agriculture and industry, as diseases control the type and quantity of

industry and agriculture according to each region.

) Quantitative and qualitative loss in the crop, and some of it turned into an image

unfit for human use.

1.8 The dissemination of plant pathogens[2].

Diffusion is the movement from one field to another, from one country to another, from

one region to another, or from one continent to another, due to several factors :
° By wind, rain and water.
° By insects, animals, humans, soil and seedlings.

° By plant waste.
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1.9 DMonitoring, examination, diagnosis and predic-
tion[1].

1.9.1 Monitoring

It is a process of follow-up, monitoring and counting to determine the number of insects
present in the field environment, and it is done by using sticky color traps distributed
inside the field in a regular distribution, and their number is not less than (50-100) a
dunum according to the type of cultivation used (covered - uncovered) and if the average
number of attached insects was more than 20 insects/trap, then a control decision could

be taken.

1.9.2 Examination

It is a precautionary process aimed at determining the health of plants in the field, and
it is done using fixed, selected examination areas distributed randomly within the field,
which are visited weekly and their plants are examined for infectious pathogens, through
which the first diseased spot is inferred within the field and then preventive measures are

taken to contain the disease and confront it to prevent its spread.

1.9.3 Diagnosis
It is a deduction process through observations, discussions and information to identify
the pathogen and then take the necessary control measures.
Observing a system or pattern of the distribution of the disease in the field

May contribute to some extent in determining the causative agent, as :
° The appearance of symptoms in a random manner on plants in the field due to one

air- borne fungus or to one of the non-living factors in the soil, such as the lack of elements,

16
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or in the atmosphere as the effect of air pollutants .

. The appearance of the condition as scattered spots in the field is due to one of the
soil borne pathogens such as root rot and vascular wilt diseases. The diagnostician should
note whether there is a relationship between the distribution of the condition and the
topography of the field.

° The appearance of the condition at the edge of the field is likely to be due to an

insect-borne pathogen.

Note the distribution of symptoms on the plant

It varies according to the pathogen and sometimes depends on the environmental
conditions in the case of a single pathogen. Some pathogens are characterized by infection
occurring in young leaves, and there are pathogens that infection occurs in advanced leaves.
Some pathogens may prefer the lower leaves because they need high humidity that is more

available in the lower part of the plant, near the soil surface.

Examine the symptoms and signs accurately on the plant
Each type of defect indicates the type of disease, like this :
1 A deficiency in the growth of organs and tissues :

Such as cases of general dwarfism, short plant internodes, root failure, irregular formation

of chlorophyll or other pigments, or flowering failure or holding fruits.
2 Death of tissues or parts of the plant :

These are probably the most common types of symptoms and include leaf mottling, edge

burning, complete leaf death, terminal death of branches, and fruit rot .
3 General change in appearance :

It includes cases of irregular distribution of chlorophyll in leaves and flowers, such as mosaic

patterns and discoloration of flowers .

17
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4 The occurrence of an increase in growth from the normal state :

Such as tumors, curling leaves, knots on the stems and roots, and abundant flowering .

1.9.4 Prediction plant disease

It is the detection of early-stage plant disease, the ultimate goal of such detection
systems is to identify the disease with a minimum of physical changes to the plant. Iden-
tifying diseases or abiotic problems as early as possible has obvious benefits. By using Al
technology and IoT. we can realistically hope to identify stress symptoms before a human

observer [10].

1.10 Control of plant diseases[1].

1.10.1 Legislative and legal methods

The process of enacting laws for the import or entry of agricultural materials such as
seedlings, seeds, fruits, vegetable crops or grains is an important preventive means against
the spread of plant diseases from areas affected by them to areas free of them. The state
can enter by setting special controls for these methods. Achieved either through :

° Agricultural quarantine.

° Examination and inspection of plants in the fields.

1.10.2 Agricultural methods

It aims to get rid of pathological infections by controlling how different plants are
grown, especially during the planting season and the crop that must be grown to avoid
pathogens or their vectors. It also includes the removal of infected plants that may pose a
threat to healthy plants or create unsuitable conditions for the reproduction of the diseased

pathogen. The most important methods can be summarized as follows :
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eEliminating the plant host.
eRiddance the sources of infection.
e Ameliorate plant growth conditions and the creation of unsuitable conditions for the

pathogen.

1.10.3 Vitality methods

It is the use of different methods by living organisms to riddance the pathogen,
including :
eResistant varieties.
e Accidental control and interference.

e Unusual parasitism and the case of antagonism.

1.10.4 Physical methods

These include the use of heat treatments in the control of plant diseases, the most
important of which are :
eThe use of high or low temperatures.
eThe use of solar nitration.

eUse of radiation.

1.10.5 Chemical methods

This method is considered one of the most common means of control with many
plant diseases, whether in the field, nursery, greenhouse, or during storage of agricultural
products. The main purpose of using chemical pesticides, whether in liquid, powder, or
gas form, is to prevent the diseased pathogen from establishing itself or causing infection
in the plant host, and then to reduce the damage or economic loss to the plant as a result

of the disease, especially with high-value crops.
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Methods of using chemical control

It can be divided according to the part to be treated with a chemical pesticide as follows :
eSpraying and fogging the shoots.

eTreatment of the reproductive parts of the plant.

eSoil treatment.

eTreating tree wounds. Sterilization of agricultural crop storage areas. Control of insect

vectors.

1.11 Agricultural pests[1].

It is every living organism that infects the plant with damage that makes its activity
out of the ordinary, which contributes to the emergence of visible symptoms, external to
the plant or internal to its tissues, that may hinder the growth and development of the
plant naturally, which negatively affects production. The diseases that result from these
pests are called infectious diseases, i.e. those whose symptoms begin to appear limited
(spot), then the disease spreads little by little and quickly kills the plants and becomes
an epidemic in the field, which can spread to neighboring fields, in light of the availability
of environmental factors and conditions suitable for its spread growth and activity. These

pathogenic organisms can be divided into the following :

1.11.1 Insects

They infect plants when they feed on plant sap, which harms the plant and causes
damage, tingling,tearing and holes. As a result of this damage, pathological symptoms
appear. Most of these insects transmit viruses from one infected plant to another, which

contributes to the rapid spread of diseases.
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Fic. 1.6 — Cutworms (cutting worms are characterized by their sudden appearance in
scattered spots in the field). [IJ.

1.11.2 Mites (spiders)

They are a group of animals that include (red, white and citrus rust) spiders. They
cause damage when they feed on the sap of plant tissues, especially leaves, flowers, and

also fruits, which causes exhaustion of the affected plant and distortion of the product.

F1G. 1.7 — The red spider (infects all year round vegetable crops, especially the cucurbit
family, of which cucumber is one) [I]
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1.11.3 Caecilians (Nematoda)

They belong to the animal kingdom, some of them live as saprophytes, and others
are obligatory or facultative parasites, some of which cause serious plant diseases on most
field crops, vegetables and fruits. Worms that parasitize the root system of plants give
symptoms of weakness, yellowing, and stunting of the affected plants with the appearance
of symptoms of malnutrition. However, these symptoms may be confused as many other
plant pathogens cause similar symptoms. Therefore, to diagnose such cases, the root system
must be examined. Where some types of caecilians show clear and distinct symptoms such
as the occurrence of root knots, but in most cases a careful microscopic examination is

needed to identify the true cause.

sperm
duct

MALE /\c

excretory
system

F1G. 1.8 — Nematodes (includes within the circle of parasitism and Root-knot nematode
disease [1]

1.11.4 Flowering plants (dodder)

It is a plant group that lives a parasitic life on the plant and feeds on plant sap, which

affects its growth, causing exhaustion and weakness.

1.11.5 Weeds and wild herbs

A plant group that grows inside the field and crowds plants by competing for sources of

growth resources (food, water, soil), which hinders its growth and development, leading to
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Fi1c. 1.9 — Halouk (Jafail, lion lentil, chokeberry, devil’s clover, rabbit bread, a parasitic
flowering plant belonging to the Jafail family and attacks nightshade, legumes, and many
other crops) [1]

weak plant growth and a lack of crop yield, such as dodder (bean, tomato, clover) ,subway,

orobanche Egyptian , Orobanche minor, eclipta alba and orobanche crenata.

1.11.6 Rodents

It is an animal group that includes mice and moles. They cause severe damage to crops,

as they feed on seeds, shoots, and fruits.

Fic. 1.10 — Al-Khaland (the animal was given the name (Abu Amaya) ( because it has
closed eyes and does not see, It spends most of its life underground, digging tunnels and
forked, shallow ground burrows between the roots, bulbs, and tubers of the plants that it
feeds on and stores, and thus causes them to perish . [I]
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1.11.7 Microorganisms

A group of organisms characterized by being minute, which may be seen with the
naked eye, a regular microscope, or an electron microscope, and they cause many diseases

to plants as a result of their parasitism on it, and they are divided into the following :

Fungi

They are microorganisms consisting of filaments called hyphae, and they do not contain
chlorophyll, and accordingly they cannot carry out the process of metabolism by them-
selves, so they depend on obtaining their food other living organisms or from the remains

of organic materials resulting from the decomposition of dead organisms.
Bacteria

They are microorganisms that differ in shape (rod, spherical, spiral) and most of the
bacteria that cause diseases for in plants are rod-shaped and do not produce spores.

Viruses

They are semi-organisms that consist of nucleic acid surrounded by a protein. They are
always active inside living cells. They are a group that can only be seen with an electron

microscope.

1.12 Classification of plant diseases[1]

We have 2 classes :
° Infectious diseases : characterized by the presence of the pathogen on or in the plant,
and sometimes it can be seen with the naked eye or a lens, and is transmitted from one

plant to another.
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° Non-communicable diseases : in which the pathogen is a non-living factor, i.e. linked
to physiological changes such as temperature and humidity... and is not transmitted from

one plant to another.

Classification of plantdiseases
according to the pathogen

Non-communicable Infectious
diseases diseases
Caused by soil Caused by
factors | atmospheric factors

Nutrient Low humidity and Bacterial
deficiency temperature

Ground water Increased humidity Viral
level and temperature |

Increase ‘Wind Nematodes
nutrients
Lighting Parasitic flowering
plants

Algae and insects

1

Fungi

yF—
—

i

it

i

FiG. 1.11 — A chart showing the division of plant diseases according to the pathogen.

1.12.1 Fungal diseases

Seedling fall disease and root rot

The causative fungus spreads in all agricultural areas, as it infects a wide range of
crops, especially vegetable crops, in their different stages of growth and different condi-
tions, and from here stems the seriousness of these causes. The disease infects seedlings
in seedbeds because the causative fungus is active in conditions of high humidity with
poor soil ventilation and lack of lighting. It also infects the field crop plants of tomatoes,

peppers, cauliflower, cabbage, squash, cucumbers, melons, beans, peas and strawberries.

25



Chapter 1. Phase-1-Plants Diseases

Seedling fall disease is caused by fungi of different genera, the most important of which

are : Rhizoctonia solani ,Botritis spp ,Phoma spp ,Pythium spp , Fusarium spp ,Alternaria

Spp .

F1a. 1.12 — Seedling fall disease and root rot. [I]

Early blight

Caused by a fungus Alternaria solani .This disease affects most plants of the Solanaceae

family, especially tomatoes, peppers and potatoes.

Fi1c. 1.13 — Early blight ( symptoms appear in the form of small dark brown spots that
soon turn black, especially on the old lower leaves ). [I]

Late blight

It is an ovum caused by Phytophthora infections. The fungus forms a mycelium that
grows between the cells inside the tissues and sends its suckers into the cells to obtain its

food. Then the spores of the fungus appear through the respiratory stomata and lenticels
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on the lower surface of the leaves, and they bear lemon-shaped spore sacs. Another bears
at its end another sac, and this phenomenon is called proliferation, and for this reason
the sporophyte of this fungus is characterized by the presence of sequential bulges that

determine the exit points of the sporangia, and the sporangia are dispersed by air.

F1G. 1.14 — Late blight ( its color is initially dark brown on the upper surface of the leaf,
and there are white fluffy fungal growths on the lower surface, then it turns black, which
leads to drying and falling of the leaves, as well as distortion of the fruits ) See [I]

Anthracnose

The disease spreads strongly in warm, humid climates , and is caused by the fungus
Colletotrichum orbicular and Colletotrichum coccodes. It infects plants of the Solanaceae
family. The disease causes wilting of the cotyledonous leaves and scarring at the base of
the stem. On adult leaves, pale water-soaked areas appear near the veins that enlarge
rapidly and turn gray to brown. The spots may coalesce and form a blight that may lead

to the death of the entire leaf.

Fi1a. 1.15 — Anthracnose [1].
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1.12.2 Bacterial diseases
Bacterial mold

The cause of the disease is Erwinia carotovora. This disease affects a wide range of
vegetables : such as potatoes, carrots, radishes, onions, cucumbers, zucchini, eggplant ,
tomatoes, cabbage, lettuce, and spinach. This disease is spread all over the world, and it

infects vegetables in the field, during transportation, and especially during storage.

F1G. 1.16 — Bacterial mold (the first thing that indicates the presence of the disease is
the appearance of soft watery spots, which grow with time, and increase in depth in the
affected plant tissue, until all infected parts become soft at the end, and the color of the
outer surface of the infected part changes and most parts of the plant that are exposed to
this disease They are fruits or storage organs such as tubers. [1].

Bacterial spot

The pathogen is Xanthomaoas victoria. This disease spreads in many regions of the world
and mainly affects tomatoes and peppers. The first symptoms that are noticed are the
appearance of small dark spots on the leaves and stems of tomatoes and small watery
spots. At the beginning of the infection, a white halo appears on these spots, and with the
increase in the size of these spots. The halo around it fades, but its center turns brown

and becomes slightly recessed from the surface of the fruit.
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F1G. 1.17 — Bacterial spotting. [1].

1.12.3 Viral diseases

Tomato Mosaic

Pathogen is the Tomato Mosaic virus. This disease is spread all over the world, and
infection with it reduces the production of tomatoes grown in the field or glass or plastic
houses. This disease also affects pepper. It means irregularity of Green discoloration, i.e.
the appearance of pale green spots alternating with dark green spaces, without clear
borders, but the affected plants are stunted, and their leaves develop abnormally, and
sometimes the leaves are shortened and take the form of a thin thread. Symptoms on the
fruits during the late period of their maturity in the form of brown contamination inside
the fruit, these symptoms appear on the stem in the form of lines along the stem, and it

is called the stripping of the stem.

F1G. 1.18 — Tomato mosaic. [1].
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Watermelon Mosaic

It is caused by the Watermelon Mosaic Virus, which is one of the viruses transmitted
by the aphid insect that leads to the occurrence of clear mottled leaves, dwarfing of the
plant, the small size of the young leaves and their deformation. The infection also leads to

the emergence of small surface growths raised above the leaves.

F1G. 1.19 — Watermelon mosaic. [J.

1.13 Agricultural disturbances][1].

It is any deviation in the behavior of the plant resulting in the appearance of disease
symptoms under the influence of changes in environmental conditions, which negatively
affects the nature of the growth and development of the plant and thus on the crop output.

It is called a physiological disease and is characterized by the fact that it is not a

collective infection, meaning that all plants in the field are infected with it.

1.13.1 The effect of environmental factors on the plant in disease

events

° The environmental conditions are not suitable for the growth and activity of the
parasite and suitable for the growth and development of the plant - in this case, no disease
occurs.

° The environmental conditions are not suitable for the growth and activity of the
parasite, and also unsuitable for the growth and development of the plant in this case a

non-infectious disease occurs physiological damage.
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Enveranmanl

[ Host Plant ]-r:_'_?.._--_'_-_::_'_';{ Vootor ]

Fic. 1.20 — Image illustrating the relationship between the pathogen, host and vector in
the presence of environmental conditions [2].

° The environmental conditions are suitable for the growth and activity of the parasite,
and also suitable for the growth and development of the plant in this case infectious disease
viral, insect, rodent, parasitic flower plants, across, and snake worms.

° The environmental conditions are suitable for the growth and activity of the parasite,
and are not suitable for the growth and development of the plant in this case, a complex

disease or several overlapping diseases occurs.

1.13.2 The most important environmental factors affecting plant

growth and development

1 Weather factors :

Temperature

It is a primary driver of insect development, affecting their metabolic rate and
population growth [I1]. Thus, the duration of an insect’s life cycle is highly influenced by
the number of days when the temperature is suitable for its development. Two temperature
thresholds can be defined : an upper threshold, in which insect development slows down,
or stops, and a lower one where there is no insect growth. These thresholds vary according
to the specific insect species [12]. A degree day is a concept concerning the accumulation
of heat by insects [13]. One degree day is a period of 24 h in which the temperature was
one degree above a given baseline [12].

Atmospheric humidity

31



Chapter 1. Phase-1-Plants Diseases

It is a favorable condition for the development of fungus diseases. It can be caused
by the weather or by poor watering practices that cause a high wetness among the leaves
e.g., leaf mold or bacterial spot [16].

Lighting

Plants absorb part of the radiation coming from the sun and reflect the rest. Depending
on the health of the plant, the amount of radiation absorbed and reflected differs. This
difference can be used to distinguish between healthy and diseased plants and to assess the
severity of the damage [I§]. Diseased plants with damaged leaves have different leaf spectral
reflectance compared to healthy plants because of the different chlorophyll concentrations
and leaf tissue damage. Diseased plants end up absorbing less of the visible light and more
of the NIR (Near Infra-Red) light. From this knowledge, disease detection can be done
using leaf reflectance information [I8], 14} [15].
RAINFALLJLY]
The maximum monthly rainfall is the maximum rainfall on any day for a particular month

and is given by :

Rmax = MarRXi.......ccccoooevviiiiiiiiin (1)

Where “Rmax” is the maximum monthly rainfall, “Rxi” is the maximum daily rainfall.

Disease
o Fland Arnibee 2 -
Temperal - .
Powdery mildew 14
Anthracnose 14
Rust T 1008 0%
Root rot leal blight =0 5% [ -3 | 8% 10 14%

Fic. 1.21 — This table presents some numerical Range of features for a particular disease.

2 Soil factors : Soil PH, Nutrients.

3 Environmental pollution with chemical pollutants and pesticides.
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1.13.3 The most important physiological diseases affecting ve-

getable crops

Cracks

Where cracks appear on the fruits, whether superficial or recessed, they may be
longitudinal, circular or transverse. One of the causes of this phenomenon is the occurrence
of an imbalance in the water balance inside the plant for any reason, such as irregular
irrigation, as well as an increase in nitrogen fertilization and a decrease in potassium
fertilization leads to the occurrence of this phenomenon, and it also occurs when using

sensitive varieties with large fruits, thin-skinned.

F1G. 1.22 — Circulacrack , transverse crack and recessed crack [J.

Sun blight

The fruits are infected with it when they are directly exposed to strong sunburn, as
this leads to an increase in the temperature of the tissue facing the sun and it turns white

or yellow, and it continues in this situation while the rest of the fruit is naturally colored.

F1G. 1.23 — Sun blight. [1].
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The central gaps in the seeds

Brown gaps appear in the center of the seeds in the cotyledons, and they can be seen
when separating the cotyledons from each other, and the reason for this phenomenon is
the deficiency of the manganese element, and it abounds in the case of alkaline soils, where

there is a deficiency of the manganese element that facilitates plants.

F1G. 1.24 — The central gaps in the seeds . [1].

Irregular discoloration of fruits or spots

Where spots of a color contrary to the natural color of the fruit appear green, yellow or
red, and three types of tissues may appear from the inside : a tissue of natural color, white
fabric, and brown fabric. Potassium deficiency is the main cause of this phenomenon. It

also appears in the case of boron deficiency.

F1a. 1.25 — Irregular fruit discoloration or spots. [1].

Deficiency of nutrients

Due to the intensive and stressful nature of soil cultivation within greenhouses,

symptoms of deficiency in elements that are consumed quickly and that require constant
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replacement are often observed in plants growing in them. In the soil, negative effects are

sometimes equivalent to the effects of its deficiency [I]

Nutrients Necessary for Plants e Basic Elements like Carbon — Hydrogen — Oxy-

gen.

° Major Necessary Elements like Nitrogen — Phosphorus — Potassium.

° Medium Necessary Elements like Calcium — Sulfur — Magnesium.

. Minor Necessary Elements like Iron — Zinc — Manganese — Copper — Boron - Molyb-

denum — Chlorine.

Chemical Relntive
I s =5 beasll i plant to N Function in plant
EPalewnssns g snd i il o lemmi s
Pl e grasaw o | A0 Frotains, ammino aeids
b s g Buas w-uns " & Plwmclelc molds, AT
Fotassin | - 2% € el sal sl . Bawww o wosn wns e we
S l -
L P P e Lo ] 1E.5 ol ww sl o as wen pEas pnas e
L% TN T Ml = o ol o b looge il
S e = = S lwna s lals
s o Fa= o.Z2 Rl e e e W sonrmnd B sl

Ll T (LMD
s L LU |
o LU L

(53 L
L 1 PR P L | iR

B Buasitan e vwnd Buas s semctlans
Pl sl e alla= wnwnwwn LY P [IMITITiS Sl o e Pt lon

F1G. 1.26 — Nutrients and their role.

This table represents some nutrients and their role :
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Element Role in the plant Symptoms
ePlant growth weakens and the leaves
are bluish-green,and the lower leaves
Necessary for the turn into a light ,bronze color with purple or
formation of seeds and is brown spots.The twigs are short,slender,and
. spindle-shaped.
phosphorus of great importance
in the growth of roots and the
ripening of seeds and fruits
Phosphorus deficiency. [I]
Works as a catalyst in eThe plants haves lender branches,and
many reactions.eResponsible in severe cases,the phenomenon of
for opening and closing regressive death(death
stomata. Works on the of the tops)appears on them.
potassium
transfer of food from leaves
to fruits.Responsible for
the osmotic regulation
Potassium deficiency. [I], 19]
of the cell.
It is found in most of the
Nitrogen components of cells where The stems are short and cylindrical.
protein is found.
Symptoms of nitrogen deficiency. [I]

TAB. 1.1 — Some nutrients and their role
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LY -
Calcium Irah -
e ez S ha 131 AT 100
o i v iy el Young leaves are yellow and white
Existing leaves rermaln groen T e el M e =,
J— -1 Wk FLaT AVEL &
OLD CHRCAVT \
JERLE) SRR Potassium
Nitrogon ||
i
Dacisr lairras ars aht Barnen Yellowing at the tips and edges
| wusually In yvounger leaves. Dead ar

where lower leaves are yollow
Bottom or older leaves are yellow
and shrivelled

yallow patches develop on leaves.

Manganesae
Yallow spots and or alongated
holes betwean veing

Carbon Dloxide — -\

White depoiits on leaves, ‘-_
Stunted growth, and plant dic .

Eac ke

— HMagnesium
Lowar leaves turm
yellow from outside

Phosphate
Loaves are darker than
nornmal and los: of leaves
QoI in, veins reman
green

F1G. 1.27 — Places of appearance of symptoms of nutrient deficiency on the plant . [20]

1.14 The disease severity

When evaluating the severity of a plant disease, a scale known as a disease interval (or
category) scale is used. For plant diseases, this scale is often based on the percentage of
the affected area that exhibits symptoms. Quantitative interval scales are frequently used
in studies of plant disease and plant breeding. A rater’s assessment of the disease severity
is used to calculate the disease severity index (DSI), which is expressed as a percentage
and is calculated as follows :

DSI (%) = [sum (class frequency score of rating class)] / [(total number of plants) (maximal
disease index)] 100. ....ccccevviiriiiniieniiiiiienee, (2)

However, relatively few research have looked into how different scales affect the DSI’s
accuracy.[22] These factors affect how severe a plant disease is :

e The kind of plant (some hybrids are more delicate than others) ;

e The number of infectious spores in the inoculums (crop rotation)

e Agricultural management (overwintering on crop wastes, tillage) ; environmental circum-
stances (e.g., severely rain distributes spores across a wider region, extended-lasting leaf

wetness period) ;
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The weather conditions are the primary determinant of the fungal pathogen’s ability
to infect. Rain, high relative humidity, wet leaves, mist, or fog all encourage illness, and

warm temperatures during these wet times hasten the infection process.[21]

1.15 Disease monitoring[21]

The danger of an infection in the field is determined hourly by weather stations
with sensors for rain, relative humidity, leaf wetness, solar radiation, soil parameters,
and temperature. Applications of fungicides may be timed best using this knowledge. For
instance, the history of the field (the number of spores present) and the climatic conditions
during fluorescence have an impact on the Fusarium Head Blight epidemic. If the weather
is unfavorable during bloom, it won’t happen. However, if the right conditions exist for an
infection to take hold during bloom, the flower will become infected. This illness results

!

in "deaf ears," malformed grains, and an increase in mycotoxins in the crop.

1.16 Percentage Scales[23]

e This often keeps track of the number of plants or organs that fall into recognized per-
centage illness groupings.

e Based on the percentage of damage visible to the human eye, illness groups are catego-
rized.

e Horsfall and Baratt (1945) proposed a 12-grade scale after accounting for the fact that
the grades recognized by the human eye are roughly equal divisions on a logarithmic scale
and typically follow the Weber-Fechner law, which states that visual activity depends on
the logarithm of the stimulus intensity.

e In terms of percentage disease evaluation, the eye evaluates the healthy area above 50%
and the sick area up to 50%.

The categories of the Horsfall and Baratt grading system were as follows :
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1= 0%, 2= 0-3%, 3= 3-6%, 4= 6-12%, 5= 12-25%, 6= 25-50%, 7= 50-75%, 8 = 75-87%,
9 = 87-94 %, 10= 94-97%, 11= 97-100 %, 12 =100% disease.

eBecause pathogens reproduce at a logarithmic rate, this logarithmic scale is suitable for
loss estimation as well as illness assessment and epidemiological investigations.

eThe British Mycological Society created a technique utilizing a percentage scale (Anon,
1947) to gauge late blight on potatoes.

eThe average infection or infection index, often also known as disease severity index (DSI)

or percent disease severity index (DSI(%)), is typically computed using the following for-

mula :
E (class__ frequencyxscore_of rating class)
DSI(%) = (Total _number of observations)*(maximal disease index) 100 (3>[24]
(class__ frequencyxscore_of rating class)
DI = 2 o T T vttt (4)[24]
° Severity estimates from fairly small areas can be combined to cover large areas, or

can be defined as the area or volume of plant tissue that is diseased [18], viz., village,

district or state. This overall index can be obtained by using the formula :

. _ Field_rating classx Number of hectares_in_the class
Percent Disease Index(PDI) = Total mumber—of hedtares e (5)

The percentage scales have many advantages such as :
° The scale is flexible in that it can be divided and subdivided conveniently.
. It is universally known and can be used to record both the number of plants infected

(incidence) and the area damaged (severity) by a foliage or root pathogen.

1.17 Computer Simulation[25]

One of the recent developments is the use of systems analysis to produce simulation
models of some plant diseases. Systems analysis attempts to aggregate all the factors
influencing the development of specific plant diseases into a computer-based model, and
also attempts to model the complexity of the many interactions among these factors to

accurately predict plant disease.
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Simulation systems depend on basic (biological) information that must be obtained
before developing the model. About fungal diseases, the necessary information includes :
the effects of rainfall , temperature , humidity , wind , lighting , solar radiation and clouds
on the development of sporangia or conidia, sporulation development , duration of spore
production , number of spores produced , sporulation dispersal , sporulation germination
and injury occurred. This tool is used in combination with related differential equations
to determine key dynamic features of the pathosystem.

Several systems have been used to simulate plant disease dynamics to prevent or
control disease occurrence like EPIDEM program , which was prepared by Wagonner and
Berger , is one of the first programs . It was designed to simulate the epidemiology of early

blight on tomatoes and potatoes caused by the fungus Alternaria solani.

1.18 Conclusion

In conclusion, plant diseases pose a serious problem for the agricultural industry,
affecting sustainability and global food production. Economic losses decreased agricultural
yields, and food poverty may result from these diseases. However, there is a chance to lessen
the effects of plant diseases via research, technical improvements, and efficient disease
control techniques.

An all-encompassing strategy that combines precautions, early detection, precise
diagnosis, and effective management methods is needed to combat plant diseases. Reduced
disease incidence and pathogen dissemination are achieved via the use of disease-resistant
crop types, integrated pest control techniques, crop rotation, sanitation, and these prac-
tices.

Agriculture’s approach to managing illness is evolving because to cutting-edge tech-
nology like artificial intelligence (AI), the internet of things (IoT), and remote sensing.

Large data sets may be analyzed by Al algorithms, which can then be used to diagnose
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diseases, estimate disease risks, and forecast epidemics. Real-time monitoring, data col-
lecting, and targeted treatments are made possible by IoT devices and sensors, improving
the effectiveness and precision of disease control.

To effectively manage plant diseases, cooperation between researchers, farmers,
legislators, and agricultural professionals is essential. To reduce the impact of plant diseases
on agricultural systems, it is crucial to share information, put best practices into practice,
and promote sustainable and ecologically friendly methods.

Despite persisting difficulties, technological, scientific, and disease control advances
give reason for optimism regarding sustainable agriculture, better crop resilience, and
enhanced food security. We may work toward a future in which plant diseases are success-
fully managed and the world’s food production is protected by constantly advancing our

knowledge of plant diseases and implementing cutting-edge remedies.
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Chapter 2. PHASE-2- AT and IoT in Plant Diseases

2.1 Introduction

Plant diseases, which also result in crop losses, decreased yields, and financial
hardship for farmers, drastically reduce agricultural productivity. The Internet of Things
(IoT) and artificial intelligence (AI) have the potential to dramatically change how diseases
are managed in the agriculture industry.

Artificial intelligence (AI) has made it possible for computers to do activities that
previously required human intelligence, such as pattern recognition, decision-making, and
problem-solving. The Internet of Things, on the other hand, entails connecting actual
objects and sensors so they can communicate and gather data.

AT and IoT have various benefits when used to address plant diseases. For instance,
smart sensors buried in soil may track temperature, humidity, soil moisture, and air quality,
among other environmental variables. By spotting trends and departures from the norm,
this data along with Al algorithms might enable the early diagnosis of disease epidemics.

To give precise disease risk estimates, Al-powered systems can examine vast amounts
of data, including satellite images, weather patterns, and historical illness records. This
lessens the need for broad-spectrum insecticides and has a less negative impact on the
environment by assisting farmers in making educated decisions about disease prevention,
crop protection strategies, and focused treatments.

AT may also assist in the identification of diseases by examining photos of samples of
sick plants and comparing them to huge databases of disease signs. This may enable rapid
and exact pathogen detection, enabling accurate and prompt treatment.

AT and IoT device integration can allow for real-time monitoring and administration
of illness management procedures. Soil moisture levels, for instance, can be used to alter
automatic irrigation systems, maximizing water use and lowering the risk of waterborne
infections. Similar to autonomous cars, Al-powered drones with sensors and ATl algorithms
can scan vast fields, locate illness hotspots, and focus on certain regions for intervention.

In addition, Al-powered prediction models can identify disease outbreaks and provide
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farmers advance notice, enabling proactive disease control techniques. This makes it pos-
sible for farmers to reduce disease risks by implementing preventative measures including
modifying planting schedules, improving crop rotation, and using disease-resistant culti-
vars.

It is crucial to remember that effective data collecting, data exchange, and dependable
connection are necessary for the successful application of AT and IoT in the control of plant
diseases. For these technologies to be widely adopted and used effectively, it is essential
to address data privacy issues, ensure device and system compatibility, and offer training
and assistance to farmers.

IoT and AI together have enormous potential to revolutionize plant disease control in
agriculture, to sum up. Farmers may improve disease diagnosis, prevention, and control via
the use of real-time data, predictive analytics, and autonomous systems, which will result
in healthier crops, higher yields, and more environmentally friendly agricultural methods.
An important step toward developing effective and resilient agricultural systems against
plant diseases is the integration of these technologies.

In this section we represent some definitions of IA and IoT.

Problem Statement

In this study, we use the data and trends related to agriculture for the prediction
of plant diseases. The objective is to create a model/ classifier that can predict diseases
by taking different parameters like temperature, humidity, leaf image etc... However the

suggested DL classifier gives output in optimized time with good accuracy.

2.2 The objective of this work

. We carry out this effort, which is regarded as a link between artificial intelligence
and agriculture, to address the issue of plant diseases or the so-called nightmare of farmers

and to progress the national economy.
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° Utilize online monitoring tools to save time and money.

° Give your crops the chance to grow in the ideal circumstances.

° If automated detection is employed, it will be quicker, more accurate, and need fewer
resources.

. A weather prediction to help you decide what to do and when.

° Resources for planning your work to increase productivity.

° Improving field-wide homogeneity and production efficiency.

° Improving agricultural quality, lowering environmental impact, and reducing risk

from an economic and environmental standpoint.

° Reduces the number of plant fatalities by :

- Prediction of the plant illness aids in reducing plant fatalities.
- keeping an eye on the surroundings of the plant.

- Giving the user feedback on potential actions to take to rescue the plant.

2.3 The related work

This section deals with a detailed analysis of existing methods with their drawbacks. This
systematic literature review helps us to understand the application of artificial intelligence
approaches in plant disease prediction :

. In [27] P.Wang et al., (2021) developed for plant disease classification along with the
sensor data. In this model, a camera model-equipped controller is designed with moisture,
color, texture, humidity, and temperature of the leaf. However, this method suffers from
the high computational complexity.

) Further, a hybrid convolutional neural network (HCNN) [2§] is trained with a dual
image database by J.Arshad et al., (2022). The database consists of previously infected
images, which are used for training the database for such diseases. Secondly, texture, color,

and morphology features are extracted from the image. However, this method consumed
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higher training time for feature training.

) In [29], M.Cicioglu et al., (2021) integrated DL with IoT for automatic disease iden-
tification from plants. The IoT is used for remote sensing of field parameters storage, with
a modified ResNET51 model which was used on the cloud to build smart disease detection.
This method suffers from low classification performance.

° Further, DeepLens [30] variations are introduced for continuous monitoring of data
with ubiquitous access and reliability, which is accessed by cloud data integrating with
recursive CNN classification by H.N.Saha et al., (2021). The RCNN is used to identify the
condition of leaves of fruit trees and vegetable plan. However, this method is not useful
for diagnosis of hand full of plants and trees diseases detection.

o In addition, Al and IoT-enabled smart agriculture technologies’ [31] system is de-
veloped with decision tree classification by P.S. Chatterjee et al., (2021). The data from
the hardware is processed by Al, which contains valuable data for the prediction of all the
parameters of crop. However, this method suffers from power-related issues in a real-time
environment.

) In [32], Ramakrishnan Raju et al., (2022) implemented An AI-SHES developed with
a user-friendly environment for farmers using a Raspberry Pi controller, IoT environment
with AgriHydroponic application. The farmers monitor and control their hydroponics farm
field using the application with manual and automatic controlling modes of operation.
An artificial intelligence system is placed across the cloud served with DLCNN, which
continuously monitors the sensor data and plant disease status and sends the necessary
alerts to the farmers using.

o Gayathri et al., (2021) [33] used the Internet of Things (IoT) and Machine learning
algorithms such as SVM and CNN to monitor and detect crop disease. This model performs
a comparative analysis of SVM, CNN, naive Bayes, and KNN.

. In [34], K.Abhirami et al., (2021) develop a methodology that combines IoT and

Image processing and performs classification using a DL model that helps in crop disease
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prediction and thereby supports increased productivity.

) In [35], Reddy et al., (2023) used two models, microcontrollers and sensors, to acquire
real-time data, the work reported in this paper concerns the identification of plant diseases.
The first model is a machine learning model that was taught using the Random Forest
method, while the second model is a deep learning model that was taught using a (CNN).
The accuracy of both the CNN model and the random forest model is 95.99%. The accuracy
of the CNN model is 99.2%.

o In [36] S. Ramesh et al., (2018) present a technique to spot the diseases in initial
phases and alert the farmers.

° In [37], Ferentinos et al. (2018) used a publicly accessible collection of 87,848 photos
that included 25 different plant species in 58 different classes of [plant, illness| pairs,
including healthy plants. The best performance of the trained CNN models, which included
several different architectures, was 99.53%.

o Sladojevic et al. (2016) used Deep CNN in [38] to detect plant illnesses using pho-
tographs of leaves utilizing a comparable quantity of online data, which comprised fewer
diseases (13) and more plants (5). Their models’ success percentages ranged from 91% to
98%, depending on the testing results.

) In [39], Mohanty et al. (2016) examined the diagnosis of 26 plant diseases using two
well-known and established CNN architectures (AlexNet, GoogLeNet).utilizing pictures
of the leaves from 14 different plants from a public database. Their findings were highly

encouraging, with automatic recognition success rates reaching 99.35%.

2.4 Artificial intelligence (AI)[40]

It was defined by McCarthy, 1988 as :
“The goal of artificial intelligence (A.I.) is machines more capable than humans at solving

problems and achieving goals requiring intelligence. There has been some useful success,
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but the ultimate goal still requires major conceptual advances and is probably far off. There
are three ways of attacking the goal. The first is to imitate the human nervous system. The
second is to study the psychology of human intelligence. The third is to understand the
common sense world in which people achieve their goals and develop intelligent computer

programs. This last one is the computer science approach.”

2.5 Machine learning (ML)[41]

Programming computers to learn from data is the practice. Data used as examples

or training sets in machine learning.

2.5.1 Types of Systems of Machine Learning

There are different types of ML systems. We can divide them into :

Supervised Learning

In this type the data that you feed into the algorithm, with the desired solution, are

referred to as “labels.”
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F1G. 2.1 — Supervised learning example. [41]

The most important supervised algorithms
- K-nears neighbors.
- Linear regression.

- Neural networks.
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- Support vector machines.
- Logistic regression.

- Decision trees and random forests.

Unsupervised Learning

In this type you can guess that the data is unlabeled.
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F1G. 2.2 — Unsupervised learning example . [41]

The most important unsupervised algorithms
- Clustering : k-means, hierarchical cluster analysis.
- Association rule learning : Eclat, apriori.

- Visualization and dimensionality reduction : kernel PCA, t-distributed, PCA.

Semi-Supervised Learning

In this type you can guess that the data is labeled /unlabeled.

Reinforcement Learning

It is another type of ML system. An agent “Al system” will observe the environment,
perform given actions, and then receive t rewards in return. With this type, the agent must
learn by itself. Ties called a policy. You can find this type of learning type in many robotics

applications that learn how to walk
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F1a. 2.3 — Reinforcement learning example [41]

2.6 Machine Learning Models (ML)[12]

After data is processed and features are extracted, models can be used for classification,
and regression, among other goals.
In classification, a new data sample is assigned a label according to the relations retrieved
during the training process.
In regression, a continuous output value is estimated from the input variables.

These some ML models :

2.6.1 Support Vector Machine (SVM)[26]

One of the most popular supervised learning algorithms is SVM, which may be used for
both classification and regression problems. The goal of the SVM is to find the best decision
boundary or line to split n-dimensional space into classes so that the following data points
may be swiftly classified. The name of this best-choice boundary is a hyperplane. The
extreme vectors and points that SVM chooses to use in the development of hyperplane.
These extreme cases are called support vectors, and hence the algorithm is termed as
SVM.

The above-mentioned method is applied when our data is linearly separable. If the data is

not linearly separable, then we use various kernel functions to modify our data into higher
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F1G. 2.4 — Support Vector Machine. [42]

feature

space so that they can be linearly separable. Some of the kernel functions used are :

* Linear kemel: K (v, . v, )= ] x;

* Polynonual kemel: K (x, . x, ) =(y w.:_ x, + " . y=0
*RBF kemel : K (x, . x, ) =exp({—y ||.1Lr i X || 2y, y =0
* Sigmoid kemel: K (x, . x, ) = tanh(y \;_ X, +1)

Here. v. r and d are kemnel parameters.

2.6.2 Naive Bayes

It is a classification technique that relies on the Bayes theorem and makes the as-
sumption that characteristics are independent of one another. The reason it is referred
to be "naive" is because it assumes that the presence or absence of one characteristic in
a class has nothing to do with the presence or absence of other features. Naive Bayes
has been widely utilized and shown to be effective in many applications, particularly in
text categorization and spam filtering, despite its oversimplifying premise. By multiplying
the individual probabilities of each feature existing in that class, it determines the likeli-
hood that a given instance belongs to a certain class. Naive Bayes is renowned for being

straightforward, quick, and effective at handling enormous feature spaces.
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2.6.3 K-Nearest Neighbor (KNN)

It is the easiest-implemented ML algorithm under the supervised learning category.
KNN assumes that similar objects are close together. Prediction and classification of the
target value are performed based on stored data and distance functions like Makowski,
Manhattan, Euclidean, etc. Distance between input or the sample to be predicted and
training points are evaluated. Points having the smallest distance (as the name suggests,
k- nearest neighbors) are considered. The target value is thus obtained by adding all these
selected k neighbors. The only drawback of KNN is having high time and space complexity.

This is mainly due to the use of all dataset samples every time while predicting [118].

2.7 Deep learning (DL)

DL is a class of ML that exploit many layers of non-linear information processing
for supervised or unsupervised feature extraction and transformation, and for pattern
analysis and classification [43]. And the concept of DL originated from a paper published
in Science by Hinton et al. [44] in 2006. The basic idea of DL is : to use ANN that contains
a quite large number of processing layers [45], for data analysis and feature learning, data
features are extracted by multiple hidden layers, and each hidden layer can be regarded
as a perceptron, the perceptron is used to extract low-level features, and then combine
low-level features to obtain abstract high-level features, which can significantly alleviate
the problem of local minimum. It has now been successfully applied in computer vision,
pattern recognition, speech recognition, natural language processing and recommendation
systems [46] and depends on experience and luck, and cannot automatically learn and
extract features from the original image [47].

Additionally, it has been widely applied in many sectors of the world such as Business,
agriculture, the automotive industry etc [43]. At present, DL methods have developed

many well-known deep neural network models, including deep belief network (DBN), deep
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Boltzmann machine (DBM), stack de-noising autoencoder (SDAE) and deep CNN [4§].
The performance of DL approaches has been improved by undertaking various techniques

such as stochastic gradient descent (SGD), batch normalization, and dropout.

2.7.1 Batch Normalization[43]

It helps to minimize the challenges posed by internal Covariate Shift. The input of
each layer is normalized by adjusting the mean and variance of the input across one mini-
batch. It allows the use of much higher learning rates and less worry about initialization,
and in some cases eliminates the need for Dropout. It potentially helps in two ways : faster

learning and higher Accuracy is overall [98]. In each experiment, batch normalization and

the ReLU activation function are used.

We now explore the evolution of deep learning :
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F1a. 2.5 — Summary of the deep learning evolution from 1943 to 2021 See [49)
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2.8 Deep Learning models (DL)

Some of the DL approaches are given below :

2.8.1 Artificial Neural Networks (ANN)[12]

ANN are models inspired by biological brains. ANN consists of neurons distributed
in input, one or multiple hidden, and output layers and can have multiple units in each
layer. With more hidden layers, an ANN can learn complex relations from the hierarchical
combination of multiple features, and thus create high-order features. DL is associated
with ANNs that contain a large number of layers. Moreover, to initiate the process, initial
weights are assigned randomly. Learning occurs by a process called optimization, which
is an iterative method for minimizing an error function, typically based on the Gradient
Descent algorithm. Instead of calculating the gradient from the entire dataset, the opti-
mization process typically uses chunks of data records called batches. After the network
processes the input, the output is compared to the expected output and the error is com-
puted. The error is then propagated back through the network, one layer at a time, and the
weights are updated according to the amount they contributed to the error. This updating
process is called back-propagation. After all records in the dataset are processed once, a
training epoch is completed training the network can require several epochs until desired

results are achieved.

F1a. 2.6 — ANN example [50]
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2.8.2 Convolutional Neural Networks (CNN)

CNNs are a type of ANN, typically one of the most powerful techniques for modeling
complex processes [45] used in DL for image recognition, text recognition, object recog-
nition, and classification. CNNs are used in DL to recognize objects within an image or
text. It is a commonly employed technology in machine vision applications. Additionally
known as "convnents" and "CNN," The subset of deep neural networks responsible for
doing visual data analysis. When attempting to identify items based on image and video
data, this design style is scrutinized. It is used in applications such as video or image
recognition, neural language processing (NLP), and other types of processing [51]. The
CNN algorithm includes four distinct layers. Their respective names are the Convolution

Layer, ReLU Layer, Pooling Layer, and Fully Connected Layer.[35]

Convolution Layer[35]

It makes it possible to extract characteristics hierarchically. It features a large number
of filters that can execute convolutional operations. The mathematical process known as
"convolution" produces a third function that illustrates how the forms of two functions
interact to produce a third function. Similar to a convolution procedure, CNN emphasizes
measurements that are near together while taking many measurements. As a result, we
are currently conducting updated measures, the results of which are a weighted average
of the prior measurements, with a preference for the more recent data over the older ones.

A feature map will be created from the filter input.

Relu Layer[35]

After the feature maps have been acquired, the final step is to move them to a ReLU
layer. The rectified linear unit, often known as the "ReLU," is not a discrete component
of the CNN process. The convolution procedure, which was covered in the last tutorial,

must be finished with an additional step. Some instructors and writers discuss both phases
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F1G. 2.7 — Convolution Layer [35]

individually. The application of the rectifier function will raise the level of nonlinearity in
our photographs. The fact that pictures are intrinsically non-linear is the driving force
behind this objective. When you examine an image closely, you will notice that it contains
numerous elements that are not organized linearly. To compensate for any linearity that
may be injected into an image as a result of the convolution technique, the rectifier serves
to further distort the image’s existing linearity. Observing the following image, we can
observe its transformation as it undergoes the convolution operation, followed by the

rectification operation. This will assist us in comprehending how the process operates.
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F1a. 2.8 — Relu Layer [35]
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Pooling Layer|[35]

It is now added after the rectified feature map has been processed. A procedure
called "pooling," which is a sort of downsampling, can be used to lower the dimension
of the feature map. The pooling layer is another one of CNN’s structural components.
Dimensionality reduction is the principal purpose it serves. This is one of the most effective
methods for mitigating the issue of overfitting. Using a variety of filters, it may also be used
to identify the edges and corners of objects. There are two distinct methods of resource
pooling.

e Max poolingit takes the value with the largest filter size.
e Average PoolingThe average value for each block of values will be determined by using

the avg pooling method.
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F1G. 2.9 — The process of pooling operation. [52]

Output Layer[35]

This consists of a layer that is fully connected, which is then followed by an activation

function called SoftMax, which determines the output classes.
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Fully Connected Layer[35]

In the same way that the output of a neural network would be sent to fully
connected layers, the output matrix of this layer is transformed into vector form and then
sent to those layers. While neurons in the layer below are responsible for weights and
bias, this layer assigns vectors to each neuron. It generates the output matrix and the last
layer to produce the output image and its class name. Using a two-layer design, the CNN
output is provided by both the SoftMax and Logistic layers. The logistic layer handles
both binary and multiclass classifications, whereas the SoftMax layer handles multiclass
classifications. This is CNN’s general architecture and transfer learning is utilized in the

retraining of CNN’s networks.
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F1G. 2.11 — A typical CNN architecture for plant disease classification [52]
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2.8.3 Convolutional Neural Network Architectures[12]

Image classification has achieved great results, with various model architectures being
developed over the last 10 years. Most of these DL, models were proposed in the context
of the “Large Scale Visual Recognition Challenge” (ILSVRC). These models include well-
known architectures such as AlexNet, GoogleNet, VGG, and ResNet, AlexNetOWTBn,
Overfeat, which have been widely used for image classification in different application

domains.

ResNet [43]

He et al. in their paper He et al., (2015) [102] introduced the ResNet model which
was a basis of the ILSVRC 2015 and COCO 2015 classification challenge. Their model
won 1st place with an error rate of 3.57% in the ImageNet classification. The inability of
multiple non-linear layers to learn identity mappings and degradation problems motivated
the deep residual learning framework (ResNet).

ResNet is a network-in-network (NIN) architecture that relies on many stacked residual
units. These residual units are the set of building blocks used to construct the network.
A collection of residual units forms building blocks that leads to the ResNet Architecture
[102]. The residual units are composed of convolution, pooling, and layers.

A further update of ResNet was done to obtain more accuracy by updating the residual
module to use identity mappings. A ResNet model with 50,101 and 152 layers and load
it with pre-trained weights from ImageNet was created. Finally, a customized softmax
layer was created for the task of plant disease identification. There are several types of
ResNet, including ResNet-18, ResNet-34, ResNet-50, ResNet-101, ResNet-110, ResNet-
152, ResNet-164, and ResNet-1202.

59



Chapter 2. PHASE-2- AT and IoT in Plant Diseases

MobileNetV2

It is a CNN architecture designed for efficient and lightweight deep learning on mobile
and embedded devices. It is an improved version of MobileNetV1, incorporating several
key enhancements to achieve higher accuracy and better performance while maintaining
low computational cost and memory footprint. MobileNetV2 utilizes depthwise separable
convolutions, which split the standard convolution operation into separate depthwise and
pointwise convolutions, reducing the number of parameters and computations required.
This architecture also introduces a novel inverted residual structure with linear bottle-
necks, allowing for efficient information flow within the network. MobileNetV2 is widely
used in various applications such as image classification, object detection, and semantic

segmentation on resource-constrained devices.

EfficientNet B3

It is a specific variant of the EfficientNet family of convolutional neural network models.
EfficientNet models are designed to achieve high accuracy while being computationally
efficient in terms of both memory usage and computational resources required for training
and inference.

When compared to prior versions, the EfficientNet B3 model, the third in the series, offers
a middle-of-the-road level of capacity and complexity. It provides a balance between model
size and performance for several computer vision applications, such as image classification,
object identification, and image segmentation.

EfficientNet B3 utilizes a compound scaling method that optimizes the depth, width, and
resolution of the network to achieve better accuracy and efficiency. By carefully scaling
these parameters, the model can adapt to different levels of computational resources while
maintaining strong performance.

In summary, EfficientNet B3 is a specific convolutional neural network architecture that

balances accuracy and efficiency, making it a versatile choice for various computer vision
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tasks.

2.8.4 Comparison of various classifiers

This is table contain Comparison of various classifiers :

Classifier

Advantages

Drrawhbacks

Avrtificial Neural Metwork
ANN

Fasber and more accurate than KNN and MMC

Strict because the data can only belomg to 1 class

Rancom Forest

Can classify a large data st with excellent accuracy

Consirainis on storage and processing lime

Mubticlass-Support Vector Machine

Heldps to classify the data in several classes

Mot suitable when the data s moisy

LaastSqianne VM

Fast and not complicated

Pruning bechnidques must be applied bo be sparse

K-Meansst Meighbours
KN

Mo tinee spent on training

More time spent on testing and it is expensive o
test each imstanoe as well sensitive to noise and
yields

Extremne bearndng machine
ELM

Fasber training and better generalization

Orwverfitting (ocoars when a comples moghel has
several paramebers)

Maive Bayes

Liss training data is reqained. It works better than
its counterparts. when the assumption of an
inclependent variable is troe

Conditional imdependence may redeor acouracy

Penaliced Discriminant Analysis
P

Beneficial when the problem has a large number of
naisy featunes

High caleulation cost

Bag oof Words

Uncomplicated, robast, effichent

It supposes that all words ane indeperdent of each
othr

CMMN/Deep beaming

[t resnoves the need for a feature extraction step
and classification time is shortened

A large amount of data is requined for training and
it s expensive o compube
They requine betber hardware such as Graghical
Procesaing Unat (GFLD,

Transder Learming

This helps to apply CNN o problems with a senall
amaunt of training data

The pretrained mode]l may not have classes with
the ddesimed Iabt'il.'- all the time

Fia.

2.8.5 DCNN[49]

DCNN is a type of DL method that differs from traditional CNN in terms of the

number of hidden layers (typically more than 5), which are used to extract more features

and enhance

prediction accuracy. One type of DCNN increases the number of hidden layers, while the

other increases the number of nodes in the hidden layer. The DCNN method is a supervised

2.12 — Comparison of various

classifiers [53]

learning task that uses raw data to identify classification features.
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2.8.6 The Difference between machine learning and deep lear-

ning[54]

The difference is :

First in the fact that ML algorithms deal with quantitative and structured
data and, second, the operator is responsible for choosing the right algorithm to extract
the features that will influence the prediction. DL algorithms deal with unstructured data

and the algorithm is trained to extract the influential elements in the prediction.

2.8.7 Image recognition technology based on deep learning[47]

The contrast between traditional image processing and deep learning methods is show in

this table :

Technology Traditional image processing methods Deep learning methods
Estence Manual design Seatunes + classiber (or nue) Automati? keaming of features from Lange amounts of daa
Methad Image segmentation method: Threshold ssgmentation; Rob-  CHMN

erts, Prewitt, Sobel, Laplace and Kirsh edge detection; region

segmentation
Feature extraction methaod: SIFT, HOG, LBE shape. color and
teafuee featune extraction method
Classification method: SV, BP Bayesian
Requined conditions  Relatively harth imaging enmvinnment sequinements, high Adequate leaming data and hagh-perfoemance computing units
contrast between lesion and non-ledion aeas, leds noie
Apphcable soenanics It % oflen neOEsary b0 Change the theeshold o nedesgn the 1% hag abalaty 1o cope with certaen feal and comgbes natusal
akgcxithen when imaging emdronment of plant diseasesand  emdronment changes
Pttt chass changes, whach has poor recogation effect in
real coenplex natural emaronement

Fic. 2.13 — Contrast between traditional image processing and deep learning methods.

[47]

2.8.8 Open source tools for deep learning

It presented in this table :
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Tools Publisher Supporting hardware  Applicable interface  Usability

o . L i P Db I L R - e ", A R ————
Tensorflow Googhe CPUL GPU, Moble C. Pythor Flexible development, poiability, powerfl performance, suppon fof

F1a. 2.14 — Comparison of open source tools for deep learning [47]

2.9 Transfer Learning (TL)[12]

TL makes use of already existing knowledge for some related task or domain in
order and applies it to the problem under study. Models previously trained for image
classification on large datasets are usually used and adapted to the dataset under study.
A common approach is to substitute the last network layers (i.e., the dense layers) of
a pre-trained network, adapting it for a different classification task. The model is then
trained but only the newly inserted layers are trainable all network layers remain frozen
during the training process.

In an extension of this approach, fine-tuning is also commonly used. Besides training
the newly inserted layers, fine-tuning allows the training of additional layers of the base
model, typically the deeper convolutional layers of the network.

TL is usually done when the studied dataset is small, with insufficient samples for

training a CNN model from scratch.

2.10 Data Operations

2.10.1 Data acquisition

The data acquisition (quantity and quality) phase will have a great influence on the models

both in terms of good results and robustness [12] It is the process of gathering data from
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various sources and systems [55]

Crop images are captured through cameras set up on the farm. Extraction of leaf images
and database creation is the initial stage. Shape, texture, and leaf size are the attributes
used for diagnosis [34]

Weather data collection by using IoT sensors, which typically store records.

2.10.2 Data Pre-processing[12]

It means using the information in a way that the model can easily understand [56]. In this
stage, images are typically pre-processed using computer vision techniques to remove noise,
enhance the image contrast, extract the regions of interest, extract image features, etc. In
general, this step usually leads to better model outcomes. Here, features are normalized

from vector to unit space [34]. The most common data pre-processing techniques are :

Noise Reduction

Different types of filters, such as Gaussian and median filters, are used to reduce noise to
obtain smoother images. These filters have the effect of blurring and removing nonrelevant
details of an image, at the expense of potentially losing relevant textures or edges [57].
Image Segmentation
It is the process of grouping pixels into regions of interest. In the context of crop disease
identification, these regions for assessing the severity of the infection by the amount of
the infected area, or for background removal, since the removal of the background allows
highlighting the regions of interest for further analysis.
Feature Extraction

It is a common step in the pre-processing of images for shallow ML models. Different

feature extractors obtain different features that can be more or less suitable for the specific
problem at hand.

Cropping and Resizing Images
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() Stravbnrery beal s by (gt )

F1G. 2.15 — An example of background removal [16].

It is used for decreasing the input image dimensions, to allow greater processing speed,

or to fit hardware requirements. It can also be used for creating more data to train the

models [58].

Pre-Processing in Tabular Data

It consisted of weather records commonly found in the literature analyzed in the scope of
this project. When gathering data records with varying dates and locations, these records
can be integrated in two ways :

Cross-year where models are validated over the years at the same location.
Cross-location where models are validated across the various locations for the same year.
Common procedures in pre-processing are scaling/standardization of data and missing
values processing [59]. Most algorithms require that there are no missing values in data
and others, such as neural networks, can benefit from the normalization of feature values
to improve training and reduce the effects of vanishing gradients [60].

Handling Null ValuesThe easiest way to solve this problem is by dropping the rows or
columns that contain null values. Sometimes, filled by the most frequent data.
Standardization We transform our values such that the mean of the values is 0 and the
standard deviation is 1.Consider a data frame having 2 numerical values : Age and Weight.
They are not on the same scale as Age is in years and Weight is in Kg and since Weight

is more likely to greater than Age. In order to avoid this issue for each data point we just
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subtract the mean and divide it by standard deviation.
Normalization
It refers to the re-scaling of data features between 0 and 1, which is a special case of

Min-Max scaling.

Pre-Processing in Deep Learning

It does not focus on feature extraction since one of the most essential properties of DL
is its ability to generate features autonomously. For this reason, pre-processing is focused
mainly on creating more images through data augmentation and resizing the input images
to fit the model’s input parameters.

Some studies have compared the manual selection of features with DL. When it comes
to categorizing insects in the field, manually selected features were not able to capture all
of the relevant information about insect infestations or to handle the noise of real-world
photos. It was also not able to capture subtle differences between different insect species
that share similar appearances [61].

For insect detection, DL techniques achieved higher accuracy and took less time to
process since they efficiently select regions of interest [62].

When comparing the use of original color pictures with images converted to greyscale or
background segmentation, DL models performed better in the original color pictures [63].
Data augmentation : is a process to artificially expand and increase the diversity of
the training dataset. This process benefits the performance of the models, by introducing
variability in the data and allowing a better generalization of the domain [64].. Some
common transformations are rotation, cropping, scaling, and flipping.

Data cleaning : is the process of assessing the quality of the data and either modify or
deleting it. It is usually applied in studies that retrieve their dataset images from search
engines in an automatic way, removing pictures that do not correspond to the intended

labels or that do not comply with minimum resolution requirements [65, [61].
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Image resizing : is usually performed to fit the input parameters of the models. Studies
have compared the performance of the models with different input image sizes and conclu-
ded that with larger images the models achieve higher accuracy but require more time for
each training epoch [66]. and more powerful hardware [67].

Data Integration : To improve the accuracy and speed of the training and validation
processes, the data integration technique helped us reduce and avoid redundancies in the

resulting dataset [4].

Feature selection (FS)[68].

The FS model is applied to identify necessary features. The main reason to employ
FS is that it enables the ML algorithm to train faster, minimizes the model complexity,
and makes it easy to interpret. It also increases the system accuracy when the proper
subset is selected and reduces overfitting. The computation time of the algorithm is less
necessary than its classification for normal-size feature sets. But the feature selection is
necessary for large datasets. Various statistical approaches can be employed in FS like a
filter, embedded and wrapper methods.
Filter methods : choose the intrinsic characteristics of the features computed by uni-
variate statistics instead of the performance of cross-validation. These methods are faster

and less computationally expensive than wrapper methods.

2.10.3 Data Analysis[34].

In this step, the segmentation of images is done to find the region of interest. In
segmentation, the technique used is region-based segmentation which separates healthy
and diseased regions of the plant leaf by using the color of the leaf. The image acquired
from the camera and the database will be pre-processed.

Next, the image resizing, followed by image enhancement and edge detection. Then

many analytics techniques are carried out to classify the images according to the particular
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problem at hand in real-time.
The usage of the Internet of Things system makes the process easier which is extended
to some level of automation. This in turn helps the user to monitor the environmental

factors easily despite getting into the field physically.

2.11 Network type[47].

It can be further subdivided into classification, detection, and segmentation networks

according to the different network structures.

1. Classshcation

y mold

Tomato dseases and :ugt 3 : '
Image category label Rectangle label Prxel by proe] Label

F1G. 2.16 — Definition of plant disease. [47].

2.11.1 Classification network [47].

In the real natural environment, the great differences in shape, size, texture,
color, background, layout, and imaging illumination of plant diseases make recognition a
difficult task. It has become the most commonly used pattern in plant disease classifica-
tion. Generally, the feature extraction part of the CNN classification network consists of a
cascaded convolution layer+pooling layer, followed by a full connection layer (or average
pooling layer)+softmax structure for classification. It mostly uses mature network struc-
tures in computer vision, including AlexNet, GoogleLeNet, VGGNet, ResNet, Inception
V4, DenseNets, MobileNet, and SqueezeNet. It works like this : inputting a test image, the

network analyses and returns a label that classifies the image. It can be subdivided into
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three subcategories : using the network as a feature extractor, for classification directly,

and lesions location.

Method Advantages Disadvantages
Using network as feature extractor - Obtaining effective lesion features Redying on other classiers for final classthication results
Original image classifcation Classic in structure, it is S50 the bagks of other classifica-  Lesions need 10 account or 3 certain propartion in the
tion nétwork sub-methods and can refier 1o many image, otherwise their characteristics ase easily pooled
existing networks out, and generally only one class of lesion ks allowed
in an image
Classification after locating RO Obtaining ROH information of the lesions Additional methods. are needed 1o obtain ROI
Multi-category classification Sohving sample imbalance 10 some extent Secondary training is needed
Shiding window Get mough lacalization of lesions in images Sliding window size requires accurate selection, and can
only ged rough position, slow speed of traversal and
sliding
Heatmap Gonerate mone Jccurati k4ion Xeas Accurate besions location depends on network classifica-
tion performance
Muhti-task hearning network Combining other networks 1o obtain eact location and  The network stucture i refathvely comples, and a pool-
categony of lesions simultaneously, and reducing the  by-pood Label is requised when adding segmentation
number of training samples requined branches

F1G. 2.17 — Comparison of each sub-method of classification network [47].

Using network as feature extractor

First, the images are input into a pre-trained CNN network to obtain image characte-
rization features, and the acquired features are then input into a conventional machine
learning classifier (e.g., SVM) for classification.

Using network for classification directly

It is the earliest common means of CNN applied in plant disease detection. It can be
further subdivided into :

1. Original image classification : That is, directly put the collected image into the network
for learning and training.

2. Classification after locating ROI : we often obtain the region of interest (ROI) in advance,

and then input the ROI into the network to judge the category of diseases.
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3. Multi-category classification : When the number of class exceed 2 class, the network
is the same as the original image classification method, that is, the output nodes of the
network are the number of class+1 (including normal class). However, multi-category
classification methods often use a basic network to classify lesions and normal samples,
and then share feature extraction parts on the same network to modify or increase the
classification branches of lesion categories. This approach is equivalent to preparing a
pre-training weight parameter for subsequent multi-objective plant disease classification
networks.

Using the network for lesions location

Generally, the classification network can only complete the classification of image label le-
vel. It can also achieve the location of lesions and pixel-by-pixel classification by combining
different techniques and methods. It can be further divided into three forms :

1. Sliding window : This is the simplest and most intuitive method to achieve the location
of the lesion coarsely. The image in this method is input into the classification network by
redundant sliding on the original image through a smaller size window. Finally, all sliding
windows are connected to obtain the results of the location of the lesion.

2. Heatmap : This is an image that reflects the importance of each region in the image, the
darker the color represents the more important and represents the greater the probability
that it is the lesion.

3. Multi-task learning network : If the pure classified network does not add any other
skills, it could only realize the image level classification. Therefore, to accurately locate
the location of plant diseases, the designed network should often add an extra branch, and
the two branches would share the results of the feature extraction. In this way, the network
generally had the classification and segmentation output of the plant diseases, forming a
multi-task learning network. It takes into account the characteristics of both networks.
Confusion Matrix

A N x N matrix known as a confusion matrix is used to assess the efficacy of a
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classification model, where N is the total number of target classes. The matrix’s actual
goal values are contrasted with the model’s anticipated goal values. This enables us to
understand our classification model’s effectiveness and the types of mistakes it produces

in great detail [140].

2.11.2 Detection network[47].

Object positioning is one of the most basic tasks in the field of computer vision.
It is also the closest task to plant disease detection in the traditional sense. Its purpose
is to obtain accurate location and category information of the object. At present, object
detection methods based on deep learning emerge endlessly. Generally, it can be divided
into :
Plant diseases detection is based on two stages network :

The basic process (Faster R-CNN) is to obtain the feature map of the input image
through the backbone network first, then calculate the anchor box confidence using RPN
and get the proposal. Then, input the feature map of the proposal area after ROI pooling
to the network, fine-tune the initial detection results, and finally get the location and
classification results of the lesions.

Plant diseases detection based on one stage network

The region suggestion stage has been removed by the algorithm, which instead
adds the detection head straight to the backbone network for classification and regression.
This considerably accelerates the detection network’s ability to draw conclusions. It is
separated into two categories : SSD and YOLO, both of which use the entire picture as
the network’s input and give a direct output layer return of the position of the bounding
box and the category to which it belongs. In contrast to the conventional CNN, the SSD
chooses VGG16 as the network’s trunk and incorporates a feature pyramid network to
gather features from various levels and produce predictions.

The main difference between the two networks
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It is that the two-stage network needs to first generate a candidate box (proposal) that
may contain the lesions, and then further execute the object detection process. In contrast,
the one-stage network directly uses the features extracted in the network to predict the

location and class of the lesions.

Can detection network replace classification network ?

The task of the detection network is to solve the location problem of plant diseases.
The task of the classification network is to judge the class of plant diseases. The detection
network seems to include the steps of the classification network, that is, the detection
network can answer “what kind of plant diseases and pests are in what place”. But there
is a misconception, about “what kind of plant diseases and pests” is given a priori, that
is, what is labeled during training is not necessarily the real result. Then the involvement
of the classification network is necessary. Thus, the detection network cannot replace the

classification network.

2.11.3 Segmentation network[47]

It converts the detection task to semantic and even instance segmentation of lesions
and normal areas. It not only finely divides the lesion area, but also obtains the location,
category, and corresponding geometric properties (including length, width, area, outline,
center, etc.). It can be roughly divided into Full convolution neural network (FCN), and
Mask R CNN.

Compared with the classification and detection network methods, the segmenta-
tion method has advantages in obtaining lesion information. However, like the detection
network, it requires a lot of annotation data, and its annotation information is pixel by

pixel, which often takes a lot of effort and cost.
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2.12 Evaluation indices[47].

It can vary depending on the focus of the study. It is used to evaluate the performance

of algorithms. Common evaluation indices presented in this table :

Condition (e.g. discase detection)

Pos. predictive value

= No. of true positive No. of false positive y
] - FP) (Precision)
‘E \L'F) ( (TP(TP + FF))
[_‘g No. of false negative | No. of true negative | Neg. predictive value
(FN) (TN) (TN (TN + FN))
Sensitivity (Recall) Specificity Accuracy
i S Er = |

F1G. 2.18 — Important measures in a statistical classification task [101].

2.13 Challenges[47].

2.13.1 Small dataset size problem

self-collected data sets are small in size and laborious in labeling data. Compared with
more than 14 million sample data in ImageNet datasets, the most critical problem facing
plant disease detection is the problem of small samples. In practice, some plant diseases
have low incidence and high cost of disease image acquisition, resulting in only a few or
dozen training data collected, which limits the application of deep learning methods. In
fact, for the problem of small samples, there are currently three different solutions :
Data amplification, synthesis and generation
Data amplification is a key component of training deep learning models. An
optimized data amplification strategy can effectively improve the plant disease detection
effect. The most common method of plant disease image expansion is to acquire more

samples using image processing operations such as mirroring, rotating, shifting, warping,
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filtering, contrast adjustment, and so on for the original plant disease samples. In addition,
Generative Adversarial Networks (GANSs) [70]. and Variational automatic encoders (VAE)
[69]. can generate more diverse samples to enrich limited datasets.

Reasonable network structure design : By designing a reasonable network structure,

the sample requirements can be greatly reduced.

2.13.2 Detection performance under the influence of illumina-

tion and occlusion

Lighting problems
Natural light changes very dynamically, and the range in which the camera can accept

dynamic light sources is limited, it is easy to cause image color distortion when above or
below this limit. In addition, due to the difference of in view angle and distance during the
image collection, the apparent characteristics of plant diseases and pests change greatly,
which brings great difficulties to the visual recognition algorithm.
Occlusion problem

They are common in real natural environments, including blade occlusion caused
by changes in blade posture, branch occlusion, light occlusion caused by external lighting,
and mixed occlusion caused by different types of occlusion. The difficulties of plant disease
identification under occlusion are the lack of features and noise overlap caused by occlu-
sion. Different occlusion conditions have different degrees of impact on the recognition
algorithm, resulting in false detection or even missed detection.
Detection speed problem

Compared with traditional methods, DL algorithms have better results, but their
computational complexity is also higher. If the detection accuracy is guaranteed, the model
needs to fully learn the characteristics of the image and increase the computational load,
which will inevitably lead to slow detection speed and cannot meet the needs of real-time.

To ensure the detection speed, it is usually necessary to reduce the amount of
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calculation. However, this will cause insufficient training and result in false or missed
detection. Therefore, it is important to design an efficient algorithm with both detection
accuracy and detection speed.

Plant disease detection methods based on deep learning include three main links in

agricultural applications : data labeling, model training, and model inference [71].

2.14 Computer vision[72]

It is a branch of artificial intelligence that enables computers and systems to gather
valuable data from digital images, videos, and other visual inputs and take actions or offer
suggestions based on that data. Computer vision offers machines the ability to perceive,
observe, and understand, just like artificial intelligence gives them the capacity to think.It

works very much like how the human eye does.

2.15 Precision agriculture[73]

The goal behind precision agriculture (PA) is to monitor, measure, and respond to
crop variability both within and between fields. PA is also known as as-needed farming,
satellite agriculture, precision farming, and site-specific crop management (SSCM).

To ensure that soil and crops receive the precise nutrients they need for optimum health
and productivity, precision agriculture uses information technology (IT). By doing this,
sustainability, profitability, and environmental protection are all guaranteed. It considers
elements including soil type, topography, weather, plant growth, and yield statistics while

managing crops.

2.15.1 The benefits of precision agriculture|[73]

Predictive analytics software makes use of the data after it has been collected to provide

farmers advice on crop rotation, and the ideal times to sow, harvest, and maintain the
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land.

Agricultural control centers may combine sensor data and imaging input with other
data to assist farmers in identifying crops that require treatment and determining the
appropriate amount of water, fertilizer, and pesticides to administer.

In addition to ensuring that the soil has the ideal balance of additives for maximum
health, this aids the farmer in preventing resource waste and run-off, cutting expenses,
and managing the farm’s environmental effects.

But today, farming cooperatives and even tiny family farms may practice precision
agriculture thanks to smartphone applications, intelligent sensors, drones, and cloud com-

puting.

2.15.2 Are there any challenges involved with precision agricul-
ture ?[73] ?

° There are difficulties with precision agriculture. The integration of all the many data
sources is one of the largest hurdles.

° It necessitates a large technological investment.

° It may be expensive to purchase the hardware and software needed for precision

agriculture, and it takes time to become proficient with it all.

2.15.3 The use cases for precision agriculture|73]

Some of the most popular applications for precision agriculture today include :

° Agricultural mapping and field scouting. Drones equipped with cameras can create
high-resolution maps of fields.

° Soil sampling and analysis. Mobile apps can collect data about soil type, fertility,
moisture content, and more.

° Weather monitoring. Hyperlocal weather data can help users decide when to plant,

how much water to give crops and when to harvest.
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° Labor management. GPS-enabled mobile apps can track the location and activity
of workers in the field.
° Equipment management. It can help farmers keep track of their equipment, schedule

maintenance and plan for repairs.

2.16 Smart Farming (SF)[74]

It is the application of advanced technology like AI, IoT, etc. to make crop
production more advanced. By using SF techniques, farmers can boost production and
minimize the wastage of crops. These technologies help farmers in various stages, like

plantation, irrigation, soil quality checking, weather reporting, etc. in crop production.

Irrigation

DHiscase prediction

F1G. 2.19 — Sample illustration of smart farming. [75]

2.17 Internet of Things (IoT)

It is a network of interconnected devices which communicate sense and interact with
each other. Adaptation of IoT in various fields has been increasing rapidly, even though the
technology is relatively not new. These devices help build a network between them and are
capable of sharing information and data, as well as actively acting on instructions given to

them [74]. ToT offers appropriate solutions for multiple applications such as smart health

7



Chapter 2. PHASE-2- AT and IoT in Plant Diseases

care, smart cities, security, retail, traffic congestion industrial control, and agriculture [76].
[oT has brought a great revolution in the agricultural environment by examining multiple

complications and challenges in farming [77]

2.17.1 Major components of IoT based Smart Farming[78]

It consists of four major components :

The physical structure : is the most important factor for precision agriculture to avoid
any unwanted happening. The whole system is designed in such a way that controls the
sensors, actuators, and devices. A sensor performs multiple tasks like soil sensing, tem-
perature sensing, weather sensing, light sensing, and moisture sensing. Similarly, devices
perform many control functions like node discovery, device identification, naming services,
etc. All these functions are performed by any device or sensor which is controlled through a
microcontroller. This controlling operation is performed by any remote device or computer
that is connected to the Internet.

Data Acquisition : is further divided into two sub-components namely : IoT data ac-

quisition and standard data acquisition. Whereby,

1 IoT data acquisition : component consists of seven protocols that are Message Queuing
Telemetry Transport (MQTT), Websocket, Advanced Message Queuing Protocol
(AMQP), Node, Constrained Application Protocol (CoAP), Data Distribution Ser-
vice (DDS), and Hyper Text Transfer Protocol (HTTP). Depending on the require-
ments and conditions more protocols can be used for the implementation of smart
farming.

2 Standard data acquisition : ZigBee, WIFI, Long Range Wide Area Network (LoraWan),
SigFox and ISOBUS protocols have been used.

Data processing : consists of multiple features that are image or video processing, data
loading, decision support system, and data mining. According to the system requirements,

any feature may be added that may work in parallel to provide other services.
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Data analytics : consists of two main features which are monitoring and controlling.
Monitoring involves three main applications in a smart agriculture that are Live Stock

Monitoring, Field Monitoring, and Greenhouse Monitoring.

F1G. 2.20 — Major components of IoT based smart farming 78]

2.17.2 IoT Agriculture network architecture|78]

Most the IoT applications usually follow the four-layer architecture :

APPLICATION LAYER

Due to the energy constraints and stringent computation involved by the IoT devices.
These protocols can be increased or decreased according to the system requirement ; there

are many lightweight protocols on the application layer such as :

1 CoAP protocol : it runs on UDP and works on the principle of request or response

architecture |79
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2 AMQP protocol : it runs over the TCP protocol by following publish/subscribe archi-

tecture asynchronously and uses TSL/SSL for security assurance.

3 MQTT : it is a bandwidth-efficient protocol that uses little battery power and is designed

for receiving and transmitting sensor information [80]

4 HTTP : it is a well-known web messaging protocol based on the request /response archi-
tecture [81]. Runs over TCP and does not define any QoS, uses T'SL/SSL for security

purposes.

TRANSPORT LAYER

This layer is also called the host to the host transport layer and is directly transferred
from the IP to the IoT domain. The main task of the network layer is to collect and
encapsulate the agricultural information which is obtained through the sensor layer. Two

protocols are :

1 Transmission control protocol (TCP) : it is a connection-oriented protocol that ensures
the reliability of delivered data. TCP data transmission speed is low as compared to

UDP.

2 User datagram protocol (UDP) : it is a connectionless protocol that does not ensure the
reliability of data. Its data transmission speed is high as compared to TCP. Both of
these protocols are used in different applications because their choices depend upon

the requirements of the application.

NETWORK LAYER

This layer is an indispensable technology for precision farming and is responsible to
transmit agricultural information at the application layer. IP is the major choice with the
existing two versions that are IPv4 and IPv6. IPv4 came into existence due to increasing
the large number of addressable devices. Whereas, the invention of IPv6 was expected

which gradually establish on all networking devices.

ADAPTATION LAYER (AL)
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AL’s aim is to ensure interoperability and implement fragmentation, compression,
and reassembly mechanism. Although AL attained many advances but still there is a com-

plexity for IPv6 support because its direct use on IoT devices is not considered reasonable.

PHYSICAL AND MAC LAYERS

This is the bottommost layer in the agriculture network architecture which is responsible
to sense and actuate different agricultural parameters. Within the physical and MAC layer
IEEE 802.15.4 is one of the most popular standards which was designed for low cost, low

consumption, and low complexity [82]

2.17.3 The benefits of IoT[83]

Some of the common benefits of IoT are :

° Monitor their overall business processes.
° Improve the customer experience (CX).
° Save time and money.

° Enhance employee productivity.

° Integrate and adapt business models.

° Make better business decisions.

° Generate more revenue.

e Using sensors and other IoT devices, manufacturing, transportation, and utility compa-
nies employ IoT the most frequently.

e The availability of information on any device, at any time, from anywhere.

e Better communication between electronic devices that are connected.

e Saving time and money by sending data packets through a network connection ; auto-
mating processes to raise the standard of a company’s services and lessen the need for

human involvement.
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2.17.4 Disadvantages of IoT[83]

IoT has a number of drawbacks, including the following :

e As there are more devices that are linked and more information is shared between them,
there is a greater chance that a hacker would steal sensitive data.

e Enterprises may someday have to deal with enormous numbers of IoT devices—possibly
millions—and it will be difficult to collect and manage the data from all of those devices.
e Since there is no global IoT compatibility standard, it is challenging for devices from
various manufacturers to communicate with one another. e If there is a problem in the

system, it is possible that every linked device would become corrupted.

2.18 Smart Agriculture Monitoring (SAM)

IoT can provide automation in agriculture monitoring systems with the help of sensors,
actuators embedded hardware platforms, and cloud-enabled technologies like big data and
cloud computing. Generally, the ToT role in agriculture has been transformed [84] into
different domains such as water and soil management, crop monitoring, etc. WSN also
enables automation in the field of agriculture with energy harvested [85] nodes, hardware

cost-effectiveness, and scalability.
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F1G. 2.21 — Overview of the smart agriculture parameters. [85]

Smart agricultare
momi toring parameters,

2.19 Overview of Wireless Communication Technolo-
gies

In many of the applications, WCT has been used. Based on the transmission distance
the wireless technologies are divided into 3 categories :

They are short-range communication (SRC) [8§] : for a distance of <10 m. It
includes RFID(Radio-frequency identification), BLE (Bluetooth), UWB (ultra-wideband),
and so on.

Medium-range communication (MRC) : for the distance of (10-100) m. It includes
Wi-Fi and ZigBee technology [73]

Long-range communication (LRC) : for distance> 100 m. In LRC, cellular networks
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are used, like 2G/3G/4G [57]

IoT protocols for agriculture :

This table represents the IoT protocols :

Pormaveiers Staravekard Frogquemey Fhrin Rode Traucm Ernerpy Caod
ol dxuiarar Crmsamprio
Range o
WiFi TEEE 802,11 a’eBidigin S GHA—&0 GHz 1 Mbs— T Gh's 20— NisF High High
m
LalaWAN Lalta®W AN R10 RERH MH 0.3-50 Khi's =My Wery High
LA ] Lazw
WIRIAX IEEE BOZ, 16 2 Lillz—6is 1 Mbis—1 Dib's =50 K PMlexliiin High
Gl { Fixedy 50106k
Sb's (modale )
Mluslsibe 20a=CESM, CNA = HAS MHE, 2z S0k=1040 Entise 2% [ ETTE Ml
Comemunication ACIUMTS, CDMWAIH, 2.4 GHe kbv's 30200 kiv's Cellular
AL TE ALk =1 Gibv's Arca
LR-WPAN IEEE 202,154 RERDIS 40-250 Kh's 10=20 Laow Low
Nlile, T4 Gz m
KFII IS | B Bl 1o 160 1=% m Lo Low
DM kbit's
FigHaee IEEE 202 15,4 24 GiHz 20-250 Kh's 10-20 | L
m
AT OASES 2.4 Gz 250 kbps - L Loy
HigFox KigFox 2060 kM= Dbt brin's 3050 Lavw Low
km
EEbsetonth IEEE ®02.15.1 240H: 1-24 Mbis -l Wery Lisw

F1a. 2.22 — Comparison of existing wireless protocols [7§]

F1G. 2.23 — Various wireless communication technologies for range and data rate compa-

risons [86]
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2.19.1 Wireless sensors (WS)][8]

WS is the most crucial and plays a key role when it comes to collecting crop conditions
and other information. In the following, major sensor types are discussed according to
their
working procedure and purpose and the benefits they offer :

Filed-programmable gate array(FPGA)-Based sensors

FPGA-based sensors are starting to be used in agriculture recently due to their flexibility
of reconfiguration. The major options where these can be employed include measuring
real-time plant transpiration, irrigation, and humidity [89, [90]. However, their utilization
in agriculture is in the early stages due to their limitations, such as size, cost, and power
consumption.[§]

Optical sensors

These sensors use light reflectance phenomena and help to measure soil organic substances,
soil moisture, and color, the presence of minerals and their composition, clay content, etc.
[911, ©2]

Airflow sensors

These sensors are capable of measuring soil air permeability and percentage of moisture
and identifying soil structure to distinguish different types of soils [93]

Electochemical sensors

These are mostly used to assess the significant soil characteristics to analyze the soil
nutrient levels, such as pH [94]

Softwar level-based(SWLB) sensors

They are being utilized in agriculture catchments to characterize hydrological behaviors,
such as water level and flow, at adjustable time-step acquisitions. This is done by measuring
rainfalls, stream flows, and other water presence options [95] 96]

Telematics sensors

They support telecommunication between two places—more precisely, among two vehicles
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when considering agriculture-based applications. They are used to collect data from remote
locations (especially inaccessible points), operations of machines that report on how the
components are working, and record location and travel routes to avoid visiting the same
patch [97]

Remote sensing

They are used to capture and store geographic information, and further analyze, manipu-

late, manage, and present all types of spatial or geographical data [§]

2.20 Cloud Computing [98]

It entails the delivery of a range of services over the Internet. These applications and
tools comprise servers, databases, networking, and data storage, among other things.
Cloud-based storage enables you to store files in a remote database as opposed to a local
storage device or a customized hard drive. As long as a device has internet connectivity,
it can obtain the data and software it needs to function.
It is a popular option for both individuals and businesses because of a number of ad-
vantages, including cost savings, increased productivity, speed and efficiency, performance,

and security.

2.20.1 Cloud computing categories[98]

It does not consist of a single technological component like a microprocessor or a telephone.
Instead, it is a system made up mostly of three services :

Software-as-a-service (SaaS) : A software program is licensed to clients as part of
the SaaS model. Usually, licenses are made available on-demand or on a pay-as-you-go
arrangement. Microsoft Office 365 contains a mechanism like this.
Infrastructure-as-a-service (IaaS) : is a technique for offering anything over an IP-

based connection as part of an on-demand service, from operating systems to servers and
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storage. Clients can obtain software and servers through an on-demand, outsourced service
rather than having to buy them outright. IaaS systems like IBM Cloud and Microsoft Azure
are well-known examples.

Platform-as-a-service (PaaS) : is regarded as cloud computing’s third and most chal-
lenging layer. The key difference between PaaS and SaaS is that PaaS is a platform for
building software that is given through the Internet as opposed to providing software as a

service. This tactic makes use of tools like Heroku and Salesforce.com.

2.20.2 Deployment Models[98]

Public clouds : use Internet-based storage and computers to deliver their services.
These are run by independent firms that manage and take care of all the infrastructure,
software, and hardware. Customers use accounts that virtually anybody may use to obtain
services.

Private clouds : are only accessible to selected clients, often one company or orga-
nization. The cloud computing service could be hosted by the company’s data center. On
a private network, several private cloud computing services are offered.

As the name suggests, hybrid clouds combine both public and private services.
This kind of architecture gives the user more options and improves the infrastructure and

security for the user.

2.20.3 Advantages of Cloud Computing[98]

e Cloud-based software has several advantages for businesses across various industries,
including accessibility from any device through a browser or native app.

e It involves much more than simply accessing data across many devices. Large firms may
save a ton of money this way as well.

e People may conserve storage space on their computers or laptops by using the cloud

infrastructure.
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2.20.4 Disadvantages of the Cloud [9§]

There are hazards, of course, with all the speed, efficiency, and innovations that come with
cloud computing.

e Security has always been a major worry with the cloud, particularly when it comes to
private financial and medical documents.

e Power outages, internal issues, and natural calamities can also affect servers operated
by cloud computing organizations.

e There is a learning curve for both employees and management, as with any techno-
logy. However, since so many people may access and alter data through a single gateway,

unintentional errors might spread across the whole system.

2.21 AGRICULTURAL DRONES

Drones are defined as Unmanned Aerial Vehicles (UAVs) which are being utilized
in agriculture to improve various practices of farming. These flying devices are controlled
remotely by remote control or autonomously programmed. Agricultural processes which
are performed by drones are crop health assessment, spraying, screening, planting, scouting
reports, measurement of nitrogen in wheat, and analysis of soil conditions. Drones facilitate
the farmers via integration with Geographic Information Systems (GIS) mapping, and
crop health imaging. Drones are mostly deployed in large farms. In the area of agriculture
pesticides and fertilizers are very important for crop yield [99, [100]. Drones are high-speed

and effective in the spraying operation.

2.22 Conclusion

In conclusion, the prevention, detection, and control of agricultural illnesses may be

radically altered by the use of artificial intelligence (AI) and the Internet of Things (IoT) to
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the management of plant diseases. Real-time monitoring of environmental variables, early
illness identification, and precise therapies are made possible by Al algorithms working in
conjunction with IoT sensors. Farmers now have access to precise disease risk assessments
and useful insights because to the capacity to evaluate vast amounts of data, such as
satellite images, weather patterns, and historical disease records.

Al-powered image analysis can quickly and accurately diagnose plant diseases, aiding
in timely treatment and reducing yield losses. Additionally, predictive models based on Al
can forecast disease outbreaks, providing early warnings to farmers and enabling proactive
disease management strategies.

The integration of IoT devices and Al algorithms allows for automated and targeted
interventions. Smart sensors can monitor soil moisture, temperature, and other variables,
optimizing irrigation practices and reducing the risk of waterborne diseases. Drones equip-
ped with Al algorithms can survey large fields, identifying disease hotspots and enabling
targeted pesticide applications.

The combination of Al and IoT offers the potential to optimize resource usage,
reduce chemical inputs, and minimize the environmental impact of disease management
practices. By providing real-time insights, these technologies empower farmers to make
informed decisions, enhancing productivity and sustainability in agriculture.

However, successful implementation requires addressing challenges such as data pri-
vacy, interoperability, and providing training and support to farmers. Collaboration among
researchers, farmers, technology developers, and policymakers is crucial to ensure the ef-
fective integration of Al and IoT into plant disease management.

Overall, the combination of ATl and IoT holds great promise for revolutionizing plant
disease management. These technologies offer increased precision, early detection, and
proactive strategies, leading to improved crop health, higher yields, and more sustainable
agricultural practices. By harnessing the power of Al and IoT, we can enhance global food

security and build resilient agricultural systems in the face of plant diseases.
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Chapter 3. PHASE-3- REALIZATION AND IMPLEMENTATION

3.1 Introduction

The implementation of machine learning models has revolutionized several aspects of
agriculture, including plant disease prediction, crop recommendation, weed detection, pest
detection, and fertilizer optimization. These applications leverage the power of artificial
intelligence to enhance crop yield, reduce losses, and improve overall agricultural practices.
In this introduction, we will provide an overview of the implementation of models for each
of these areas.

Plant Disease Prognosis : Crop productivity and quality can be severely impacted
by plant diseases. Machine learning algorithms may reliably anticipate and diagnose pos-
sible diseases by analyzing a variety of variables, including environmental circumstances,
symptom patterns, and disease development. These models can provide early warnings
to farmers, allowing them to take preventive action and administer tailored treatments,
lowering crop losses. They do this by leveraging historical data and real-time monitoring.

Crop Recommendation :

Choosing the right crop for a specific location and environmental conditions is crucial for
maximizing yield. Machine learning models can analyze diverse datasets, including soil
quality, climate data, historical yield records, and market demand to recommend the most
suitable crop for a given area. These models consider various factors such as temperature,
rainfall, soil composition, and market trends to provide personalized recommendations,
allowing farmers to make informed decisions and optimize their agricultural practices.

Weed Detection :

Weeds compete with crops for resources, affecting their growth and yield. Machine learning
models can analyze images captured by drones, satellites, or on-field sensors to identify
and classify different weed species. These models employ computer vision techniques and
deep learning algorithms to detect the presence of weeds accurately. By identifying weed-
infested areas, farmers can apply targeted herbicide treatments, reducing chemical usage

and minimizing crop damage.
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Early detection of pests is essential for successful pest control since they constitute
a serious danger to agricultural output. To forecast the risk of pest infestations, machine
learning algorithms may assess a variety of data sources, including meteorological condi-
tions, insect activity patterns, and crop attributes. These models may pinpoint individual
pest species, evaluate their population patterns, and offer insights on when to use pest
management strategies most effectively. Farmers can limit crop losses and the effects of
pests by permitting prompt response.

Fertilizer Optimization :

Efficient use of fertilizers is essential to promote crop growth while minimizing environ-
mental impact and production costs. Machine learning models can analyze soil nutrient
data, historical yield records, and crop characteristics to recommend precise fertilizer do-
sages for different fields. These models consider factors such as soil composition, nutrient
requirements, and crop growth stages to optimize fertilizer application. By providing tailo-
red fertilizer recommendations, farmers can enhance nutrient utilization, reduce fertilizer
waste, and improve overall sustainability.

In conclusion, the implementation of machine learning models for plant disease pre-
diction, crop recommendation, weed detection, pest detection, and fertilizer optimization
has transformed agricultural practices. These models empower farmers with valuable in-
sights, enabling them to make informed decisions, minimize losses, and optimize resource
utilization. By leveraging the power of artificial intelligence, the agriculture industry can

strive towards sustainable and efficient food production systems.

3.2 Description of the prototype

We want to develop an IoT-based monitoring system for precision agriculture
applications such as plant disease control. Such an agricultural monitoring system provides

environmental monitoring services that maintain the crop growing environment in an
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optimal status and early predict the conditions that lead to plant disease outbreaks. This
system provides a service to store the environmental and soil information collected from a
wireless sensor network installed in the planted area in a database. Furthermore, it allows
users to monitor environmental information about the planted crops in real time through
any Internet-enabled devices. We try to develop artificial intelligence prediction algorithms

to realize a system that allows emulating the decision-making ability of a human expert.

3.3 Conception of the system

Second layer

* User interface

* login,predict,registertake picture....
"

~
* Layer of process and manipulation

* Add user,predict plant disease,pest detection,weed detection,crop

recommendation,register user... )

-
* Data base

* The artificiel intilligence models, sensor data, images saved in
cloud (firebase)

F1G. 3.1 — General conception of my system.

And this architecture represents how system work :
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—
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0

3.4 DMaterials and methods

T [9] -
%%%—@ ) -
|

=

Tast Data

F1G. 3.2 — Architecture represents how system work. [9§]

The proposed monitoring system for early plant disease is composed of two main modules :
. The hardware module : is mainly responsible for collecting information from the
outdoor environment, then transmitting the collected data using a communication

subsystem.

F1a. 3.3 — Architecture of Hardwar component of Al- AgriPlantD.
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. The software module : has four main functions :

) It collects, processes, stores, and presents the data provided by the sensors.
° It provides a user-friendly interface to the system.

° It predicts plant diseases.

° It suggests suitable preventive actions (applying pesticides, for instance) by

analyzing the collected data in light of the disease models.

Analyse, pre-
Send data to processings data
cloud and decision-
making .

Collect data
from different
source

F1a. 3.4 — General architecture of AI- AgriPlantD.
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3.5 How systems work 7

Hardware environment

s hTNnde‘
MCU actastors
l Camera l I

Uplald lmages
il 0" s details

AgrviFlantIy
nndroid
application

Hecwive
rwamlin

Sensors data

Mode of operation

Prediction modets for:plant diease,pest.crop
recommendation,weed detection

1o cloud server

F1c. 3.5 — Proposed architecture of Al- AgriPlantD with IoT.

This section provides the implementation details of AI- AgriPlantD. AI- AgriPlantD
is developed with a user-friendly environment for farmers using wifi Node MCU and IoT
environment with AgriPlantD application. Farmers monitor and control their farm fields
with AgriPlantD. The instrumentation system is placed in the farm field and monitors
plant statistics using various sensors. Moreover, all these sensor data are uploaded in
the cloud-based IoT environment. An artificial intelligence system is placed via the cloud
served with CNN, which continuously monitors sensor data and plant disease status and
sends necessary alerts to farmers using the application. Finally, nutrients are supplied to
the plants according to the levels stated by the grower. In addition, nutrients are applied
to plants with standard reference levels.

Moreover, the sensor values are continuously updated in the IoT-based cloud environ-
ment. Node MCU receives all sensor values and sends this data to a cloud server. Here, the
ANN-Forecasting model is used effectively to determine the type of disease based on the
temperature and humidity of the air, the value of the rain sensor, and the soil moisture.

Therefore, it is necessary to identify plant diseases at an early stage. Therefore, the CNN
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prediction model is used to identify the different types of plant diseases from the images
captured by the smartphone camera. In addition, the values update for the farms was done
through the mobile application.

The application is developed with a login page. Therefore, hackers cannot control the
domain and cannot access the application. After logging in successfully, the farmer can
monitor and control the field using the 'Plant Disease Prediction’, 'Farm Sensor Data’,
and "Farm Control’ buttons. On the Farm Sensor Data page, different types of sensor data
(air temperature, humidity levels, nitrogen, phosphorus, potassium...).

The readings are compared to the desired values as input by the user. If the readings
are good under the border conditions, the plant is declared disease-free. But if you feel
the plant’s temperature is higher than desirable, it may be infected. Likewise, if a plant is
not the color it should be, it may have an infection. This is detected by the light sensor.
Finally, if the plant has a higher moisture content value, the plant may decompose. but

If the plant has too low humidity, the automatic watering system is triggered to water
the fields. This model will help in providing crop forecasts and will allow the farmer to

take appropriate actions.[104]

r""“" image Prediction the disease
F IRTEYH 3
smart phone PROCESSING DATABASE

| camera

u

Sllatach Ths Lagwi Lmags
Wl Draialesce

—— - | -
Fres smt s Vesimivs

F1G. 3.6 — Architecture of operation of prediction disease by image.
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3.6 Development of Experimental Setup[86]

In this section, the description of the proposed system, which helps in the development
of agricultural applications, with the help of different required hardware components, [105]
for making the system efficient and intelligent. The hardware components are classified

into five types :

3.6.1 Field Sensors

In various applications of agriculture, the environment sensors (DHT22) and deployment

sensors (soil temperature and soil moisture, ph sensor) play a very significant role.

3.6.2 Microcontroller

In this view, an implementation of the proposed architecture consists hardware microcon-

troller board (Raspberry Pi).

3.6.3 Wireless Communication Technologies and Protocols

In this study, WCT and protocols are used for data transmission for the range of short
and long distances. IoT is having many WCT as well as protocols. Apart from these, some
of them have been discussed for sending the data to a cloud server like wifi module Node
MCU and as well as protocols like MQTT, CoAP for providing communication between

the machine to machine (M2M) and messages are sent to the cloud.

3.6.4 Field Actuators

In the field of agriculture applications, field actuators have provided the controlling func-

tions of devices. In this scenario, field actuators are like the Relay module and water

pomp.
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3.7 Description Architecture IoT used[86]

The proposed architecture is a self-powered, real-time, IoT based-cloud enabled service for

smart agriculture, decision-making system consists of two sections :

3.7.1 The transmitter section (TX)

It is responsible for monitoring the agriculture field to get data from sensors. So
the physical layer comes into the picture and it senses all agriculture parameters through
sensors like temperature, humidity, moisture, and so on.

It sends the digital signal to the above level, i.e., the conceptual layer. Data passing
tasks received from the conceptual layer are handled by the communication layer.

The Internet layer is the most among the three layers which form the system backbone.
ThingSpeak cloud works in the internet layer.

The application layer supports the network of IoT development on a large scale.

All the applications, services, and research activities connected to a network of IoT
have come under the business layer.

Collect data from sensors. Once the completion of the data has been completed, then
it gets processed and this processed data is called data processing which comes under
hardware embedded platforms (IoT gateway), along with WCT for IoT, based on the
conceptual and communication layers. Through lightweight communication protocols like
MQTT and CoAP, the messages are transmitted from client to server based on a set of
rules for data in formats such as XML, JSON, CSV, and so forth. These things will happen

while the Internet is available at the farmer’s place and it comes under the Internet layer.

3.7.2 The receiver section (RX)

It aims to take care of the agriculture field information which is stored in the

cloud server repository (IoT-cloud) with the help of IoT security like API key (Applica-
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tion Programming Interface), so that data gets access from the cloud repository through
preconfigured devices like mobile phones, laptops and so forth.

The application layer is responsible to access the data from the cloud through a farmer’s
mobile phone regarding agriculture data. It is built in order to undergo complete automatic
visualization through graphical representation, monitoring for real-time applications, and
statistical analysis for data. Data storage and data analysis is done in IoT cloud itself.

Finally, IoT cloud platforms are providing cloud services for data storage and analysis.
These cloud platforms are associated with architecture, of IoT for providing cloud services
such as Software-as-a-Service (SaaS), Platforms-as-a-Service (PaaS), and Infrastructure-
as-a-Service (IaaS).

The wireless connection is established between AWMU (TX) to WAMU
(RX)
Agriculture Wireless Monitoring Unit (AWMU)

AWMU is deployed in the field of agriculture. It consists of environmental sensors,
agricultural sensors, a hardware platform (Raspberry Pi), an energy harvesting capability
circuit for power supply, and a wireless transmitter module (NRF24L01). The sensors
like DHT22 (temperature and humidity sensor), soil moisture sensors, and NRF24L01-TX
module are connected to the microcontroller. The AWMU transmits information to other
devices through wireless communication, over a network with good internet connectivity.
In the agriculture field, each AWMU is communicated through Wi-Fi connectivity. Finally,
the field information is sent through the IoT gateway from AWMU to the receiver module.
Wireless Actuator Monitoring Unit (WAMU)

WAMU is deployed in the field of agriculture. It has four modules such as :
e Relay module

e Motor module
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Emvironment and 508 parameters monitoring

* Ar enpadue * 5ol tempardure
* Ax hueadiny * 5ol moisture

F1a. 3.7 — Proposed architecture for the smart agriculture decision-making system [86]

3.7.3 Field Estimation for Deployment Sensors

The proposed system consists of sensors and each sensor covers different coverage
areas (each sensor has a 30 to 35 m range of coverage). To achieve better connectivity
(which means more coverage area i.e., above 1 acre) with no data loss and long-range
communication. And also if the length (L) of the sub-field is low, then the received sensor
data is more accurate, which means rises monitoring of the agriculture field and reducing
the cost-effectiveness of sensor deployment. So total agriculture field is divided into five
sub-fields based on wireless connectivity of sensors :

Total _agriculture _field(above 1 acre) =5 x Subfields........ccccocvvivniins. (6)
And each sub-field is having three AWMNSs and also each AWMN contains 4 sensors
that are deployed in the agriculture field, so the number of sensors selected in a particular

agriculture sub-field for coverage connectivity in this equation :
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F1G. 3.8 — Packet loss rate versus distance [86]

3.8 Applications of the proposed methodology

Agriculture based on IoT with artificial intelligence is the next emerging thing in smart
agriculture. In several real-life applications, IoT is involved. In smart agriculture, using
various sensors can monitor agricultural activities like plant and irrigation monitoring.
Compared to traditional farming methods, farming based on IoT is much more productive.
IoT sensor systems require being simple to use to facilitate farmers to take advantage of

them. Some of the applications of the proposed methodology are listed below.[68] :

3.8.1 Plant and crop management

The proposed model with IoT offers a suitable and controllable environment to grow crops

[68]
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3.8.2 Crop disease and pest management

Combining this model with IoT is used for monitoring, modeling, predicting,
and managing disease in farming lands in real-time. This methodology is further used
for selecting proper pesticides for protecting crops from infections and hence minimizing
the work of farmers [68]. Generally, the reliability of crop disease monitoring and pest

management depends on three aspects : sensing, evaluating, Treatment [g].

F1G. 3.9 — Diagram of classification plant disease [56].

3.8.3 Crop recommendation[106)]

The parameters like Nitrogen, Phosphorous, Potassium, pH, and rainfall are measured
using analytical sensors and stored in the database. The compiled data is stored in the

cloud. The attained model is ready to recommend the crop for the user for irrigation.
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F1G. 3.10 — Diagram of recommended crop for irrigation. [106]

3.8.4 Soil monitoring][§]

The factors that are critical to analyzing the soil nutrient levels include soil type,

cropping history, fertilizer application, irrigation level, topography, etc. These factors give

insight

regarding the chemical, physical, and biological statuses of soil to identify the limiting

factors such that the crops can be dealt with accordingly.

3.8.5 Fertilizer system

It is a natural or chemical substance that can provide important nutrients for the
growth and fertility of plants. Plants mainly need three key macronutrients : nitrogen (N)

for leaf growth ; phosphorus (P) for root, flowers, and fruit development ; potassium (K)

for stem growth and water movement [107].

Any sort of nutrient deficiency or applying them improperly can be seriously harmful to
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the plant’s health. More importantly, excessive use of fertilizer not only results in financial
losses but also creates harmful impacts on the soil and environment by depleting the soil
quality, poisoning groundwater, and contributing to global climate changes. Overall, crops
absorb less than half the nitrogen applied as fertilizer, while the remaining are either
emitted to the atmosphere or lost as runoff.

Unbalanced use of fertilizer leads to an imbalance in both soil nutrient levels and
global climate as, reportedly, around 80% of the world’s deforestation has occurred due
to agricultural practices alone [I08]. Fertilization helps to precisely estimate the required

dose of nutrients.

3.8.6 Irrigation system

Various controlled irrigation methods, like drip irrigation and sprinkler irrigation,
are being promoted to tackle water wastage issues, which were also found in traditional
methods like flood irrigation and furrow irrigation. Both the crop quality and quantity
are badly affected when facing water shortage, as irregular irrigation, even excess, leads
to reduced soil nutrients and provokes different microbial infections.

It is not a simple task to accurately estimate the water demand of crops, where factors
like crop type, irrigation method, soil type, precipitation, crop needs, and soil moisture
retention are involved. Considering this fact, a precise soil and air moisture control system
using wireless sensors not only makes optimal use of water but also leads to better crop
health [§].

The data collected by the sensor are transmitted to the receiver side circuit. Some
threshold value is set at the receiver side microcontroller. If the sensor received is below
the threshold value, then the motor (pump) will be in OFF condition and if the received
sensor is above the threshold value, then the motor will be turned ON and automatically

irrigates the field [109].
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F1a. 3.11 — Schematic diagram of irrigation system. [104]

3.8.7 Weed detection.

3.8.8 Advantages of the system[110]

. The stored data can help other farmers in the future to control the harvest of the
crop well in advance of yield.

. Adding more data will make the forecast even more accurate.

3.9 IoT sensors

3.9.1 NPK sensor

It is used to measure the amount of nitrogen,phosphorus, and potassium levels present in

the soil, which acts as an alternative to soil moisture sensors.
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3.9.2 The DHT

It is a fundamental, ultra simplicity modernized temperature and humidity sensor.
It uses a capacitive moisture sensor and discharges a propelled sign on the data stick
(no straightforward information pins required). [I11].Which generates calibrated digital
output. It can be interfaced with any microcontroller like Arduino, Raspberry Pi, etc.,
and get instantaneous results. It is a low cost which provides high reliability and long-

term stability. [112]

Vs v@h\

DHTT1 DHT22

20 - BO% [/ + 5% Humidity Range 0-100% / + 2-5%
15.5mm x 12mm x 5.5mm Body Size 15.1mm x 25mm x 7.7mm
2.5mA Max Current During Measuring 2.5mA

Fi1G. 3.12 — Comparison between Specifications and features of DHT11 and DHT22(or
AM2302) sensor [113].

3.9.3 Soil Moisture Sensor[35]

It is a sort of electrical sensor that can be obtained for a low cost and is used to
measure the amount of soil moisture present. This sensor is capable of measuring the soil’s
total water volume. The two basic components of this sensor are the sensing probes and
the sensor module. Sensing probes constitute the initial component. After allowing the
current to flow through the soil, the resistance value is measured and compared to the
soil’s moisture content. The sensor module processes the data read from the sensor probes

and then converts the processed data into a digital or analog output. The soil moisture
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sensor can therefore provide both digital output (D0) and analog output (AO).

F1G. 3.13 — Soil moisture Sensor.

3.9.4 Rain sensor[114]

The occurrence of rain can be sensed by a rain sensor which consists of a rain detection
plate with a comparator that controls intelligence. It also detects short circuits caused by
water falling on a printed circuit board ribbon. It works on the principle of resistance. It
acts as a variable resistor that changes state. This sensor has two connected outputs which

are part of the comparator, one is analog output and the other one is digital output.

F1G. 3.14 — Rain sensor [114].

3.9.5 Raspberry Pi[115]

It is a credit card-sized minicomputer that can be used with a typical keyboard and
mouse and is connected to a computer display or television. With the help of this powerful
small gadget, people of all ages may learn about computers and how to develop programs
in programming languages like Scratch and Python. It can surf the internet, play games,
create spreadsheets and Word documents, and play high-definition video. Additionally, it

features all of a desktop computer’s features.
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F1a. 3.15 — Raspberry Pi [116].

Arduino Vs Raspberry Pi

This table represent comparison between Arduino and Raspberry Pi :
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I e |

It iz development boord

Arduing Uno has ATmega328p contrallern

It is & mini computer

ARM contraller

2 It iz a8 bit It is eAakit

A It has 14 Digital Input/Output Fins It has 40 GPIO pins

s It has & analog pins It does nat havae Analog pins

L] It does not require RTOS it is based an the Rsspbian 0%

7 it has on board Sv and 3, 3w pins It alio has Sv and 5, 3v pins on board

8 It has no on-board Bluetooth module Pi-4 has on-board Bluetooth

9 It has no on-board Wifi module Pi-4 has on-board Wifi-module

10 It does not have USH ports on board Pi-4 has 4 USH ports an-board

11 It does not have Ethemet parts an board Pi-4 has ethernet poarts en-board

12 Raspherry Pi don't have storage on board.
Arduino can provide onboard storage. It provides an SD card port.

13 Arduine require host machine te program Raspberry pi does not require

14 programming language is python but C,

Arduine uses Arduing, CfC++.

C++, Python, ruby are pre-installed.

15  Individual 10 gins in Avduing can drive A0mdA Ras gberry Pl GPIS gins can each drive a

Franirmwrn of LEmA

1is Arduing contumes much lezs power (750 Hatobermy Pi i 700+ mAa)

A fdle)
17 It has ZEKR SRARM It has 1GA 1o BGR
L® i g clackad ar iBnAHE Bl FLIMVE BT L SR T oo

iw Wi casts Little higher than arduing

Sl o cusl Do v e

20 Does not have camera port C51 camera port

21 Dues il liave DR L L L Diais PEAAL BiiLesi Faies

F1G. 3.16 — Arduino Vs Raspberry Pi . [117]

3.9.6 NODEMCUI[35]

It is an open-source IoT platform that is available at a minimal cost. It initially
consisted of both software and hardware, the former of which was based on the ESP-12
module and the latter of which ran on Espressif Systems’ ESP8266 Wi-Fi System-on-
Chip (SoC). Support for the ESP32 32-bit MCU was eventually implemented later on.
There are open-source prototyping board designs available for use with the NodeMCU
firmware, which is itself an open-source project. Both the firmware and the designs for the
prototyping boards are available for free online. It is a Lua-based open-source firmware
that was developed specifically for IoT applications. ESP-12E is the module that is based

on the ESP8266 MCU and it is the module that is responsible for running this firmware.
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It offers Wi-Fi at 2.4 GHz and is compatible with WPA2 and WP2.This table represents
the specifications of Node MCU
ESP8266 is used to communicate the studied data from the host system to the cloud

platform for further analysis.

Biue LED Connected 1o

. GPKO2

ADCO : [Gricial | USER | WAKE |
- (GrIOs |

[GPIO4 |

[(GPIOO | FLASH |

[Grioz | TxD1 |

W, W

GRIDLO

GHD
[Gricaal CE=TY
GrIoLal={ RXxDZz }={i 1)
GPIoLs| TXD2 = Hes |
(oo
[(eF101 | Tx0a |

GMD

HooHHHHY

3

Fia. 3.17 — WiFi module [114].

3.10 Software and Libraries used

3.10.1 Python [110]

It is a high-level, general-purpose programming language. Its design philosophy prio-
ritizes code readability and often employs indentation. Python has dynamic typing and
garbage collection. In addition to structured programming (particularly this), it supports
a number of other programming paradigms, such as procedural, object-oriented, and func-
tional programming. It is commonly referred to as a "batteries included" language because
of its large standard library. Python is commonly used in Al applications, and it benefits

from packages like :
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Pandas

It is a well-known Python data analysis package. It has nothing to do with ML
specifically. As we already know, the data set needs to be ready before training. Given
that it was created especially for data preparation and extraction, it is helpful in this
situation. High-level data structures, a large range of tools for data analysis, and several

built-in techniques for grouping, merging, and filtering data are all provided.

Numpy

It is a well-known Python module for processing big multidimensional arrays and
matrices with the aid of a significant number of sophisticated mathematical operations.
For ML’s basic scientific computations, it is quite helpful. Its skills in linear algebra, the
Fourier transform, and random numbers are particularly advantageous. Numpy is used

internally by high-end frameworks like TensorFlow to manipulate tensors.

Matplotlib

It is a widely used Python data visualization toolkit. It is not directly connected to
ML, like Pandas. It is especially helpful when a coder needs to see the data’s patterns. It
is a library for 2D charting used to produce 2D graphs and charts. For data visualization,

it offers a variety of graphs and plots, including histograms, error charts, bar charts, etc.

Seaborn

It is a library mostly used for statistical plotting in Python. It is built on top of
matplotlib.
It provides beautiful default styles and color palettes to make statistical plots more

attractive.
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Sklearn

It is mainly used for modeling data and it provides efficient tools that are easy to use
for any kind of predictive data analysis. The main use cases of this library can be catego-
rized into 6 categories which are the following : pre-processing, regression, classification,

clustering, model selection, and dimensionality reduction.

3.10.2 TensorFlow[35]

It is a widely used Python data visualization toolkit. It is not directly connected to
ML, like Pandas. It is especially helpful when a coder needs to see the data’s patterns. It
is a library for 2D charting used to produce 2D graphs and charts. For data visualization,
it offers a variety of graphs and plots, including histograms, error charts, bar charts, etc.
e Open-source : which means that programmers can simply add more functions and
make it more compatible with a variety of datasets.

e Easy to build models : It gives you the flexibility to use several levels of abstraction
according to your specific requirements. You may utilize the distribution approach on a
variety of hardware configurations for large training projects without having to change the
model.

e Powerful experimentation for research : Users can construct and train sophisti-
cated models with the help of TensorFlow, without having to compromise on speed or

performance.

3.10.3 PyTorch

It is a well-known open-source machine-learning library for Python built on Torch, a
machine-learning framework with a Lua wrapper that was created in C. It supports several
different machine learning (ML) algorithms, such as computer vision, natural language

processing (NLP), and many more. It helps in the creation of computational graphs and
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allows GPU-accelerated Tensor calculations for developers.

3.10.4 Scikit-learn

The majority of supervised and unsupervised learning algorithms are supported, and it
is built on top of Numpy and Scipy, two essential Python libraries. It is a great tool for

ML beginners because it can also be used for data mining and analysis.

3.10.5 Keras

It comes with several integrated methods for collecting, integrating, and filtering data.
This Python machine-learning library is well recognized. Theano, CNTK, or TensorFlow
can all utilize this high-level neural network API. The CPU and GPU may both function
without any problems. For those new to machine learning, creating a neural network from
scratch and designing it is quite helpful. The ease and speed with which Keras facilitates

prototyping is one of its best qualities.

3.10.6 OpenCV|[79]

It is a free library with support for Windows, Linux, Mac OS, iOS, Android, C++,
Python, and Java interfaces that may be used for both academic and commercial purposes.
It was created with a significant emphasis on real-time applications and computational
efficiency. The library, which may utilize multi-core processing, was written in optimized

C/C++ (http ://opencv.org).
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3.11 Platforms Used

3.11.1 Google Colab Notebook

It is a collaborative and cloud-based environment for data science and ML projects.
It is the main characteristic are :
Jupyter Notebooks, Free GPU and TPU, Integrated Environment (including NumPy, Pan-
das, Matplotlib, sci-kit-learn, TensorFlow...), Persistent Storage(offers persistent storage in
the form of Google Drive), Collaboration(Colab enables collaboration by allowing multiple
users to work on the same notebook simultaneously), GitHub Integration.
° RAM : The RAM allocation can range from around 12 GB up to 25 GB or more.
° CPU : they typically include multi-core processors with decent processing power.
° GPU : which can be used to accelerate computations, particularly for DL tasks. The
available GPU models can vary, but commonly used GPUs include NVIDIA Tesla K80,
Tesla T4, and Tesla P100. These GPUs offer parallel processing capabilities, allowing for

faster training and inference of DL models compared to using CPU-only resources.

3.11.2 Kaggle Notebook

It provides an environment for data science and machine learning projects. Here are
some of the key characteristics of Kaggle notebooks :
Jupyter Notebooks, Free GPU and TPU, Integrated Environment (including NumPy, Pan-
das, Matplotlib, sci-kit-learn, TensorFlow...), Persistent Storage(offers persistent storage in
the form of Google Drive), Collaboration(Colab enables collaboration by allowing multiple
users to work on the same notebook simultaneously), Data access.
The difference between Google Colab vs Kaggle notebooks
It’s worth noting that both Google Colab and Kaggle notebooks provide an
interactive Jupyter Notebook environment, support for code execution, markdown cells

for documentation, and visualization capabilities.
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The choice between them depends on your specific needs and preferences. If you
primarily work individually and require tight integration with Google services, Google
Colab may be a suitable choice. On the other hand, if you prefer collaborative work, access
to Kaggle-specific resources, or participation in Kaggle competitions, Kaggle notebooks

would be more appropriate.

3.12 Algorithm prediction of plant disease using sen-

sor and camera

e’é\l
= g

Fic. 3.18 — Algorithm of prediction plant disease.
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3.13 Training Models [35]

The camera will be enabled to photograph the plant’s leaves. These images will then
be submitted to a CNN model, which will use them to predict the type of illness that will
develop on the plant. The CNN model is trained in a Kaggle notebook with a lot of images
using the TensorFlow framework. It then searches the database and the internet cloud for
potential cures for the sickness and delivers the pertinent information to farmers so they
can treat the ailment at an earlier stage.

The remedies are delivered to the farmer via the registered mobile number, and
the farmer is encouraged to place an order for the required fertilizers. If the model does
not predict any disease, an error message is sent to the model, instructing it to revisit
the training dataset and update the details based on the new information. By undergoing
training with two distinct models, one can achieve a more precise output. By going through
these two steps, the system’s ability to make accurate judgments is enhanced.

In the first stage, the model is validated using only the sensor values from the sensors.
In the second stage, however, the CNN model is trained using images from the camera in
addition ANN is trained using the sensor readings, this model is trained in Google Colab.

We train other models for crop recommendation, pest detection, weed detection, and

fertilizer system.

Electrical Standardized Analog Digital
Physical Signal Electrical Signal Signal
Signal : )
. Sensar A Read Oul Aaolifer Micro Controller 4 Network
Flement Cirewit P with ADC nterface

F1a. 3.19 — How information pass in sensor. [106]
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F1G. 3.20 — Proposed IoT Client-server model. [106]

3.14 Dataset Description

There are several databases used in agriculture with the aim of identifying plant diseases,
some of which are openly accessible. like as

. The Nutrient Use and Outcome Network (NUOnet)

° The PlantVillage Dataset is a well-known public standard library and widely used
database that is available without charge and used for the development and testing of
models for the categorization of plant diseases. The database is furthermore often used.
There are 54306 pictures of plant leaves in it, and a total of 38 different class designations

have been given to them. A crop disease pair appears on each class label.

Fic. 3.21 — Example of leaf images from the PlantVillage dataset, representing every
crop-disease pair used . [108]
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o New Plant Diseases Dataset [118] :

It is an RGB Image dataset containing 3GB of different healthy and unhealthy crop leaves,
which is categorized into 38 different classes. The total dataset is divided into an 80/20
ratio of training and validation set preserving the directory structure. A new directory
containing 33 test images is created later for prediction purposes.

o Pest Dataset :[119]

a. Type of dataset : Image Dataset

b. No. of training images : 300 images per pest

c. No. of testing images : 50 images per pest

d. Data Source : Automatic script to scrape images of pests from Google through Selenium
and Chrome Driver

e. Pests : aphids, armyworm, beetle, bollworm, grasshopper, mites, mosquito, sawfly, stem

borer

3.14.1 Dataset preparation

To accomplish the prediction objective of this study, I used PlantVillage Dataset
which is partitioned into train, test, and validation subsets using an 80- 10-10 splitting
ratio. As a result, there are a total of 16638 images in the training set (i.e., 80% of the
available dataset), 2130 images for testing (i.e., 10% of the total dataset), and another
10% for validation.

Normalization was considered by dividing the pixel values by 255. This was done to make
the images more acceptable for the beginning values of the models, which was accomplished
by dividing the pixel values by 255. The images were resized to a size of 224 * 224 * 3

pixels, and their dimensions were changed to reflect this.
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3.14.2 Problematic situations and indicative cases[77]

Images with considerable leaf partial shading were among their contents.

e Photos that include various things in addition to the leaf or leaves, such as fingers, hands
in their whole, shoes, pieces of clothes, etc.

e Pictures in which the leaf only takes up a very little, off-center portion of the frame.Based
on the excellent performance of the final product.

e The infrequency of sensor data used to forecast plant diseases.

3.15 Analysis and Design

The process of compiling and evaluating data, finding issues, and breaking down a
system into its constituent parts is known as system analysis. System analysis is done to
investigate a system or its components to pinpoint its goals. The analysis lays forth the
system’s proper course of action.

System design is the process of designing a new business system’s components or
modules to satisfy certain needs before implementing it or replacing an old system. The

objective of the system is the main consideration in system design [I10].

3.15.1 System Architecture

For the goal of ensuring the system satisfies the demands of its users, architecture dia-
grams may assist system designers and developers in visualizing the high-level, overarching

structure of their system or application [110].
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Androkd App
(un
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Crop Ferilizer l:l‘i';:ﬂjf‘
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F1G. 3.22 — Architecture of AgriPlantD application. [120]

3.15.2 Use Case Diagram

It is a strategy for locating, outlining, and organizing system requirements in systems
analysis. A use case is made up of a collection of potential interactions between people

and systems in a particular setting that is connected to a certain objective [110].

Use Case Diagram

x 1
o
e T
C:—_P'El_ -"'""’ﬂ Server Admin

e

C::__D:p-h- ﬂ"'tulz:)

Fic. 3.23 — UML Diagram — I
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3.15.3 Sequence Diagram

A sequence diagram simply shows the interaction between objects in sequential order,
i.e.the order in which these interactions take place. A sequence diagram simply shows the

interaction between objects in sequential order, i.e. the order in which these interactions

take place [110].

User Tensorfiow CNN Mode Dataset Classiication
|
|
|

|

|

gves nput mage | |
|

Pre Process data mage I

predict using CNN maode|

h

image is compared with Dataset |

L

dsease idenber and resull shown 1o user
T
|
|

Fic. 3.24 — UML Diagram of predict plant disease by image — II
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Fic. 3.25 — UML Diagram of predict plant disease by sensor data — 111
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3.16 Implementation

3.16.1 Results and Discussion

This section gives the experimental and simulation results of the proposed Al-
AgriPlantD with IoT system. In addition, it also provides the performance of the proposed
CNN model compared to the state-of-the-art approaches using plant leaf datasets. The
studies show that plant disease prediction is a domain with promising results. Diverse
datasets have been employed, each with its characteristics and associated difficulties :
intraclass variability, background diversity, and different lighting and shading conditions

during image acquisition [12].

Result of predict plant disease by images

First model EfficientNetB3

show_1lmages(Traln_gen)

Putalc Farly blght

Tomato  Soploris loal wpal Ehoury (inchuding soa]  hoalhy Tomato  Maciorial wpot

Soaanh_ Powdony_mmildow

Tamala  Targol Spot Guape  Fuca (Nlsck Moasles) Grape  hoalky

Poach  MscEorisl spat

Fig.3.27 Plant Village images.
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Plantes : ['Tomato®, 'Grape’, 'Orange’, ‘Soybean', ‘Sgquash’, 'Potato’, 'Corn_(maize)', "Strawberry’, ‘Peach', 'Apple’, "Bl
ueberry', ‘Cherry.(including_sour)’, "Pepper, bell', 'Raspberry’]

Number of plants @ 14

diseases . ['Late.blight', ‘Haunglongbing_(Citrus_greening)’, ‘Powdery_mildew', ‘Morthern_Leaf_Blight', ‘'Early_blight', 'S
eptoria_leaf_spot’, 'Cercospora_leaf_spot Gray_leaf_spot', "Leaf_scorch', 'Apple_scab’, "Tomato_Yellow_Leaf_Curl_Virus',
‘Bacterial_spot’, ‘Black_rot’, ‘Powdery_mildew', ‘Bacterial_spot’, ‘Cedar_apple_rust’, "Target_Spot’, ‘Leaf_blight_(Isaric
psis_Leaf _Spot)’, ‘Late_blight’, "Tomato_mosaic_virus', 'Black_rot’, "Early._blight”, ‘Common_rust.’. "Esca_(Black_Measle
s)', "Leaf_Mold', 'Spider_mites Two-spotted_spider_mite’, Bacterial_spot’]

Number of unique diseases © 26

F1a. 3.26 — Code source first model.

Create Model Structure
img_size = (224, 224)
channels = 3
img_shape = (img_size[@], img_size[1], channels)

¢class count = lenflist(train_ gen.class_ indices. keys())) # to define nusber of ¢lasses in dense layer

# create pre-trained model (you can bullt on pr

Effician

£ we will uge efficientnetdb? fro
base _model = tf keras. applications.efficientnet EfficientNetB3(include_top= False, weights= “imagenet”, input_shapé= img_shap

¢, pooling= “max")

model = Sequential(|
base_model,
BatchNormalization(axis= -1, momentum= 8.99, e¢psilon= 0.081),
Dense(256, kernel_regularizer= regularizers.l2(1l= @.816), activity_regularizer= regularizers.l11(0.006),
biss_regularizers regularizers.l1(0.886), activations ‘relu’},
Dropout{rates @ 45, seeds 123),
Dense(class_count, activation= “softmax”)
1}

model.compile(Adamax(learning_rate= 8.881), loss= 'categorical_crossentropy’, metricse [“accuracy'])

model, sumsary| )

Fig.3.28 Code source first model.
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# Dimension of resized image

DEFAULT IMAGE_SIZE = tuple((236, 238))

def convert_image_to_array(image_dir):
try:
image = cv2.imread(image_dir)
if image is not None:
image = cvl.resize{image, DEFAULT_IMAGE_SIZE)
return img_to_array(image)
else:
return np.array([])
except Exception as e:
print{f*Error : {e}")
return Nene

=%
]
-

predict_disease(image_path):

image_array = convert_image_to_array(image_path)

np_image = np.array(image_array, dtypesnp.floatié) / 225.8
Ap.image = np.expand_dims(np.isage, @)
plt.imshow(plt.imread(image_path))

result = model.predict_classes(np_image)
print((image_labels.classes_[result]ial))

Fig.3.29 Code source first model.

Downloading data from https://storage.googleapis.com/keras-applications/efficientnetb3_notop.hS
43941136/43941136 [=======s=s==ss=====z==s=======] - @5 Bus/step
Model: "sequential”

Layer (type) Output Shape Param #
efficientnetss (Functional) (ne, 1536) 10783835
batch_normalization (BatchN (Mone, 1536) 6144
ormalization)

dense (Dense) (None, 256) 393472
dropout (Dropout) (Mone, 256) 8

dense_1 (Dense) (Mone, 38) 9766

Total params: 11,192,917
Trainable params: 11,182, 542
Non-trainable params. 98,375

Fig.3.30 Code source first model.
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history = model.fit(x= train_gen, epochse epochs, werboses 8, callbackse callbacks,
validation_data= valid_gen, validation_steps= Hone, shuffles False)

Do you want model asks you to halt the training [y/n] 7

Epoch Loss  Accuracy V_loss V_acc LR Next LR Moniter % Isprov Duration

2023-06-83 14:51:81.214264: E tensorflow/core/grappler/optimizers/meta_oprimizer.cc:954] layout failed: INVALID_ARGUMENT:
Size of values @ does not match size of permutation 4 @ fanin shape insequential/efticientnetbl/blockib_drop/dropout/Selec
tV1-2-TransposeHHNCToNCHW-LayoutOptimizer

48 2.995 92.381 B.636064 98.582 0.80108 B.00180@ wval.loss B.08 638.16
148 8.493  98.651 9.34363 99.374 0.08180 0.88188 wval_loss 45.97 527.72
48 8.345 99.148 8.27152 99.484 0.00708 B£.80160 wval_loss 20.98 548.92
/48 9.278 99,487 8.23495 99.466 ©.98180 0.80188 wval_loss 13.47 341,19
5 /48 8,241 99,549 9.328703 99.484 ©.00180 B.80180 wval_loss 11.88 545,06
enter H to halt training or an integer for number of epochs to run then ask again

P

Invalid
6 /a8 0.214  99.629 6.18880 99.484 0.80708 0.00180 wval.loss B.oe 540.80

antar U #n hal# frainina ar an intanar far numhar af annche $a ron than ack ansin

Fig.3.31 Code source first model.

15 /40 8.112 99.979 8.18339 99.779 8.00058 ©.80058 wval_loss 4.39 548.33
enter H to halt training or an integer for number of epochs to runm then ask again

training will continue until epoch 28

Epoch Loss Accuracy V_loss V_acc LR Next LR Monitor % Improv Duration
16 /40 8.189 99.961 8.12164 99.87 0.000650 ©.80058 wval_loss 1.70 544 .38
17 /48 8.185 99.956 0.89858 99.797 ©.000580 ©.80058 wval_loss 3. 544 .17
18 /48 8.182 99.965 8.89683 99.742 6.88858 ©.88658 wal_loss 2.58 544 .64
19 /480 6.899 99.965 8.89379 99.797 6.00050 ©.80858 wval_loss 2.34 533.92
20 /40 0.097 99.961 ©.89685 99.724 ©.8e85e ©.80825 wval_loss -2.4 527.56

enter H to halt training or an integer for number of epochs to run then ask again

training will continue until epoch 22

Epoch Loss Accuracy V_loss V_acc LR Next LR Monitor % Improv Duration
21 /40 9.892 99.968 ©.88644 99.816 ©.00025 ©.900625 wval_loss 7.83 544 .55
22 j48 8.889 99.988 ©.88652 99.779 ©.80825 ©.80813 wval_loss -g.e8 544 .17

enter H to halt training or an integer for number of epochs to runm then ask again

training has been halted at epoch 22 due to user input
training elapsed time was 3.8 hours, 28.8 minutes, 11.82 seconds)

Fig.3.32 Code source first model.
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plot_training{history)

Training and Validation Loss Training and Validation Accuracy
10 = Training kss 1.00
= validation kss
best epoch= 21
- P 0.92
25
0.98
0
Q.97
=
w
e
gls o 096
£
‘o 0.95
0.94
05 = o
= Irainmg ACCuracy
0.93
w— Valication Accuracy
00 - @ best epoch= 16
L1} > 10 1% 20 0 3 10 13 a0
Epochs Epochs

Fig.3.33 Code source first model.

print(”[INFO] Calculating model accuracy”)
scores = model.evaluatel{x_test, Y_TEST)

print(f"Test Accuracy: {scores[1]*188}7)

[INFO] Calculating model accuracy
24/24 [===ssessssssssssssssasssssssas] - 15 38ms/step - loss: 102.7420 - accuracy: 0.7618

Test Accuracy: 76.1842131614685

print(”[INFO] Saving model...")
pickle.dump(model, open( * /kaggle /working/plant_disease_classification_model pkl®, ‘"wb”})

[INFO] Saving model. ..
print(”[INFO] Saving label tranzform...”)

filename = °/kaggle/working/plant_disecase_label_transform.pkl’

image_labels = pickle. loadi{open(filename, "rb')

[INFO] Saving label transform. ..

Fig.3.34 Code source first model.
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Evaluate model 9

ts_length = len(test_df)

test_batch_size = test_batch_size = max(sorved([ts_length // n for n in range{1. ts_length + 1) if ts_length%n == 8 and ts_le
ngth/n <= 88]))

Testosteps = ts_length [/ test_batch_size

troin_score = model.evaluate(train_gen, steps= test_steps, verboses 1)
valid_score = model.evaluate(valid_gen, stepse test_steps, verboses 1)
test_score = model.evaluate{test_gen, steps= test_steps, verboses 1)

print{~Train Loss: ", train_score[@])
print{"Train Accuracy: ", train_scora[1])
print('-" * 2@)

print("Validation Loss: ", valid_score[@])
print(-Validation Accuracy: ~, walid_score[1])
print{'=" * 2@)

print{“Test Loss: ", test_score[B8])
print{-Test Accuracy: °, test_scoref1l])

543175431 [:-:-::-::-::-:-z:-:::::::-::-:'| - 1615 JBms/step - loss: 8.8798 - accuracy: 0.9999
5431/5431 [====sss=ssssssssssssssssazs===] - 1815 19ms/step - loss: 8,8843 - accuracy: 9.9985

Fig.3.35 Code source first model.

5431/5431 [==sssssssssssssssssssszsszsszz] - 1§15 30ms/step - loss: 8.8798 - accuracy: 8.9999
5431/5431 [==============================| - 1815 19ms/step - loss: ©.8843 - accuracy: 0.9985
Train Loss: ©.87902366667985916

Train Accuracy: @.999967918823822

Validation Loss: ©.88644238859415054

Validation Accuracy: ©.9981383952983748

Test Loss: B.88428393384347992
Test Accuracy: 8.9985269984136658

Fig.3.36 Code source first model.
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Tication report

551
print(classification_report(test_gen.classes, y_pred, target_names= classes))

precision recall fl1-score support

Apple___Apple_scab 1.08 9.98 8.99 63

Apple___Black_rot 1.8 1.8 1.88 62
Apple___Cedar_apple_rust 1.8 1.80 1.8 27

Apple___healthy a.9% 1.88 8.99 165

Blueberry___healthy 1.88 1.88 1.88 158
Cherry_{including_sour)___Powdery_mildew 1.08 1.88 1.88 1as
Cherry_({(including_sour)___healthy 1.886 1.88 1.88 as
Corn_(maize)___Cercospora_leaf_spot Gray_leaf_spot 8.94 a.98 B8.96 51
Corn_(maize)___Common_rust_ 1.88 1.88 1.88a 119

Corn_{maize) -Northern_Leaf_Blight a.99 a.97 8.98 98
Corn_(maize)___healthy 1.88 1.88 1.88a 116

Grape___Black_rot 1.88 1.88 1.88 118
Grape___Esca_{(Black_Measles) 1.88 1.88 1.88 139
Grape___Leaf_blight_(Isariopsis_Leaf_Spot) 1.88 1.88 1.88a 188
Grape___healthy 1.88 1.88 1.88 42
Orange___Haunglongbing_(Citrus_greening) 1.ee 1.88 1.88 551
Peach___Bacterial_spot 1.88 1.88 1.88a 238

Peach___healthy 1.8 1.8 1.88 36

Pepper, _bell___Bacterial_spot 1.88 1.88 1.88 188
Pepper,_bell___healthy 1.88 1.88 1.a88 148

Pepper, _bell___healthy
Potato___Early_blight

.aa 1.00 1.88 148
.aa 1.80 1.88 188

1
1
Potato___Late_blight 1.8 1.80 1.88 18ee
Potato___healthy 1.8 1.6 1.88 15
Raspberry___healthy 1.8 1.606 1.88 37
Soybean___healthy 1.8 1.88 1.88 589
Squash___Powdery_mildew 1.0 1.00 1.8 184
Strawberry___Leaf_scorch 1.88 1.886 1.88 111
Strawberry___healthy 1.8 1.88 1.88 45
Tomato___Bacterial_spotT 1.8 1.00 1.88 213
Tomato___Early_blight 1.80 1.88 1.88 188
Tomato___Late_blight 8.99 9.99 e.99 191
Tomato___Leaf_Mold 1.88 9.99 8.99 95
Tomato___Septoria_leaf_spot 1.88e 1.80 1.88 177
Tomato___Spider_mites Two-spotted_spider_mite 1.8 1.88 1.88 168
Tomato___Target_Spot 1.88 1.88 1.88 141
Tomato___Tomato_Yellow_Leaf_Curl_Virus 1.e8 1.88 1.88 536
Tomato___Tomato_mosaic_wvirus 1.88 1.8868 1.88 37
Tomato___heal thy 8.99 1.88 1.88 159
accuracy 1.88 5431
macro avg 1.e8 1.08 1.88 2431
weighted avg 1.88 1.88 1.88 5431

Fig.3.37 Code source first model.
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Fig.3.38 Code source first model.
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train_datagen=ImageDataGenerator(rescale=1./
val_datagen=ImageDataGenerator(rescale=1.

img_width,img_height =
input_sha img width,img height,3)
batch_

Found 43444 imag onging to 38 cla
B

Found 18861 imag

s b
s b

el
el

e
e

model =

model . add (Conv2D( 32 3, 3 ¢ "same”, input_shape=input_shape
model.add(Activation lu”

model.add(BatchNormaliz

model . add (MaxPooling2D(pool_si

model.add(Conv2D({64, (2, 3), padding="same
model.add(Activation("relu”™))
model.add(BatchNormalization())

model . add (MaxPooling2D(pool_size=(2, 2)))

model . add (Conv2D 3, 3), padding="sa
model . add (Activation(” )

model . add(BatchNormalization
model . add (MaxPooling2D(pool

Ll el e B e e~ B I O

model.add(Flatten
model.add(Dense(1824) )
model.add(Activation 1u™))
model.add(BatchNormalization())
model .add(Dense(n_classes))
model.add(Activation("softma

model . summary ()

Fig.3.40 Code source second model.
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AUC, Ca

rain_gen

val g

: 1, 6008 11: 1.0008
1. 0800 1: 1,000 al 8.1218 18,9633 3 grror: 0.0014
B, 1262 d_err a4 ) val_preci
: 1.0008 ecall: 1.0008 p. 1199 - B.0014 - a : val _pre
on: 1.0888 - recall: 1.0008 - val_ : B.1Ma y: 0.5964 val_mean_squared error: 8.8814
18008 ecall: 1.0808 loss: 8.1221 1 ac 8.963 val_mean_squared error: 8.8815 - val ical_accuracy: @
ion: 1.0880 1.0008 - val 8.1:1 { 8.5 val mean_squared error: 8.8815 - val categorical accuracy:

1. 5008 11: 1.0008 - va : 81284 - X B.0014 -

Fig.3.42 Code source second model.
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predictions = list(itertools.chain.from_iterable(predictions))
labels = list(itertools.chain.from_iterable(labels))

print("Train Accuracy : {:.2f} %".format(history.history['accuracy’][-1]*188))

print(“Test Accuracy : {:.2f} %".format(accuracy_score(labels, predictions) * 108))
print("Precision Score : {:.2f} %".format{precision_score(labels, predictions, average='micro’) * 1@
@)}

print(“Recall Score : {:.2f} %" .format(recall_score(labels, predictions, average='micro') * 188))

Train Accuracy : 99.75 %
Test Accuracy C98.34 %
Precision Score : 98.34 %
Recall Score 1 98.34 %

Fig.3.43Code source second model.

" Train 4eed Valdadion Lois Train and Vaiidation Accuracy
— T Lo — Tran kpary
= 'Vallation (o = alulation ACTUracy
] ——
o
i
!
1
1]
” an
i ' 8 ! : i ¥
Tpach T

Fig.3.44 Code source second model.

Third model CNN
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preaici_pliani_aisease_new

Motebook Input Output Logs Comments(0) Settings

Using ImageDataGenerator to augment data by performing various operations on the training images.

augment = ImageDataGenerator(rotation_range=25, width_shift_range=8.1,
height_shift_range=8.1, shear_ranges=8.2,
zoom_range=8.2, horizontal_flip=True,
fill_mode="nearest"”)

print(~[INFO] Splitting data to train and test...”)
x_train, x_test, y_train, y_test = train_test_split(np_image_list, image_labels, test_size=8.2, rand
om_state = 42)

[INFO] Splitting data te train and test...

Fig.3.45 Code source Third model.

model = Sequential()
inputShape = (HEIGHT, WIDTH, DEPTH)
chanDim = -1

if K.image_data_format() == “"channels_first":
inputShape = (DEPTH, HEIGHT, WIDTH)
chanDim = 1

model.add(Conv2D(32, (3, 3), padding="same”,input_shape=inputShape))
model.add(Activation("relu”))
model.add(BatchNormalization(axis=chanDim) )
model . add (MaxPooling2D({pool_size={(3, 3)))
model.add(Dropout(8.25))

model.add(Conv2D(64, (3, 3), padding="same”))
model .add{Activation("relu”))
model.add(BatchNormalization(axis=chanDim) )
model.add(Conv2D(64, (3, 3), padding="same”))
model .add(Activation("relu”))
model.add(BatchNormalization(axis=chanDim) )
model.add(MaxPooling2D(pool_size=(2, 2)})
model.add(Dropout(©8.25))

model.add(Conv2D(128, (3, 3), padding="same"))
model.add(Activation("relu”))
model.add(BatchNormalization(axis=chanDim) )
madel addf{Canu?2Di 128 2 3 naddina="cama" )

Fig.3.46 Code source Third model.
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model  .add(BatchNormalization{axis=chanDim) )
model. add(Conv2D(128, (3, 3), padding="same”))
model.add(Activation(“relu”))

model .add(BatchNormalization{axis=chanDim) )
model . add(MaxPooling2D(pool_size=(2, 2)))
model.add(Dropout(8.25))
model.add(Flatten())

model .add(Dense(1624))
model.add(Activation(“relu”))
model.add(BatchNormalization())
model.add(Dropout(8.5))

model .add(Dense(n_classes))
model.add(Activation(”softmax™))

model.summary( )

Model: "sequential”

Layer (type) Output Shepe Param #
Ccomvaa (Comv2d)  (eme, 256, 256, 32) @96
activation (Actiwvation) (None, 256, 256, 32) =]
batch_normalization (BatchN (MNone, 256, 256, 32) 128

Fig.3.47 Code source Third model.

Train Model

optimiz

opt = Adam({lrsLR, decays=LR / EPOCHS)

# Compile model

model.compile(loss="categorical_crossentropy”, optimizer=opt, metrics=["accuracy"])

# Train model

print{"[INFO] Training network...")

history = model.fit_generator{augment.flow(x_train, y_train, batch_size=BATCH_SIZE)
validation_data=(x_test, y_test),
steps_per_cpoch=len(x_train) // BATCH_SIZE,
epochs=EPOCHS,
verbose=1}

[INFO] Training network...

Fig.3.48 Code source Third model.
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Epoch
95/95
loss:
Epoch
95/95
loss:
Epoch
95/95
loss:
Epoch
95/95
loss:
Epoch
95/95
loss:
Epoch
95/95
loss:
Epoch
95/95
loss:
Epoch
95/95
loss:

143/158

o e e i B S e S
166.1724 - val_accuracy: 8.6224
144/150
[s=samsssmszssssansansansaans=s]
253.7350 - val_accuracy: 8.7383
145/158
[s=zssssssssssszssssssszssznnns]
1591.6422 - val_accuracy: 8.8329
146/158
[====================cc=========
118.1974 - val_accuracy: 9.6434
147 /158
[==============================
295.8479 - val_accuracy: 8.7316
148/158
[==============================
126.9389 - val_accuracy: 8.7395
149/158
[=====================s===s=====
136.2873 - val_accuracy: 8.7258
158/158
[s==smazzsszssanassazsazsaanazs]

182.7428 - val_accuracy: 8.7618

acc = history.history['accuracy’]

Fig.3.49 Code source Third model.

4s

41s

41s

41s

41s

41s

4@s

41s

433ms /step

427ms/step

434ms/step

427ms /step

438ms /step

432ms/step

425ms fstep

433ms/step

val_acc = history.history['val_accuracy’]

loss = history.history[ loss" ]

val_loss = history.history[’'val_loss']

epochs = range(1, + 1)

# Train and

validation ac

plt.plot(epochs, acc,

plt.plot(epochs,

len(acc)

val_acc,

“r

plt.title('Training and Validation accurarcy’)

plt.legend(

plt.figure(

# Train and

)

)

validation

plt.plot(epochs, loss,

plt.plot(epochs,

val_loss

loss

Ypt

"b', label="Training loss’)

plt.title( Training and Validation loss")

plt.legend(
plt.show()

)

Fig.3.50 Code source Third model.
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L4391

. 4875

L4427

.4202

L4174

label="Validation accurarcy’)

accuracy:
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Training and Validation accurarcy

0.8 A

0.6 A

0.4 -

0.2 1

0.0 A

{
J

— Training accurarcy
— \Validation accurarcy

il
','l‘ﬂ' ’”W

le7
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40 60

80

100

120 140

Fig.3.51 Code source Third model.

Training and Validation loss

1.75

1.50 A

1.25 1

1.00 A

0.75 A

0.50 1

0.25 A

—— Training loss
—— Validation loss

0.00 1

20 40 60

80

100

120 140

Fig.3.52 Code source Third model.
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INFO) Calculating model accuracy

INFO] Saving model...

Fig.3.53 Code source Third model.

1 tensorflow.keras.util T img_to_array
DEFAULT_IMAGE_SIZE T ( » 256))
nvert_image to_array(image dir):

image = cv2.imread(image_dir)
image is not
image = cv2.resize(image, DEFAULT_IMAGE_SIZE)
img_to_array(image)

np.array(|[
Exception as e:

print(f"Error : {e}")

predict_disease(image_path):

image_ar = convert_image_to_array(image_path)
np_image np.array(image_array, dtype=np.floati6) /
np_image = np.expand_dims(np_image,8)
plt.imshow(plt.imread(image_path))

result = model.predict(np_image)

probabilty = result.flatten()

max_nroh = nrobhahiltv.max()
ul model. predictinp_image)

result=np
print(
orint( - ile_name)

Fig.3.54 Code source Third model.
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Fig.3.55 Code source Third model.

Fig.3.56 Code source Third model.
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Fig.3.58 Code source Third model.

Discusion
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Authors Model/Algorithm | Dataset Result
Ferentinos et al., | CNN PlantVillage | 99.33% accuracy
{2018)

Reddy et al., CNN PlantVillage 2% accuracy
{2023}

Sladojevic et al. | DCNN PlantVillage | Between 91%to98%
(2016) accuracy

Mukti and ResMet50 PlantVillage | 9980 saccuracy
Biswas (2019)

Amara et al. CNN (LeMet CINN 92-99% accuracy
(2017) architecture) (LeMet

architecture)
Mohanty et al. CHNNs (AlexNet, | PlantVillage | 99.35% accuracy

(2016) GoogLeNet)

Brahimi et al. CNN (AlexMNet, | PlantVillage | 99% accuracy

(2017) GoozlLeNet) |
My model : EfficientNetB3 PlantVillage | 99.99% accuracy |
My model CNN PlantVillage | 99.75% accuracy

My model CNN [ PlantVillage | 89_80% accuracy

Fic. 3.27 — Comarative study between my models and previous models

As we can see from the table, I got very satisfactory results from the previous studies, as |
trained 3 models in different ways, and I aim to obtain greater accuracy when predicting

plant disease.

Predict plant disease by climate change

df=df.fillna(®@

df.head()

rainfall temp humidity moisture disease

0.0 10 90 10 Powdery_mildew

90 11 Powdery_mildew
90 12 Powdery_mildew
13 Powdery_mildew

14 Powdery_mildew

Fig.3.60 Code source first model.
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df.isnull().sum()

rainfall
temp
humidity
moisture
disease
dtype: int64

df.isnull().any()

rainfall False
temp False
humidity False
moisture False
disease False
dtype: bool

Fig.3.61 Code source first model.

df.interpolate()

rainfall temp humidity moisture disease
0.0 10 90 10 Powdery_mildew

0.1 11 90 1 Powdery_mildew

90 12 Powdery_mildew

90 13 Powdery_mildew

90 14 Powdery_mildew

4505 : 46 Root_rotand_leaf_blight
4506 47 Root_rotand_leaf_blight
4507 i 48 Root_rotand_leaf_blight
4508 ! 49 0 Root_rotand_leaf blight
4509 L 50 Root_rotand_leaf_blight

4510 rows x 5 columns

Fig.3.62 Code source first model.
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1 print("diseases : n",df[ 'disease'].unique())

diseases
['Powdery mildew' ‘Anthracnose’ 'Rust’ 'Root rotand leaf blight']

1 print("number of data f ach dise : ,df[ "di '].value counts())

number of data for each disease :

Root_rotand_leaf blight 1898
Powdery_mildew 1218
Rust 788
Anthracnose 638
Name: disease, dtype: int64

Fig.3.63 Code source first model.

len x train: 3688 len y train: 3688 len x test: 902 len y test: 0492

MinMaxScaler

rainfall temp humidity soisture ?‘

0.5 ] 96

Fig.3.64 Code source first model.
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a L. appenuac )
model.append(“Gradient | ing Classifier")
confusion_gbc=confusion_matrix(y_test,y pred_gbc)
plt.figure(figsize=(8,8))

sns.heatmap(confusion_gbc,annot=
plt.xlabel("Predicted”)

plt.ylabel("/ 1al™)
print(classification_report(y_test,y pred gbc))

score : 92.6829268292683 %
precision recall f1-score support

Anthracnose .6e .48 126
Powdery_mildew .79 1.00
Root_rotand leaf blight .00 .0e
Rust .00 1.0

accuracy
macro avg
weighted avg

pd.DataFrame(acc,model)

e

KNeighbors Classifier 0.830377
Support Vector Classifier 0.926829
Logistic Regression 0.895787
Random Forest Classifier 0.862528
Gradient Boosting Classifier 0.926829
LGBM Classifier 0.872506
DecisionTreeClassifier 0.926829
Guassian Naive Bayes 0.899113
Support Vector Machine (SVM) 0.926829
Extra Tree Classifier 0.868071

AdaBoost 0.926829

Fig.3.66 Code source first model.
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Accuracy Comparison

KNeighbors Classifier
Support Vector Classifier
Logistic Regression
Random Forest Classifier
Gradient Boosting Classifier

LGBM Classifier

Algonthm

DecisionTreeClassifier
Guassian Naive Bayes
Support Vector Machine {SYM)

Extra Tree Classifier

AdaBoost

T T T T

0.0 0.2 0.4 0.6 0.8
Accuracy

Fig.3.67 Code source first model.

The best result is obtained by Naive Bayes, support vector classifier, Gradient boosting

classifier, Decision tree, Support vector machine, and AdaBoost.

input_data = (06.3,13

input_data_as_numpy array = np.asarray(input_data)
input_data_reshaped = input_data_as_numpy array.reshape(1,-1)
prediction = gbc.predict(input_data reshaped)
print(prediction)

input data = (0.4

input data as numpy array = np.asarray(input data)
input_data_reshaped = input_data_as_numpy_array.reshape(1,-1)
prediction = gbc.predict(input_data reshaped)
print(prediction)

[‘Powdery mildew
["Powdery mildew
[ "Powdery_mildew’
[*Powdery mildew

]
']

]
']

Fig.3.68 Code source first model.
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| import tensorflow as tf

2 nnmodel = tf.keras.models.Sequential(
3 tf .layers.D 32,activation = ‘relu’,input_dim = 4),
tf. s.layers.BatchNormalization(synchronized= s

tf. as.layers.Dense(64,activation = 'relu’),
tf.keras.layers.BatchNormalization(synchronized-
tf.keras.layers.Dense(128,activation = lu*),
tf.keras.layers.BatchNormalization(synchronized=

tf -layers.Dense(18,activation =
tf.keras.layers.BatchNormali
tf.keras.layers.Dense(4,activation

nnmodel . summary( )
opt = tf.keras.optimizers.Adam(learning rate=08.1)

nnmodel .compile(optimizer = opt,loss="categorical cr ntropy’ ,metrics=

1

hist = nnmodel.fit(x train,y train cat,batch size = 21,epochs= 1808,verbose=1)
Epoch 972/1000
172/172 | ] - 1s 7ms/step - loss: 8.1586 - accuracy:
Epoch 973/1000
172/172 | ] - 1s 7ms/step - loss: 8.1552 - accuracy:
Epoch 974/1000
172/172 | 7ms/step - loss: ©.1823 - accuracy:

precision fl-score  support

9.93 0.68 122
8.80 . .88 252
1.60 - 1.00 358
1.00 8.99 170

accuracy 0.93 902
macro avg 8.93 8.89 902
weighted avg 0.94 ' 8.92 962

Fig.3.70 Code source second model.
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input_data = (0.5,21,79,14)
input_data_as_numpy_array = np.asarray(input_data)

input data reshaped = input data as numpy array.reshape(l,-1)
prediction = nnmodel.predict(input data reshaped)

print(crops[np.argmax(prediction)])

] - ©@s 34ms/step

Fig.3.71 Code source second model.

Discusion
As I see from the previous image my model of ANN obtained good results more than ML

algorithms 93%.

Crop recommendation

This is dataset which is used to recommend the crop for the suitable soil. This will be very usefulin crop production
(Agricufture) without looses based on soli ph, rainfall, humadity and other chemical components present in the soil,

df = pd.read csv( tent/gdrive/MyDrive r2 memory/crop recommendation/Crop recommendation.csv',na values=[ "',
df . head()
N P K temperature humidity ph  rainfall label
90 42 4 2087974 6200274 6502985 202935536  rice
B85 58 41 21770462 B0.31%644 70380% 226655537 rice
60 95 44 23004453 82320763 7840207 263964248 rice
2649109 80136363 6.980401 242864034

20130175 81604873 7626473 262717340

f .duplicated().sum()

Fig.3.72 Code source of model.
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crops = df[’ *]-unigue()
print{len{crops))
print{crops)

print{pd.value counts{df[ "1

(¥ B - VY ¥ Y

22

['rice” "maize” "chickpea® "kidneybeans® 'pigeonpeas’ ‘mothbeans-®
‘mungbean’® “blackgram® "lentil® “pomegranate® ‘"banana” "mango’ ‘grapes’
‘watermelon’ ‘muskmelon® “apple’ ‘orange’ ‘papaya’ ‘coconut® ‘cotton’

"jute® “coffee’]
rice 166
maize 188
jute 186
cotton 186
coconut 186
ETEYE! 186
orange 186
apple 18e
muskmelon 188
watermelon 166
oFranac 1588

Fig.3.73 Code source of model.

[ 1 1 x_train,x_test,y train,y_test = model ion.train_test_split(x,y, test size-8.2, random_stat
1 “,len(x_train),"len : ",len(y_train),"len x test: ",len(x_test),"le est: “,len(y_test))

s

2 print("le

len x train: 1760 len y train: 1768 len x test: 448 len y test: 448

from sklearn.preprocessing in MinMaxScaler
Scaler=MinMaxScaler()
Scaler.fit transform(x_train)

x_train.head()

N P K temperature humidity ph  rainfall
1656 17 16 14 16396243 92181519 6629539 102.944161
752 37 79 19 27543848 69347863 7143943 69.408782

892 7 73 25 27521856 63132153 7.288057 4520841

1041 48 25360592 75.031933 6.012697 116.553145

Fig.3.74 Code source of model.
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-naive bayes import GaussianNB
n.metrics 1 ~t accuracy_ score
NaiveBay = GaussianNBE()

(WU L Y

s

LA

NaiveBayes.tit(x_train,y_ train)
¥ _pred=NaiveBayes.predict(x test)

L |

ac=accuracy_score y_pred)
primt{ '
acc.append(ac)
model . append( "G '
confusion=confusion matrix(

"

plt.figure(figsize=(8,8))

sns. heatmap (confusion,annot=

plt.xlabel(" ic )
plt.ylabel("Actual™)
print{classification_report(y_test,y pred))

Fig.3.75 Code source of model.

kidneybeans
lentil
maize

mango
mothbeans
mungbean
muskmelon
orange
papaya

pigeonpeas
pomegranate
rice

L - - Sy ¥y gy ey
(.« R B
B ORRE R R R R R R

watermelon

[s

accuracy
macro avg
weighted avg

[N

Fig.3.76 Code source of model.
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pd.DataFrame{acc ,model)

a

KMNeighbors Classifier 0965909
Support Vector Classifier 0977273
Logistic Regression 0.954545

Random Forest Classifier 0.993182

Gradient Boosting Classifier 0.954091

LGBM Classifier 0.986364
Decision TreeClassifier 0.865909
Guassian Naive Bayes 0.995455

Support Vector Machine (SVM) 0.090909

Extra Tree Classifier 0.988636

AdaBoost 0.140909

Fig.3.77 Code source of model.

tensorflow as tf

pickled model = pickle.load(open

predict_crop(N, P, K, temperature, humidity, pH, rainfall):

input values = np.array([[N, P, K, temperature, humidity, pH, rainfall]])

prediction = pickled model.predict(input values)

n prediction[8]

Fig.3.78 Code source of model.
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V]

=]

(=]
o

pred = predict crop(N, P, K, tem, humidity, ph, rainfall)
print{pred)

Fig.3.79 Code source of model.

o -23
— - 25
(o]
m
=
- 20

Actual

21 20 19 18 17 16 15 14 13 12 11 10 92 8 7 6 5

oE! 0o o
oII 0
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0 O fF

OEEIJ
OEH 0

0 0 ¥
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I
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Fig.3.80 Code source of model.
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Accuracy Comparison

KNeighbors Classifier
Support Vector Classifier
Logistic Regression
Random Forest Classifier
Gradient Boosting Classifier

LGBM Classifier

Algorithm

DecisionTreeClassifier
Guassian Naive Bayes
Support Vector Machine (SVM)
Extra Tree Classifier

AdaBoost

0.0 0.2 0.4 0.6 0.8 1.0
Accuracy

Fig.3.81 Code source of model.

Discusion

The best result is obtained by Naives Bayes classifier.99.54%.
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Fertilizer prediction

print(” , . ™ ["Fer o 2" ].unique())

Fertilizer Name
[‘Urea” "DAP" "14-35-14" °; 28" "17-17-17° "28-28° "18-26-26"]

print("num

number of data for each Fertilizer_Name
Urea 44
38
36
30
29
18
16
Name: Fertilizer Name, dtype: int64

print(“columns: n",df.columns)

columns:

Index([ " Temparature®, "Humidity ", "Moisture’, "Soil Type®, "Crop Type®,

‘Nitrogen”, ‘Potassium”, ‘Phosphorous®, "Fertilizer Name'],
dtype="object")

Fig.3.82 Code source of model.

df=df.replace({

ﬂf.head{)

Fig.3.83 Code source of model.
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sklearn.preprocessing import MinMaxScaler
Scaler=MinHaxScaler()
Scaler.fit transforn(x train)
x_train.head()

tosarsenties G O @
index Temparature Humidity Moisture Soil Type Crop Type Nitrogen Potassium Phosphorous
%
18
i
B
160

Show D per page

‘n.neighbors impo Classifier
'n.linear_model rt Logis Regression
‘n.ensemble import RandomForestClassifier
rn.model_selection import cross_val score

4
5

rn.metrics t accuracy_score

a =

mode
knn eighborsClassifier({n_neighbors=1}
(x_train,y_train)
rom sklearn.metrics t confusion_matrix
ac=accur core : knn.predict(x test))
print("s H- T, 3," %)
acc.append(ac)
model . append (K
confusion_knn=c |
e(figsize=(8,8))
eatmap{confusion_knn,annot=

W
W M = @D

Fud Pl P

B

Fig.3.85 Code source of model.
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score @ 188.8 %
precision recall fl-score support

1.88 1.00 1.008
1.08 1.608 1.608
1.88 1.00 1.008
1.88 1.608 1.88
1.68 1.68 1.608
1.88 1.60 1.88
1.68 1.68 1.608

(= [ 8 |

o

[T QLN |

accuracy 1.608
macro avg 1.88 1.e8 1.88
weighted avg 1.88 1.60 1.88

Fig.3.86 Code source of model.

1 pd.DataFrane(acc,model)

totioftrenties FIM 0 @

index
KNeighbors Classifier 10
Support Vector Classifier 10
Logistic Regression 0.975609756097561
Random Forest Classifier 0.575609756097561

Gradient Boosting Classifier 10
LGBM Classifier 1.0

DecisionTreeClassifier 10
Guassian Naive Bayes 0.975609756097561
Support Vector Machine (SVM) 0.8780487804878049
Extra Tree Classifier 10
AdaBoost (.6097560975609756

Stow [FERRY per pane

Fig.3.87 Code source of model.
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input_data - (26,52,38,0,0,37,0,0)

input _data as numpy array = np.asarray(input data)

input data reshaped = input data as numpy array.reshape(1,-1)
prediction = ghc.predict(input data reshaped)

1
4

print({prediction)

["Urea"]

Fig.3.88 Code source of model.

Accuracy Comparison

KNeighbors Classifier
Support Vector Classifier
Logistic Regression
Random Forest Classifier
Gradient Boosting Classifier

LGBM Classifier

Algorithm

DecisionTreeClassifier
Guassian Naive Bayes
Support Vector Machine (SVM)
Extra Tree Classifier

AdaBoost

0.0 02 0.4 0.6 0.8 1.0
Accuracy

Fig.3.89 Code source of model.

Discusion

The best result is obtained by K neighbor classifier 100%.

Pest prediction

I trained the same model of CNN with pest dataset.
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- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.8808 - val loss: 1.4765 - val_;q\ \I’Jc':' 8%

- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.880@ - val loss: 1.4692 - val accuracy: .6203 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.8808 - val loss: 1.4734 - val accuracy: .6250 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.8808 - val loss: 1.4817 - val accuracy: 8.6231 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.880@ - val loss: 1.4896 - val accuracy: 8.6222 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.880@ - val loss: 1.4857 - val accuracy: 0.6269 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.8808 - val loss: 1.4932 - val accuracy: 8.6222 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.8808 - val loss: 1.4892 - val accuracy: 8.6222 -
- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.880@ - val loss: 1.4889 - val accuracy: 8.6259 -

- accuracy - categorical accuracy - precision 1: 1.880@ - recall 1: 1.880@ - val loss: 1.4849 - val accuracy: 8.6231 -

Fig.3.90 Code source of model.

show_image samples(gen ):
en.class indices
ist(t _dict.keys())
images, labels xt(gen)
plt.figure(figsize=(25, 25))
length=1en{labels)
if length<25:
r=length
elsze:
r=25
r i in range(r):
plt.subplot(5, 5, 1 + 1)
image=images[i] /255
plt.imshow(image)
index=np.argmax(labels[i])
class name=classes[index]
plt.title(class_name, color="blue’, fontsize=18)

[ [ - W N

plt.show()

show_image samples(train_gen )

Fig.3.91 Code source of model.
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snall stem borer beetle slug

mosquito catterpillar

Fig.3.92 Code source of model.

Training and Validation Loss Training and Validation Accuracy

== Training loss
== \alidation loss
@ bestepoch=40

095

5 . /WM

0.80
2

075
1

== Training Accuracy
9 == \alidation Accuracy
0 070 @ bestepoch=14
0 5 10 15 20 5 0 3 40 0 5 10 15 0 25 0 3 40
Epochs Epochs

Fig.3.93 Code source of model.
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armyworm
bees

beetle
bollworm
catterpillar
earthworms
earwig
grasshopper

Actual

mites
mosquito
moth
sawfly

slug

snail
stem_borer
wasp
weevil

ants - ©c ©o © © © © © © © © O O O H O O
aphids © ©c 0o o 0o © ©o ©c ©c ©c ©c 0o o © ©o © ©

bollworm
catterpillar
earthworms
earwig
grasshopper
mites
mosquito
moth

sawfly

slug

snail
stem_borer
Wasp
weevil

accur
macro avg
weighted avg

= o

armyworm o o o ©o o O O ©O O ©o o O O O O O

o o o
o o ©

B

bees © ©o ©o © O O O ©O © O © O H O K
beetle m © © © ©o © © © © © W O V¥ ©
bollworm © © © ©c ©c © © ©c © © ©c ©c ©o & © © © © ©

catterpillar © © o o » ©o © o ©c o o »|floc w o © o o

Confusion Matrix

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 O
0 0 0 0 0 0
0o 2 1 0 0 0
06 0 0 0 0 ©
2 0 0 0 0 0
25 1 0 0 0 0
1 0 0 0 o0
0o o liil 0 0 0
o o o /30| 0o o
o o o o [F0 o
0 0 0 0 0 I:I
0 0 0 0 0 0
1 1 0 0 0 0
06 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
06 0 0 0 0 0
wn o 3 v o =
E 3 3 £ £ 3
s § % E g £
= ] = 2
L= w
r n E
o [
o &

Predicted

Fig.3.94 Code source of model.
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Fig.3.95 Code source of model.

1 predict_disease(

Predicted :aphids
Real :jpg_15 - Cop

8s terminéed17:29

Fig.3.97 Code source of model.

Discusion : I obtained good result in pest detection 95.75% in test.
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Weed prediction

train_datagen = tf.keras,preprocessing.image ImageDataGenerator
rescale = 1./255,
zoom_range = 8.2,
height_shift_range = 8.2
width_shift_range = 8.2,
horizontal_flip = True
validation_split = 8.2
J

test_datagen = tf.keras.preprocessing.image.ImageDataGenerator(rescale = 1./255)

Fig.3.98 Code source of model.

bazemodel = tf.keras.applications.ResNet152VZ(
weights = "imagenet",
input_shape = (img_rows, img_cols, 3),
include_top = False

for layer in basemodel.layers:

layer.trainable = False
= basemodel.output
= tf.keras.layers.GlobalAveragePooling2D( ) (x)
tf.keras.layers.Dense( 1824, activation="relu")(x)
= tf.keras.layers.Dense( 1824, activation="relu")(x)
output = tf.keras.layers.Dense(classes, activation="softmax")(x)
model = tf.keras.Model{inputs = basemodel.inputs, outputs = output)
model. summary( )

oo e oM
n

Madel: "model_1"

Layer (type) output =hape Param # Connected to
;::::j::z::;:;E:::i?============F;:;::T=::Zj=:::T:;;:;:::::========:::::::::::::::::========:=====
convl_pad {ZeroPadding20) (Mone, 239, 238, 3) @ input_2[8][&]

convl_conv (ConviD) (Wone, 112, 112, &4) 9472 convl_pad[@][&]

pooll_pad {ZeroPadding20) (Wone, 114, 114, &4} @ convl_conv[&][&]

pooll_pool (MaxPooling20) (Mone, 58, 58, 8d4) @ pooll_pad[e][e]

convd blockl preact bn (Batchho (None. 56. 56. 643 256 pooll poollB178]

Fig.3.99 Code source of model.
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model. compile|

loss = "categorical_crossentropy”,
optimizer = tf.keras.optimizers.Adam(learning_rate = 8.881),

metrics =

['accuracy’ ]

history = model.fit(
train_generator,
epochs = 28,
validation_data = val_generator

)
Epoch 1/28
194/194 [ feems/step - loss: 9.8291 - accuracy: B.7729 - val_loss: 8.5687 - val_accuracy: 8.7920
Epoch /28
194/194 [=============================c - 14bs 75lms/step - loss: ©.5382 - accuracy: B.E8Y8 - val_loss: ©.5648 - val_accuracy: .7894
Epoch 3/28
194/194 [============================== - 148z 7eemsz/step - loss: ©.4881 - accurzcy: B.E224 - val_loss: ©.6882 - val_accuracy: 8.7918
Epoch 4/28
194/194 [============================== - 14ps 7hImz/step - loss: ©.4354 - accurzcy: B.B383 - val_loss: 8,465 - val_accuracy: B.H3E3
Epoch 5/28
194194 [========================z===== - 14bs 755ms/step - loss: 8.4198 - accuracy: B.BAS4 - val_loss: 8.4216 - val_accuracy: B.8452
Epoch /28
. . P i . ”
Fig.3.100 Code source of model.
Lawg Lo |- § 7 AMUS PAUME{ILER T AUS3. LI 7 GLLUISLY. UeBIId © WEL_LUS3. DLMEIT T VAL_GLLUI LY. M.02dd
Epoch 18/29
194/194 [== sszszzsszssszsassooas 1 - 147s ¥5ims/step - loss: ©.2733 - accuracy: B.9839 - wal_loss: @.3474 - val_accuracy: ©.HE3Z
Epoch 17/29
| == ===zzszzzszszssozosos ]- s Fhdms/step - loss: 4. - accuracy: B.9817 - val_loss: d. - val_accuracy: ©.86;
104/104 ] - 1dbs 754ms/step - loss: 8.2714 y: B9l 1 loss: 9,389 - val_ y: B.8820
Epoch 18/29
194/194 [== sszszzsszssszsassooas ] - 1dbs 75ams/step - loss: 9,252 - accuracy: B.9112 - wal_loss: @.3548 - val_accuracy: ©.HE3Z
Epoch 19/29
/ == ========csmmssoo—oocs ]- 5 foims/step - loss: 8.2551 - accuracy: B.9873 - val_loss: 9.3945 - val_accuracy: 8.
104/104 ] - 1d8s 7éms/step - loss: @.2851 y: B.987 1 loss: 8.304 1 y: B.8748
Epoch 28/29
194/194 [== ] - 1dbs 7hims/step - loss: 9.2621 - accuracy: B.9826 - wal_loss: 9.3439 - val_accuracy: B.8794

44949 [====
Loss: d.36@
ﬁCCU"aCy T 8.8/8

scores = model.evaluate(val_generator, verbose = 1)
print("Loss: {:.3f}".format(scores[8]))
print("Accuracy: {:.3f}". format(scores[1]))

=mzzzmzzzmzmzmzozos ] - 385 beSms/step - loss: ©.3682 - accuracy: B.87el

model.save(' /kaggle/working/weed_prediction.h5')

Fig.3.101 Code source of model.
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class_labels test_generator.class_indices
class_labels = {v:k for k,v in class_labels.items( )}
classes = list(class_labels.values())

classes

["Black-grass’
"Charlock',
"Cleavers',

"Common Chickweed',

"Common wheat ',

"Fat Hen',

"Loose Silky-bent’,
‘Maize’',

"Leentless Mayweed”,
"Shepherd’'s Purse’,
"small-flowered Cranesbill’
"Lugar beet’]

Fig.3.102 Code source of model.

print("Classification Report”)
print(classification_report(test_generator.classes, test_labels,target_names = classes))

Classification Report
precision recall fl-score  support

Black-grass B.BS g.69 8.67 189
Charlock 1.89 8.96 g. 48 78

Cleavers 8.98 8.93 g.45% 1893

Common Chickweed B.92 8.93 B.93 ae?
Commaon wheat B.85 8.93 g.89 148

Fat Hen B.88 8.93 g.91 3ad

Loose Silky-bent B.BE g.85 B.86 L
Mzize 8.91 .99 g.45% 141

Scentless Mayweed B.93 8.9 .92 366
Shepherd's Purse B.BE g.75 .81 155
Small-flowered Cranesbill B.92 8.99 .95 345
Sugar beet 8.95 8.89 g.92 74
accuracy 8.0 3324

macro avg 8.98 8.98 g.89 3324
weighted avg 8.0y g.98 .04 3324

Fig.3.103 Code source of model.
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[14] 1 predict_disease('/content/gdrive/MyDrive/Master2_memory/predict_plan

ds

Predicted :Charlock 1ee. %
Real :104.png

%

2s terminéea 20:40

Fig.3.104 Code source of model.

Discusion : I obtained good ,result in weed detection 90% test.
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My Web site and mobile application

4 5B

@

~ il T

B 0O B D

Bienvenue dans votre fiche d'établissement

\orize

Google, qui vous aidera a convertir sans frais les
utilisateurs effectuant des recherches en clients
fidéles. Votre compte vous permettra de gérer votre
fiche d'établissement de fagon centralisée afin de
toucher directement vos clients existants et d'en
attirer de nouveaux.

Découvrez comment s'affiche votre fiche :

Google-

OUS MAPS

#~ Dans la recherche Sur
Google Maps
Cet e-nail vous a été envoyé afin de vous informer de

1sur403 <

Google

Agricultural Production in algeria X n

VIDEOS  IMAGES

ACTUALITES S

Jamila Agriculture Dactore

Aucun avis
Agricultural Praduction -
PR APROPOS
Lo @) (A ®
0 Université De Biskra, Bp 145 Rp,

07000 Biskra, Algérie, Algeria O...

changements importants

cancernant vatre fiche d'établissement.

Fig.4.My web site visible in google.

Spaces by Wi

Rejoindre « Jamila Agriculture
D » sur Spaces by Wix

Teéléchargez I'appli et rejoignez « Jamila Agriculture D » pour
consulter leur site et rester informé & tout moment des dernieres

offres et actualites.

Saisissez un numéro de téléphone pour obtenir un iende téléchargement  Ou scannez pour télécharger

Jamila Agriculture D

m | Gotochst |

Hi

Fig.4.1 My mobile application.
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8 google.com/search?q=Jamila+Agriculture + Doctore8log=Jamila+Agriculture + Doctore®ags=chrome. 69i57)69i6013.1105j0) 7&sourceid =chrome&ie=UTF-8

mali Jamila il y= 0

ional
, Dr Djamila

2riens ne sont

@ Votre établissement sur Google

[ W Tout va bien

B

Questors  Aouteracty  Demanderd. Jamila Agriculture Doctore

Site Web ltinéraire Enregistrer Appeler
Ajouter actu i | Photode i | Créeruneoffre i
o g fiche détabissement @
[extérieur
Adresse : Université de Biskra, BP 145 RP, Biskra
07000
Horaires : Ferm ed 0800 dim.

Teléphon

Tenez vos clients informés

.

Fig.4.3 My web site visible in google.

My web site : is adaptable to mobile
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LRE e © T8 2T%

Join us on the wiXapp vty

Jamila Agriculture —
Doctor

= 5
mn s

. Recherche...

See you §
Jamila

11:52 am o w2 27%

Join us on the wiXapp by

It says more about our
entreprise

Un apergu

Our Services °

*

11:5Z am 8Tl 8 27%

Join us on the wixapp &y

Our Services

Al in Plant
* Conservatio

5 R
€6 ve
Preédiction des ravageurs
et des maladies
Prediction plant disease, give

recommendation fertilizer and pest
det...

1asla
From 10.000 .

o

W

Fig.4.4 My web site

visible in google.

11:52 am O 4Tl 827%

Join us on the WiXxapp 4

prévision des ravageurs
prévision des ravageurs et

mauvaises herbes

2 acla
From 10.000 .z.»

Fig.4.7 My web site

visible in google.

Fig.4.5 My web site

visible in google.

11:52am @ a8 27%

Join us on the Wixapp
e . -
P —

recommandation de
culture

recommandatfion de culture et
systéme d'engrais

T
From 10000 z.»

L

Fig.4.8 My web site

visible in google.
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Fig.4.6 My web site

visible in google.

11:52am Pl 8 27%

Join us on the wixapp &

irrigation intelligente

irrigation intelligente

1 el
From 10000 .z.s

Fig.4.9 My web site

visible in google.
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11:52am T 8 27%

Join us on the Wixapp

plate-forme de
communication

plate-forme de communication
entre agriculteurs et expert des
plantes ...

1 dcles

Ulxe

Book Now

Fig.4.10 My web site

visible in google.

11:53am @ o Tl 827%

Phone
Email
Facebook

Chat

Fig.4.13 My web site

visible in google.

Cours de formation pour
les agriculteurs

Cours de formation pour les
agriculteurs

1 dcla G

From .z.» 500

Book Now

Fig.4.11 My web site
visible in google.

Saissez your name
E-mail *

Saissez votre e-mail

Telephone

Saissez your phone number.

address

Saissez your address

Objet

Saisser I'obiet

Jamila Agriculture Doct:

jamilaunivbiskra@gmail.com

Fig.4.14 My web site

visible in google.
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11:52am @ T .l 8 27%

Contact

i Y -
Satellite
HAI LA GARE

Biskra
Directions

T96._&arden

Al Map
A

.

EL ISTIKLAL

Bi¥<ra -
3,8
HAI DJENAN
EE  Map data ©2023 500 L " 4 Term:
~
Biskra

Jjamilaunivbiskra@gmail.com

0656309245

Fig.4.12 My web site

visible in google.

11:53 00 @ W Fal 827%

x @ Jamila Agriculture Doctor | p..  «2

jamilaunivbizkra wixsite.com

EN ~

9 Log In

Bienvenue
Services
Projects

Reservation in line
Page de category

Blog

Fig.4.15 My web site

visible in google.
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11:53am @ w “il B 27%
(¥ Jamila Agricultur... v n 11:54 asa .
P Jamila Agricultur... ~ £
Site & App 3 g “
Inbox 3
WEBSITE
Q. Search =

https:#jamilaunivbiskra wixsite
o b Visitor #8706 May 2¢

Connect Domain

You: hello
N i il ivbisk il M
Share URL jamilaunivbiskra@gmail.com
“You: Bonjour, ceci est un e-mail test. Clig..
To edit your website, go to your Wix account
on desktop. Jam Ma
You: Hello
MOBILE APPS
Commencer May 20
Configurer votre boite de réception

Branded App

n Progress

Gio to Archive

Continue setting up your own mebile app

& =]

Customize Preview

Fig.4.16 My web site

visible in google. Fig.4.17 My web site visible

in google.

The email send it to user subscribed :

. 4:32pm © al 8 26%
< B @ B9 ¥ 4:32pm W 826% N
< B E = < B T B
A, Jamila Agriculture May 25 “ :
e H
? tome -
prediction des maladies des plantes

WVous ne voyez pas ce message ? Quyrir dans

un navigateur -
Al in Plant
) Conservation
Nous avons un systeme intelligent avec
. . intelligence artificielle et Internet des objets pour e o (D D e T
Jamila Agriculture Doctor prédire les maladies des plantes grace aux " Oesea09245 e
changements météorologiques et aux images.
Partager sur :

6% o

Découvez notre site (5

~
Autres services et 0 "
Rejoignez-nous sur Fappli membres pour suivre notre
act

actualité e1 rester en conl,

OXelécharger et rejoindre

i

(-

En plus de ce qui a é1¢ mentionné, nous avons un
systéme d'irrigation intelligent, prédisant les

021 @gmail.com C'est un site

amojam
e SR Sy P insectes, les mauvaises herbes et la culture
. pour la ¢ e appropriée pour le type de sol. Egalement une
; late-forme d'échange d'expériences entre l'expert
cultures dans de bonnes conditions, a l'abri des i . g_ P P
- des plantes et I'agriculteur et la vente de leurs .
maladies. produts Vous avez regu cet e-mail car vous etes
abonné a ce site.

1 par erreur ou

uillez cliquer ici

\
En savoir plus Voir le programme

o o
Fig.4.18 The email send  Fig.4.19 The email send  Fig.4.20 The email send

it to user subscribed it to user subscribed it to user subscribed

My mobile application :
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Already .
have an Here's
Account? ila ctor your first

step with
us!

IDENTIFY PLANTS

A

PREDICT DISEASE

MNew User? Register Now

—_— Use Othar Methads

ns =D

Already have an account?

Fig.5 My mobile Fig.5.1 My mobile Fig.5.2 My mobile

application application application

Plant Disease Detection Plant Disease Detection

Search Plants

Plant
Disease

Scan Your Crop
POTATO EARLY BLIGHT
Pest

. Natantinn

Click on disease name to know the cure of the disease

Fig.5.3 My mobile Fig.5.4 My mobile Fig.5.5 My mobile

application application application
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11:48 am ¢ =l 8 28%

{d @ google.com/search?q= L)

= Google
Potato Early Blight . o
Images Shopping Vidéos  Actualités

Articles universitaires

correspondant aux termes Potato

Early Blight

A review of early blight of potato

133 fois

van der Waals - Cité

... control of potato early blight and its effect

on potato

Harrison - Cité 66 fois

Rechercher sur Google Scholar >

Fig.5.6 My mobile

application

Jamila Mammeri

Speciality : Artificial
Intilligence

NavalAarnar

jamilaunivbiskra@gmail

IEd 0656309245

Fig.5.9 My mobile

application

Plant Disease Detection

Scan For Pest

Fig.5.7 My mobile

application

Get in Touch

Contact Form

Your Subject

Fig.5.10 My mobile

application
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Fig.5.8 My mobile

application

Profile

jamilajam
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R, 0663254808

LOGOUT

Fig.5.11 My mobile

application
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11:54 am © = a8 27% 11:54 am

FUTLR o

New Communication

Fig.5.12 My mobile
application to
communication between

farmers.

My web site

check out my website,

o @ a N

Fig.5.13 My mobile
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3.16.2 Plagiarism

The plagiarism detected is 3% by : https ://www.grammarly.com/plagiarism-checker.

3.17 Conclusion

Machine learning models have demonstrated substantial breakthroughs and advan-

tages in the field of agriculture, particularly for crop recommendation, weed and insect

identification, and fertilizer optimization. These models have proven to have the ability to
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increase crop output, decrease losses, and improve agricultural practices.

By utilizing historical data, real-time monitoring, and advanced algorithms, these
models provide farmers with valuable insights and decision-support tools. Early disease
prediction helps in timely interventions, reducing crop losses and the need for excessive
pesticide usage. Crop recommendation models assist farmers in selecting the most suitable
crops for specific regions, maximizing yield and profitability. Weed and pest detection mo-
dels enable targeted treatments, minimizing chemical usage and protecting crops. Fertilizer
optimization models optimize nutrient management, enhancing crop growth and minimi-
zing environmental impact.

Future Work
Despite the remarkable progress made in implementing these models, there is still room
for further development and improvement. Some potential areas for future work include :

Enhanced Accuracy : Continual refinement and improvement of machine learning
algorithms to enhance the accuracy of disease prediction, weed detection, and pest detec-
tion models. Incorporating more diverse and extensive datasets can lead to more precise
predictions.

Integration of IoT and Sensor Technologies : Integration of Internet of Things (IoT)
devices and sensor technologies can provide real-time data on various parameters such
as soil moisture, temperature, and humidity. Incorporating this data into the models can
enhance their performance and enable more accurate recommendations.

Collaborative Data Sharing : Encouraging collaboration and data sharing among re-
searchers, farmers, and agricultural organizations to build more robust and comprehensive
datasets. Open data initiatives can contribute to the development of more accurate and
reliable models.

In conclusion, the implementation of machine learning models in plant disease pre-
diction, crop recommendation, weed detection, pest detection, and fertilizer optimization

has shown promising results. Continual research and development in these areas, along
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with the integration of emerging technologies, will pave the way for more advanced and
effective agricultural practices, contributing to sustainable food production and ensuring

global food security.
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3.18 Conclusion :

In conclusion, the development of an IoT-based monitoring system for precision agri-
culture, with a focus on epidemic disease control, offers significant benefits. By providing
real-time environmental monitoring and early prediction capabilities, this system allows
farmers to maintain optimal crop conditions and take preventive measures against disease
outbreaks. The integration of a wireless sensor network and a database enables the col-
lection and storage of valuable environmental and soil data. This data can be accessed
and monitored remotely using internet-enabled devices, providing convenience and flexi-
bility to farmers. Additionally, the incorporation of artificial intelligence and prediction
algorithms enhances the system’s decision-making abilities, emulating human expertise in
disease identification and issuing timely warning messages to farmers.

Furthermore, the IoT-based monitoring system can contribute to sustainable agricul-
ture practices by reducing the reliance on pesticides and fungicides. By detecting disease
outbreaks at an early stage, farmers can implement targeted interventions and optimize the
use of chemical treatments. This not only minimizes environmental damage and reduces
the risk of pesticide resistance but also improves overall crop health and productivity.

Moreover, the system’s potential goes beyond disease control. It can be expanded to
support other aspects of precision agriculture, such as soil moisture monitoring, irrigation
management, and crop selection based on soil and climatic criteria. The availability of
comprehensive data and advanced analytics empowers farmers to make informed decisions,
optimize resource utilization, and enhance overall agricultural productivity.

It is important to note that the successful implementation and adoption of this IoT-
based monitoring system require collaboration between farmers, technology providers, and
agricultural experts. Training and support programs should be established to ensure far-
mers can effectively utilize the system and interpret the provided information. Additionally,
ongoing research and development efforts are crucial to continuously improve the system’s

accuracy, expand its functionalities, and adapt it to diverse agricultural contexts.
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Overall, the IoT-based monitoring system for precision agriculture presents a promi-
sing approach to address the challenges of disease control and optimize agricultural prac-
tices. By leveraging advanced technologies, data analytics, and expert systems, it offers
a pathway towards sustainable and efficient farming, contributing to food security and

environmental preservation.
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Annexe A : Abbreviations

notation

The following abbreviations are used in this manuscript :

ANN
CNN
GLCM
HoG
DRL
ResNet
KNN
TL
SVM
ML

DL
IoT
WSN
WCT
MLP
DSI
PDI

Artificial Neural Network
Convolutional Neural Network
Grey Level Co-occurrence Matrix
Histogram of oriented Gradient
Deep Reinforcement Learning
Residual Network
K-Nearest Neighbor
Transfer Learning
Support Vector Machine
Machine Learning

Deep Learning

The Internet of Things

Wireless sensor network

wireless communication technologies

Multi-Layer Perceptron

Disease Severity Index

Percent Disease Index
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