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Abstract

There are now more opportunities in the healthcare development thanks to the confluence
of Internet of Things (IoT) and artificial intelligence (AI) technology. In this project, the
development of a smart wearable system that makes use of IoT and AI to track and
forecast vital signs, notably body temperature and heartbeat, is the main objective. The
system uses the NodeMcu micro-controller and non-invasive sensors, like the LM35 tem-
perature sensor and KY-039 heartbeat sensor, to record and send real-time physiological
data. Regression models and Long-Short-Term-Memory (LSTM) networks are two ad-
vanced AI processing methods that are used to evaluate trends in the acquired data and
forecast future vital sign readings. The monitoring data and predicted findings are conve-
niently accessible to healthcare practitioners through a Web-based application, enabling
quick patient treatments. Because of the system’s architecture, scalability and data ana-
lytics are made possible through safe storage and seamless integration with cloud-based
systems. With the help of IoT and AI, this study shows how preemptive treatments and
data-driven decision-making have the potential to improve patient outcomes and improve
healthcare monitoring.

Key words: Forecasting, Artificial intelligence, Machine learning, Internet of things,
Regression methods, Long-Short-Term-Memory, Wearable devices.
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Résumé

Il y a maintenant plus d’opportunités dans le secteur de la santé grâce à la conflu-
ence de l’Internet des objets (IdO) et de l’intelligence artificielle (IA). Dans ce projet, le
développement d’un système portable intelligent qui utilise l’IdO et l’IA pour suivre et
prévoir les signes vitaux, notamment la température corporelle et le rythme cardiaque, est
l’objectif principal. Le système utilise le micro-contrôleur NodeMcu et des capteurs non
invasifs, comme le capteur de température LM35 et le capteur de battement de cœur KY-
039, pour enregistrer et envoyer des données physiologiques en temps réel. Les modèles de
régression et les réseaux de mémoire à court terme (MLTC) sont deux méthodes avancées
de traitement de l’IA qui sont utilisées pour évaluer les tendances des données acquises et
prévoir les futures lectures des signes vitaux. Les données de surveillance et les résultats
prévus sont facilement accessibles aux professionnels de la santé grâce à une application
Web qui permet de traiter rapidement les patients.

En raison de l’architecture du système, l’évolutivité et l’analyse des données sont rendues
possibles grâce au stockage sécurisé et à l’intégration transparente avec les systèmes
infonuagiques. Avec l’aide de l’IdO et de l’IA, cette étude montre comment les traitements
préventifs et la prise de décisions fondées sur les données peuvent améliorer les résultats
pour les patients et le suivi des soins de santé.

Mots clés: Prévision, Intelligence artificielle, Apprentissage automatique, Internet des
objets, Méthodes de régression, Mémoire à court terme, Dispositifs portables.
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ملخص

والذكاء الشياء إنترنت تكنولوجيا تلقي بفضل الصحية الرعاية تطور في الفرص من مزيد الن هناك
الشياء إنترنت يستخدم ذكي للرتداء قابل نظام تطوير في الرئيسي الهدف يكمن المشروع، هذا في الصطناعي.
القلب. ضربات ومعدل الجسم حرارة درجة خاصة بصفة حيوية، علمات وتوقع لتتبع الصطناعي والذكاء
ومستشعر LM35 الحرارة درجة مستشعر مثل جراحية، غير ومستشعرات NodeMcu متحكم النظام يستخدم
النحدار نماذج تعتبر الحقيقي. الوقت في الفسيولوجية البيانات وإرسال لتسجيل KY-039 القلب نبضات
في التجاهات لتقييم استخدامهما يتم للمعالجة متقدمتين طريقتين المدى والطويلة القصيرة الذاكرة وشبكات
بسهولة متاحة المتوقعة والنتائج المراقبة البيانات المستقبلية. الحيوية العلمات قراءات وتوقع المكتسبة البيانات

للمرضى. سريعة معالجة يتيح مما ويب، تطبيق خلل من الصحية الرعاية لممارسي
أنظمة مع السلس والتكامل المن التخزين خلل من البيانات وتحليل التوسعة قابلية تمكين يتم النظام، بنية بفضل
العلجات أن كيف الدراسة هذه توضح الصطناعي، الذكاء و الشياء إنترنت بمساعدة السحابة. على قائمة
الرعاية رصد وتحسين المرضى نتائج تحسين على القدرة لديها البيانات على القائمة القرارات واتخاذ الحترازية

الصحية.

المفتاحية: الكلمات
القابلة الجهزة المدى، طويلة الذاكرة النحدار، طرق الشياء، إنترنت اللي، التعلم الصطناعي، الذكاء التنبؤ،

للرتداء.





Chapter 1
General introduction

1.1 Introduction

Under the modern world, people’s health and wellbeing are continuously under dan-
ger from a wide range of illnesses and medical issues [73]. The requirement for efficient
monitoring and management of health hazards has been further highlighted by the intro-
duction of contagious diseases like the COVID-19 pandemic. Furthermore, conditions like
elevated body temperatures and unexpected cardiac crises pose serious risks to people’s
general health.

Particularly in light of the COVID-19 pandemic, there is an increasing demand for trust-
worthy and effective monitoring systems in the field of infectious disease services. These
systems are essential in tracking patient’s vital signs over time, such as their heartbeat
and body temperature, which enables early diagnosis of anomalies and rapid medical
measures [31]. These systems improve patient care, reduce the danger of cross-infection,
and maximize the use of healthcare resources by supplying real-time data and enabling
remote monitoring [131]. For enhancing patient outcomes, assuring prompt treatments,
and successfully managing the difficulties caused by infectious diseases, improved moni-
toring systems must be implemented in infectious disease services [41].

High body temperatures have a number of negative health consequences, including the
risk of infectious infections as well as developmental defects in children [46]. Infants
and young children who have elevated body temperatures are more likely to experience
disorders like febrile seizures, which are convulsions brought on by a high fever [63]. Even
though these seizures are frequently brief and they can nevertheless have lasting effects.

Additionally, unexpected cardiac crises among athletes on the field emphasize the crucial
significance of keeping an eye on heart health and acting quickly on any signals of concern
[53]. Athletes who engage in vigorous exercise are more likely to have abrupt cardiac
events like cardiac arrest or heart failure [113]. Early detection of warning indicators
and prompt medical attention are essential for maximizing survival chances and reducing
potential long-term consequences [122].

We intend to equip everyone, especially children and athletes, with a proactive tool
for monitoring their vital signs [105], including body temperature and heartbeat, by ad-
dressing these health concerns through the development of a smart wearable gadget and a
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CHAPTER 1. GENERAL INTRODUCTION

thorough health surveillance system. We aim to improve the safety, well-being, and over-
all health outcomes of people in varied circumstances by early abnormality identification
and prompt notifications.

1.2 Problematic

The shortcomings of conventional techniques in accurately measuring and managing
people’s health give rise to the need for a health monitoring system that tracks and fore-
casts both body temperature and heartbeat. Manual measures and sporadic monitoring
may not give a thorough picture of health issues, resulting in postponed interventions and
unsatisfactory results. Traditional methods fall short of accurately capturing real-time
changes in situations where continuous monitoring is essential, such as during physical
activity or for people with chronic diseases. Therefore, a thorough health surveillance
system that combines continuous monitoring and predictive capabilities is necessary to
enable real-time monitoring, early abnormality detection, and proactive healthcare man-
agement, ultimately enhancing overall health outcomes.

1.3 The work’s purpose

Our proposed solution addresses the need for an innovative health surveillance sys-
tem by introducing a smart wearable device and a connected Website. This system
empowers doctors to predict the future conditions of their supervised patients and take
necessary actions to ensure their well-being. The wearable device, equipped with sensors,
collects vital data and transmits it to the cloud, enabling doctors to monitor multiple
patients simultaneously. By leveraging artificial intelligence techniques, the system can
forecast both body temperature and heartbeat signals, providing valuable insights into
the patient’s future state. This proactive approach enables doctors to take preventive
measures and intervene early, ultimately saving lives and improving patient outcomes.

1.4 Research Requirements

Before we can accomplish this research, we need to understand:

• Artificial Intelligence (AI) Techniques: Learn in-depth AI principles and methods,
especially those related to machine learning, deep learning, data analysis, and pre-
dictive modeling. This entails researching several AI techniques, including regres-
sion, classification, and time series analysis, in order to accurately forecast future
health problems based on the gathered data.

• Internet of Things (IoT) Technologies: Learn about cloud computing, data connec-
tion protocols, sensor integration, and other IoT ideas and technologies. Investigate
various IoT frameworks and platforms that enable smooth data collection, trans-
mission, and storage from the wearable system to the cloud-based system.
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• Sensor Technology and Selection: Examine and compare several sensor technolo-
gies that can be used to measure heartbeat and body temperature. To ensure
accurate and dependable data gathering, be aware of the features, constraints, and
calibration needs of different sensors.

• Plan a strategy to accomplish our major objective.

1.5 Structure of the dissertation

The dissertation is divided into four chapters, each of which focuses on a different
component of the research. An summary of the chapters is given below:

• Chapter 2 : Background dives into the research’s history and offers a thorough
analysis of the pertinent works of literature and thoughts on the subject. It presents
the underlying theories and technological principles that support the research, set-
ting a strong foundation for the following chapters.

• Chapter 3 : Design and implementation The process of system design is the
main topic. It outlines the process followed in developing the health surveillance
system, including the decision-making process used in choosing hardware and soft-
ware components, the incorporation of IoT technologies, and the tools and methods
applied in the implementation process. The chapter gives a thorough overview of
the system architecture and the justification for design choices.

• Chapter 4 : Experimentation and results Provides the findings from the
research. The effectiveness of the system as a whole, the performance of the pre-
dictive models, and the precision of the data analysis methods are all included in
the evaluation of the developed system. Additionally, the chapter analyzes any
remarkable results or insights and compares the findings to relevant studies.

• Chapter 5 : Conclusion and perspective It provides an overview of the
research’s major conclusions and contributions. The study’s implications and po-
tential effects on the field of healthcare surveillance are covered in this chapter. It
also suggests potential paths for additional study and advancement in this field.
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Chapter 2
Background

2.1 Introduction

The fields of artificial intelligence (AI) and the internet of things (IoT) are both
expanding quickly and have enormous potential for improving many facets of human ac-
tivity, including healthcare [119]. AI has already been used successfully in the healthcare
industry to enhance diagnosis, anticipate health issues, and offer individualized treatment
strategies [125]. By enabling remote monitoring and the gathering of real-time data, IoT
has also been very successful in the medical industry. Further enhancing healthcare out-
comes, lowering costs, and boosting efficiency are all possible with the integration of AI
and IoT [23].

This chapter attempts to give readers background information about our project’s main
focus, which is the prediction of body temperature and heartbeat. We’ll talk about AI
and IoT techniques. We’ll also speak of the benefits and drawbacks of the various mea-
surement techniques now in use. after that we discuss the idea of sensors and the Internet
of Things (IoT), a system that enables intelligent object-to-object communication. We’ll
also go over some of the advantages of IoT and explain how it may be used in the health-
care sector. Finally, we will quickly discuss microcontrollers and their function in our
project.

2.2 Healthcare

2.2.1 Definition

After doing a lot of research, I discovered numerous definitions and meanings for the
term ”healthcare.” Various sources have provided the following basic definitions.

The Cambridge dictionary definition is :
”Healthcare is the collection of medical services that a nation or organization offers to
treat the sick both physically and mentally” [10].
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The just-in-time (JIT) definition created by nurses is :
”Providing the Best Patient Experience Possible by Treating the Right Patients in the
Right Ways” [149].

2.2.2 Types of health care

Three main categories of healthcare exist:

Primary Care

For the majority of people, primary care represents their initial point of contact. GPs,
dentists, and neighborhood pharmacists are a few professionals who work in primary care.
General Practitioner is referred to as GP.

General practitioners are also referred to as family doctors or primary care doctors.

Primary care providers include nurse practitioners and some other categories of nurses
[19].

Secondary care

Patients may see a secondary care professional after seeing a primary care physician. This
person might be an expert.

For instance, you might first visit your GP if you experience minor chest pains. The
GP might then recommend a cardiologist to you. Working in secondary care is the
cardiologist.

Secondary care specialists include psychiatrists, neurologists, and endocrinologists.

The patient is frequently referred to a secondary care professional by the primary care
provider. In a hospital, secondary care cases predominate over primary care cases [55].

Tertiary care

Assume the cardiologist determines that the patient who is experiencing minor chest pains
requires heart surgery. A hospital will be the setting for the procedure. The patient will
stay in a hospital. The procedure and hospital stay are both considered to be tertiary
care [77].

2.3 Artificial Intelligence

2.3.1 Definition

Artificial intelligence (AI) is defined as a branch of science and engineering devoted
to the computational analysis of what is commonly referred to as intelligent behavior
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and the development of artifacts exhibiting such behavior [98]. Also is an umbrella term
that suggests using a computer to simulate intelligent behavior with little to no human
involvement. The creation of robots is widely acknowledged as the beginning of artificial
intelligence [72].

Artificial intelligence is viewed with skepticism by many. They don’t comprehend how
computers can ”learn” and make wise choices. Nevertheless, anyone can understand how
AI works.

The two most crucial ideas that enable AI are machine learning and deep learning.
Despite the frequent confusion between the two terms, they refer to two fundamentally
distinct techniques, each with their own domains of application.

Figure 2.1: Artificial Intelligence [5]

2.3.2 Machine learning

Definition

Machine learning (ML) is typically referred to as the most well-liked newest technolo-
gies in the fourth industrial revolution and gives systems the ability to learn and improve
from experience automatically without being specifically programmed [158]. teaches com-
puters how to handle data more effectively [110].

The different stages of machine learning

Predictive marketing, industrial maintenance, facial and voice recognition. . . Ma-
chine Learning applications are now becoming more common in organizations. At the
crossroads of statistics, artificial intelligence and computing, this technology involves pro-
gramming algorithms to allow computers to learn for themselves. The goal of a machine
learning project to develop effective learning models from large data sets (datasets). To
achieve this, a specific process is recommended. So here are the steps:
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• Identify your company’s needs and objectives

Before embarking on building a viable learning model, it remains essential to know
why the machine learning solution must be implemented. Machine learning projects
are costly and time-consuming. By setting quantifiable objectives, it is possible, on
the one hand, to establish a framework and, on the other hand, to judge whether
the project is a success or not [52]. At this stage, it is a matter of knowing precisely
the business problem to be solved: once the purpose of the project is determined,
you are able to indicate what types of data to collect, what results (output data)
to expect, and even the type of model to use (supervised, unsupervised, reinforcing
learning, etc.) [88].

• Collect the data needed

The quality and quantity of the data have a direct impact on the efficiency of the
resulting model [80]. To develop their ability to accumulate knowledge and make
decisions independently, machines need to consume a large amount of information:
the more numerous and reliable it is, the more accurate and tailored the result will
be to the needs of the company [173]. It is therefore essential to gather data ac-
cording to the objectives defined in the previous step. Do you collect from multiple
data sources? Integrate them by merging different databases [181].

• Prepare data

A successful learning model relies above all on quality data: it is therefore necessary
to pre-process the data collected in order to extract its full potential [138]. Data
incorrectly annotated, data not available, duplicates, inconsistent or superfluous
information. . . Data integration can create a number of complications within your
data warehouse. This third step aims to clean up and standardize (make compara-
ble) raw data, and even improve it with other sources. The goal? To make this type
of data consistent and usable by algorithms [35]. If you are handling confidential
data, it is at this point in the process that you should consider anonymizing or
pseudonymizing it to ensure compliance with the GDPR [24].

• Determine the right model

The data is now ready to be used. The next phase: choose the right algorithm
to address the initial problem. k-means, random forest, decision tree... There are
different models developed by data scientists to address different problems and levels
of complexity [163]. Beyond opting for the right model, it is necessary to correctly
program the algorithms to obtain accurate results and relevant forecasts: we must
then play on the hyperparameters, adjustment variables to control the model drive
process [185].

• Train and evaluate the model

Among all the steps of machine learning, the training test remains the most charac-
teristic phase of machine learning. Fed with data, the model is trained over time to
gradually improve its ability to react to a given situation, solve a complex problem
or perform a task [67]. For this learning phase, it is recommended to use training
data (also called “training set”). All the information collected is often too cum-
bersome and resource-intensive: it is then enough to select a part of the dataset
(sampling) in order to train the model more effectively and to perfect its predictions
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[162]. Just make sure you choose a sample that is representative of your data or
you risk creating a bias.

• Test and deploy the model

Time for practice: this last stage of machine learning tends to confront the model
with the reality of the field [150]. In this test phase, we use the other part of
the data, the test dataset [93]. This subset of information refines the model with
scenarios or data that the computer has not yet experienced in the training phase.
This allows you to evaluate the model’s performance in the context of your business
[161].

Figure 2.2: Machine Learning (ML) Modeling Cycle [102]

Types of Machine Learning

Network computing units self-organize using a learning algorithm, which is adaptive,
to achieve the desired behavior. In machine learning, predictions are made using samples
of target behaviors or historical data collected during data observations. Algorithms for
machine learning are categorized as [89] :

• Supervised learning : where a function is built by the algorithm to map inputs to
desired results [151]. The learner then contrasts its actual response with the desired
response and modifies its internal memory to increase the likelihood that the next
time it receives the same input, it will respond appropriately [27]. There are two
main types of supervised learning: regression and classification.

– In regression, the goal is to learn a continuous function that can be used to
predict a real-valued output for any new input [139].
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– In classification, the goal is to learn a discrete function that can be used to
assign each new input to one of a set of predetermined classes [56].

Some of the most popular supervised learning algorithms include:

– Linear Regression

– Logistic Regression

– Decision Trees

– Support Vector Machines

Figure 2.3: Supervised learning [70]

• Unsupervised learning : which models a set of inputs using (clustering, dimension-
ality reduction, recommender systems, self organizing learning, etc.). There are no
intended results (no any labeled examples). The environment offers no feedback to
the learner [51].

There are many different types of unsupervised learning, but some of the most
commonly used are Clustering, dimensionality reduction, and association mining.

– Clustering: In clustering data is grouped together based on similarity [66].
This can be done in a number of ways, but the most common approach is
to use algorithms that group data points together that are close together in
terms of some distance metric (e.g. Euclidean distance) [130]. Clustering is
often used to group data points that are not linearly separable, and as such it
can be seen as a way of finding structure in data. Clustering algorithms are
also often used as a pre-processing step for other machine learning tasks such
as classification and regression [140].

– Dimensionality Reduction: It is the process of reducing the number of features
in a data set. This can be done for a variety of reasons, including simplifying
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the data set, reducing the storage requirements, or increasing the computa-
tional efficiency [167]. There are two main types of dimensionality reduc-
tion: supervised and unsupervised [64]. Supervised methods involve training
a model on a labelled data set, while unsupervised methods do not require
labels. One common unsupervised method is principal component analysis
(PCA), which finds the directions that maximize the variance in the data
[123]. Dimensionality reduction can be an effective way to improve the per-
formance of machine learning algorithms, and it is an important tool in data
science [58].

– Association mining: Association rules are typically represented as if-then state-
ments, where the if part represents a condition and the then part represents the
outcome [76]. For example, an association rule might state that if a customer
buys a product A, then they are also likely to buy product B. Association rules
can be used to predict future events or to make recommendations [86]. For
example, if a customer buys product A, the system might recommend prod-
uct B. Association rule learning is a powerful tool for making sense of large
datasets and can be used for a variety of applications [159].

There are a variety of unsupervised machine learning algorithms available, each with
its own advantages and disadvantages. Some of the most well-known algorithms
include:

– k-means clustering

– Gaussian mixture models

– Hierarchical clustering

– Self-organizing maps

– Support vector machines

– Neural networks

– Dimensionality reduction

– Anomaly detection

– Generative adversarial networks

Figure 2.4: Unsupervised learning [164]
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• Semi-supervised learning : where the algorithm generates examples with and with-
out labels, a special function [168]

Figure 2.5: Semi-supervised learning [177]

• Reinforcement learning : is interaction with the environment while learning [124].
Feedback is given to the learner regarding the suitability of their response [87].
Types of reinforcement learning There are three main types of reinforcement learn-
ing: positive reinforcement, negative reinforcement, and punishment [14].

– Positive reinforcement occurs when a behaviour is rewarded in order to increase
the likelihood of that behaviour being repeated [103].

– Negative reinforcement occurs when a behaviour is rewarded in order to de-
crease the likelihood of that behaviour being repeated [40].

– Punishment occurs when a behaviour is punished in order to decrease the
likelihood of that behaviour being repeated [187].

The most popular Reinforcement Learning algorithms:

– Q-learning

– SARSA

– TD learning

These algorithms are used to solve problems such as finding the shortest path
between two points or learning how to play a game such as chess. More about
reinforcement Learning algorithms on machine learning algorithms post.
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Figure 2.6: Reinforcement learning [15]

• Transfer learning : is a method that makes use of previously learned information
and applies it to new information to enhance the performance of a machine learning
model [71]. A model can be transferred to a new dataset and adjusted to perform
better, for instance, if it was trained on data from a similar but different dataset.
Transfer learning is frequently employed when there is not enough data to create
a model from scratch [82]. Additionally, it can be used to prevent overfitting,
which occurs when a model too closely resembles the training data and struggles
to generalize to new data [34]. Transfer learning has the potential to significantly
enhance the performance of machine learning models when used properly [47].

Figure 2.7: Transfer learning [18]
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2.3.3 Deep learning

Deep Learning is a subset of machine learning techniques built on the acquisition
of data models [99]. It is designed to help computers learn and recognize meaningful
representations or patterns from massive amounts of data. It draws inspiration from the
structure and operation of the human brain [175]. A fascinating new trend in machine
learning has recently emerged thanks to deep learning. The classical neural network (NN)
literature serves as a solid theoretical foundation for deep learning [153].Deep learning
algorithms are particularly effective in tasks like image recognition, natural language
processing, speech recognition, and many others because they can automatically find
intricate patterns, hierarchical representations, and complex relationships within the data
[65].

Deep learning can be used to solve regression situations where the objective is to predict
a continuous value or set of continuous values. Deep learning regression problems entail
teaching neural networks the relationship between input features and desired outcomes
so they can predict the future based on unobserved data. Many regression techniques are
frequently employed in deep learning. Here are a few illustrations:

• Feedforward Neural Networks (FNNs): The most basic type of neural network
is the FNN, which consists of an input layer, one or more hidden layers, and an
output layer [133]. The output layer commonly employs a linear activation function
to generate continuous predictions in regression problems [96].

• Convolutional Neural Networks (CNNs): CNNs can be used to solve regres-
sion issues but are mostly employed for image-related jobs [37]. Regression pre-
dictions can be made using CNNs using convolutional layers, pooling layers, and
fully connected layers, which can be used to learn hierarchical representations from
input data [148].

• Recurrent Neural Networks (RNNs): RNNs are made to manage sequential
data by preserving hidden states that encapsulate temporal dependencies [114].
RNNs perform sequence processing and produce predictions during regression tasks.
Regression tasks frequently employ variants to capture longer-term dependencies,
such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) [90].

• Deep Belief Networks (DBNs): DBNs are made up of stacked layers of Autoen-
coders or Restricted Boltzmann Machines (RBMs) [188]. They are able to recognize
intricate patterns in regression tests and can learn hierarchical data representations
[61].

• Transformer Networks: Transformers are increasingly used in jobs involving
natural language processing, but they can also be applied to regression. Because
they are based on a self-attention process, transformers may recognize dependen-
cies between input parts [183]. They are adaptable for regression issues and have
demonstrated success in sequence-to-sequence activities [48].

• Variational Autoencoders (VAEs): VAEs are generative models with regres-
sion capabilities. They are able to create fresh samples and learn latent represen-
tations of the data [38]. VAEs can produce continuous forecasts and capture the
underlying data distribution in regression tasks [39].
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2.3.4 The differences between the Machine Learning and the
Deep Learning

The algorithms are what differentiate the Machine Learning and Deep Learning
approaches [92]. A variety of unique algorithms were proposed by machine learning.
Examples include SVM, linear regression, decision trees, random forests, etc. All of these
methods don’t need as much data as deep learning does [106]. The Neural Network is
the only algorithm that Deep Learning provides (NN). Although there are many different
NNs, the fundamental idea is the same [97]. The distinction between the ML and the DL
is shown in 2.8.

Figure 2.8: Machine Learning Vs Deep Learning[13]

2.3.5 AI in Healthcare

AI in healthcare is a catch-all phrase used to refer to the use of machine learning
(ML) algorithms and other cognitive technologies in healthcare settings. AI can be defined
simply as the ability of computers and other machines to mimic human cognition and to
learn, think, and make decisions or take actions [42]. Therefore, AI in healthcare refers
to the application of machines to analyze and take action on medical data, frequently
with the aim of forecasting a specific outcome [60].

The use of ML and other cognitive disciplines for medical diagnosis is a significant
application of AI in healthcare. AI can assist doctors and other healthcare professionals
in providing more precise diagnoses and treatment plans by using patient data and other
information. By analyzing big data to create better preventive care recommendations for
patients, AI can also assist in making healthcare more proactive and predictive.
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Some application of AI in healthcare

• Managing Medical Records and Other Data

• Treatment Design

• Virtual Nurses

• Digital Consultation

• Precision Medicine

Artificial intelligence and early body temperature and heartbeat detection

The treatment prognosis in many critical illness cases depends on how quickly dis-
eases are identified. The ideal scenario is for symptoms to appear before long enough for
us to realize there is a problem and have plenty of time to seek medical attention [166].
The early warning signs of some diseases, however, are absent, and we frequently hear of
instances where these signals arrive too late [184].

Furthermore, it’s possible that not many people frequently visit medical specialists.
For some people, the wait time to see a doctor may also be a problem [132]. Here, AI
algorithms can aid in performing initial screenings to detect minute details that might
indicate underlying problems and then referring them to the experts [174]. Artificial
intelligence has made a contribution by using two of its technological advancements,
prediction and forecasting, to early detect body temperature and heart beat.

2.4 Internet of Things

2.4.1 Definition

The term ”Internet of Things” generally describes situations where network connec-
tivity and computing capability are extended to objects, sensors, and common household
items that are not typically thought of as computers, enabling these devices to generate,
exchange, and consume data with little to no human intervention [154]. The Internet of
Things (IoT) is made up of things, sensor devices, communication infrastructure, compu-
tational and processing units that could be stored in the cloud, and systems for making
decisions and triggering actions[20]. Over the internet, the sensors send the computa-
tional and processing unit object-specific data. Smart services can be designed using a
variety of different sensors[127]. However, there isn’t a solitary, inclusive definition.

2.4.2 IoT architecture and technologies

The four key layers that make up the IoT architecture define all of the function-
alities of IoT systems. These layers include the network layer, the middleware layer,
the application layer, and the business layer [95]. The perception layer, which includes
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physical devices like sensors, RFID chips, barcodes, etc., is the foundation of the Inter-
net of Things architecture. and other tangible items linked to an IoT network. These
devices gather data and transmit it to the network layer [49]. The information is trans-
mitted from the perception layer to the information processing system using the network
layer as a transmission medium. This information transmission may use any wired or
wireless technology, including 3G/4G, Wi-Fi, Bluetooth, and others. Middleware layer
is the layer below that. This layer’s primary responsibility is to process the data ob-
tained from the network layer and make decisions based on the outcomes of ubiquitous
computing [62]. The application layer uses this processed data after that for worldwide
device management. A business layer that controls the overall Internet of Things system,
its applications, and services is present on top of the architecture. The business layer
further uses this knowledge to plan future goals and strategies by visualizing the data
and statistics it receives from the application layer [100].

Figure 2.9: Four-layer IoT architecture [81]
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2.4.3 IoT in healthcare

Applications for medical differentiation and diagnosis

• Fonseca et al. [118] offered to work on creating intelligent living environments for
chronic multimorbid patients receiving home healthcare. The main obstacle to cre-
ating adequate indications of medical knowledge, or ontologies, in the healthcare
industry is the ”Knowledge Acquisition Bottleneck.” In this study, machine learn-
ing that is supervised or predictive is employed. In this method, input-to-output
mappings are a component of the systems, and they are given a training set, which
is a set of input-output pairs with labels. Since it improves the quality of life for
patients with comorbidities while lowering costs, this method helps to usher in a
new era of caregiving amenities. The present model’s effectiveness and functionality
cannot be verified by data, which is a problem.

• Sandstrom et al. [157] tated that smartphone users could share their sensor data
with others in the cloud, like that provided by IBM for the Internet of Things and
Emotion Sense. Three areas are greatly impacted by smartphones: ambulatory
assessment, behavior monitoring, understanding, and outcome prediction. A corre-
lation between smartphone sensor data and individual health can be created using
deep learning techniques. Deep-stacked Auto Encoders (SAE) first divide the data
into sections in order to categorize the softmax layer and elicit its features. The
relationship between divided sensor data and health is then created quantitatively.
Finally, a simulation is developed to validate the performance of the suggested tech-
nique. SAE holds a plain format, small computation (without forcing GPU), and
excellent performance, which are advantages of this approach (regularizing weight
and sparsity). More sensor data genres from wearables and smartphones should be
examined in the future, though.

2.4.4 IoT and early body temperature and heartbeat detection

Nowadays, working as a caregiver in a hospital is considered as one of the most
difficult tasks as it requires a constant vigilance especially in infectious diseases services,
Approaching to patients is very perilous and harmful, taking as best example, COVID-19
crisis where permanent observation is crucial [115].
So the sensors of iot and all other composant help doctors to track the state of a patient at
distance espcialy in those two factors doctor can track the body temperature of considred
patient and also same for the heartbeat [169].

2.4.5 IoT as a software

To give computers and applications real-time data, IoT software manages data gath-
ering and communication [101]. Real-time analytics and artificial intelligence techniques
are used to power complete IoT solutions, which process and present data to consumers
as useful information.
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Arduino

Open-source software called Arduino IDE enables users to write and download code
in a real-time working environment. This code will then be kept in the cloud, so those
seeking more redundancy frequently utilize it. Any Arduino software board is entirely
compatible with the system [4].

Arduino Software (IDE)
Coding and uploading to the board without an Internet connection is simple using the
offline IDE.

Figure 2.10: The Arduino Software IDE [84]

1. A menu system and a toolbar with buttons for typical operations. You may create,
open, and save sketches, validate and upload programs, open the serial monitor,
and more using the toolbar buttons.

2. The message section indicates faults and provides feedback while storing and ex-
porting.

3. The text editor you use to write code.

4. The text console shows text generated by the Arduino Software (IDE), along with
detailed error warnings and other details.

2.4.6 IoT as a hardware

Sensors

A sensor serves as an input device that outputs (signals) in relation to a particular
physical quantity (input) [2].
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Various kinds of sensors

The list of numerous sensor types that are frequently used in various applications
may be seen below. The purpose of each of these sensors is to measure a particular
physical characteristic, such as temperature, resistance, capacitance, conduction, heat
transfer, etc.

1. Temperature Sensor

2. Proximity Sensor

3. Accelerometer

4. IR Sensor (Infrared Sensor)

5. Pressure Sensor

6. Light Sensor

7. Ultrasonic Sensor

8. Smoke, Gas and Alcohol Sensor

9. Touch Sensor

10. Color Sensor

11. Humidity Sensor

12. Position Sensor

13. Magnetic Sensor (Hall Effect Sensor)

14. Microphone (Sound Sensor)

15. Tilt Sensor

16. Flow and Level Sensor

17. PIR Sensor

18. Touch Sensor

19. Strain and Weight Sensor

Temperature sensor

The Temperature Sensor is among the most prevalent and well-liked sensors. A tem-
perature sensor measures temperature changes by sensing the temperature, as the name
suggests.

21



CHAPTER 2. BACKGROUND

Figure 2.11: Lm35 temperature
sensor [129] Figure 2.12: NTC temperature

sensor [94]

There are numerous types of temperature sensors, including Thermistors, Thermocou-
ples, RTDs (Resistive Temperature Devices), Temperature Sensor ICs (such the LM35
and DS18B20), and Thermistors.

Analog or digital temperature sensors are available. When the temperature of an analog
temperature sensor varies, its physical properties, such as resistance or voltage, also
change. A traditional analog temperature sensor is the LM35.

A discrete digital value is produced by the digital temperature sensor (usually, some nu-
merical data after converting analog value to digital value). Simple Digital Temperature
Sensor (DS18B20).

HeartBeat sensor

Heart beat sensors are designed to give digital output heart beat when a finger is
placed on it.

Figure 2.13: AD8232 heartBeat
sensor [69]

Figure 2.14: Ky39 heartBeat
sensor [156]

2.4.7 Micro-Controller

is used to retrieve data values that the sensors have detected. The device has a
Wi-Fi module built in that enables wireless transmission with the cloud online server, as
depicted in the Figure 2.15.
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Figure 2.15: NodeMcu [147]

2.5 Historical Uses of IoT and AI for Detecting Body

Temperature and Heartbeat

The healthcare sector has recently seen a transformation thanks to the convergence
of Internet of Things (IoT) and Artificial Intelligence (AI) technologies, especially in the
areas of body temperature and heartbeat monitoring. This section presents a historical
overview of IoT and AI applications for tracking and analyzing data on body temperature
and heartbeat, demonstrating the developments and contributions in this area.

2.5.1 Smart Beds and Bedding

IoT-enabled beds and bedding with sensors that keep an eye on your heartbeat and
body temperature while you sleep. These methods offer information about the quality
of sleep and can be used to spot potential sleep-related disorders. Examples include the
Pod Pro from Eight Sleep and the SleepIQ from Sleep Number.

Figure 2.16: Smart Bed [26]
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2.5.2 AI-based Fever Detection

To detect increased body temperatures, AI algorithms are used with thermal imaging
or infrared cameras. For early detection of people with fever, which may indicate an
underlying ailment, these devices have been employed in public places, airports, and
healthcare institutions.

Figure 2.17: Fever Detection [78]

2.5.3 Sports and Fitness Monitoring

AI algorithms and IoT-enabled wearables are utilized to track heartbeat and body
temperature during physical activity. Athletes and fitness enthusiasts can receive real-
time feedback from these devices to improve performance and avoid overheating or overex-
ertion.

Figure 2.18: Sports Monitoring [165]
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2.5.4 Smart Clothing and Textiles

IoT-enabled textiles and apparel that have sensors built in to measure body temper-
ature and heartbeat. Particularly in situations when conventional wearable sensors would
not be practical or comfortable, these smart materials can offer continuous, unobtrusive
monitoring. Smart socks, shirts, and patches that capture and transmit data for analysis
using AI algorithms are a few examples.

Figure 2.19: Smart Clothes [29]

2.6 What’s the difference between prediction and

forecasting

2.6.1 Forecasting

Forecasting is the process of analyzing and clarifying a future state with regard to
any operation that is being carried out. In order to predict facts for future events, this
process weighs both the information from the past and the information from the present
[182]. In a nutshell, forecasting is the process of anticipating future trends and their
effects on the organization. A forecast is a calculation or estimation that determines
the outcome of a future event using information from previous events and current trends
[170].

Health Forecasting

Health forecasting is a cutting-edge field of forecasting and a useful tool for foreseeing
future health-related events or circumstances, such as the demand for healthcare services
[32]. By providing health service providers with advance notice so they can take the proper
mitigating actions to reduce risks and manage demand, it facilitates preventive medicine
and health care intervention strategies. For the prediction of particular health conditions
or situations, health forecasting requires trustworthy data, information, and suitable
analytical tools [91]. Numerous techniques have frequently been used to forecast general
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or specific health conditions because there is no one approach to health forecasting.
However, the range of frequently used health forecasting methods/approaches does not
yet have any designated health forecasting horizons (time frames). Additionally, the
fundamental concepts of health forecasting have not been sufficiently described to direct
the process [44].

Forecasting health principles

The forecasting of health is based on four main principles:

• measuring error and uncertainty.

• the main thing.

• accuracy and the nature of data aggregation.

• the future of health projections.

2.6.2 Prediction

A prediction is a claim made to explain a likely result or upcoming occurrence. Its
root words are Pre, which means before, and dicer, which means to say in English. In
spite of the uncertainty, businesses and governments use predictions made by experts to
steer through uncertain projects [21].

Health predicting

Modeling of patient illness and care processes, which naturally have long-term tem-
poral dependencies, is required for personalized predictive medicine. Electronic medical
records contain episodic and erratic healthcare observations [142]. Quantitative predic-
tion tools that correctly forecast a disease’s occurrence, its prognosis or course, or a
person’s likelihood to respond to a specific treatment, have a number of benefits [186],
These tools:

• allowing patients and their families to make better-informed decisions about preven-
tion and treatment (for example, weighing the potential side effects of a preventative
regimen against the likelihood that a particular outcome will occur) [85].

• aid medical professionals in precisely tailoring care by organizing prevention and
treatment [54].

• aid medical systems in allocating funds to patients who face the greatest risk of a
particular outcome [36].

In conclusion, forecasting primarily focuses on projecting future values or trends within a
defined time frame, whereas prediction is a broader word that incorporates the estimation
of future occurrences or outcomes. Forecasting is frequently utilized in fields including
economics, weather forecasting, demand forecasting, and stock market predictions and
typically requires time series analysis techniques.
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2.6.3 Clarification of health projections

Forecasting the state of one’s health or the onset of a disease entails warning people
of impending events. It is also a type of preventive medicine or preventive care that
involves public health planning and aims to make it easier for populations to access
medical services. Health forecasting has frequently been used to predict admissions,
daily hospital attendance, and trips to the emergency room [30]. Because of the way they
are used in different fields, there are some key terms in forecasting that deserve to be
noted [145]. Across many fields of study, the term ”prediction” is primarily used to refer
to an opinion-based speculation without any overt causal assumptions. Although they
are occasionally used interchangeably and without definition, prognosis and prediction
can mean different things in the literature on health forecasting [25]. Prognosis refers
to a forecast of outcomes under no intervention, whereas prediction refers to a forecast
of health outcomes linked to some type of intervention in the area of health. Another
closely related idea that is well-known in the literature on disease surveillance is syndromic
surveillance [144].

2.7 Related work

Numerous studies have investigated various strategies in the field of vital sign pre-
diction. For predicting future body temperature, Khadija et al. [112] used a random
forest model, the Random forest is an ensemble learning method that combines multiple
decision trees to make predictions. The study likely involved training the random forest
model on historical data, including factors such as previous body temperature readings,
environmental conditions, and other relevant variables to forecast future body temper-
ature accurately. Another study [33] used a statistical model to predict both heartbeat
and body temperature, Statistical models can encompass a wide range of techniques, in-
cluding linear regression, time series analysis, or other statistical approaches. The study
likely involved analyzing historical data and identifying patterns and correlations between
heartbeat, body temperature, and other factors to develop a predictive model. Addition-
ally, ARIMA (Autoregressive Integrated Moving Average) model were used in a different
study [172], ARIMA models are widely used in time series forecasting. These models cap-
ture the autocorrelation and seasonality of the data and make predictions based on past
values and differencing operations. The study likely involved applying ARIMA models to
historical data of vital signs, such as heartbeat or body temperature, to forecast future
values. Deep neural networks have also been used in the context of predicting vital signs
[116], Deep neural networks are a type of machine learning model inspired by the struc-
ture of the human brain. They consist of multiple layers of interconnected neurons that
learn hierarchical representations of the input data. The study likely involved training
deep neural networks on large amounts of vital sign data, possibly including time series
information, to predict future values of vital signs such as heartbeat or body temperature.
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2.8 Conclusion

In this chapter, we have discussed the concepts of prediction and forecasting and
their applications in the field of healthcare, defined the subtle differences between the
two, and seen the difficulties in health forecasting. We have also presented the most
widely used algorithms and their applications.

Additionally, we discussed how to measure body temperature and heartbeat, introduced
temperature and heart rate sensors by defining and categorizing them. We have also pro-
vided a brief overview of IoT technology before presenting the microcontrollers required
for IoT applications. In the next chapter, We’ll see how the ideas presented in this chap-
ter’s introduction can be used to develop a health surveillance monitoring system and
employ it to non-invasively forecast future changes in body temperature and heartbeat.
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Chapter 3
Design and implementation

3.1 Introduction

Artificial intelligence initiatives have increased in popularity and success as a result of
technological advancement and the availability of more data. Remote health monitoring
is one area where this has had a significant influence. We have created a wearable device
that can remotely track a patient’s heart rate and body temperature in response to the
expanding demand for such technology. In particular, it will be launched for the first
time in Algeria, where it will be used to monitor vulnerable individuals and forecast their
future health status. This device will play a vital role in the healthcare sector.

This chapter will give a general overview of our project, outlining the parts needed to
construct the wearable gadget and the suggested architectural layout. We will also intro-
duce the program that is used to plot features for body temperature and heartbeat data
on a Web interface. Readers will have a thorough knowledge of the project’s components
and the user interface needed to communicate with the wearable device by the end of
this chapter.

3.2 Design

Our proposed system is devided in two parts : Hardware part and Software part.
The present project’s goal is to create a smart device that patients can wear (a wearable
device). The gadget consists of a micro-controller, a multiplexer, a WIFI module, a
temperature sensor, a heartbeat sensor, and so forth. The measures will then be used
to anticipate the future heart rate and body temperature of monitored patients using
machine and deep learning technology. The measurements will be uploaded to a cloud
server, examined in real-time, and accessible remotely by doctors or guards. Because of
this, the suggested system is created as shown in 3.1:
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Figure 3.1: General architecture

3.2.1 Hardware part

The hardware part should be made up of the parts listed below:

• Temperature sensor;

• HeartBeat sensor;

• a microcontroller to extract data values detected by sensors;

• a Wi-Fi module that permits the device and cloud to communicate wirelessly

• a Breadboard to connect the components;

• 3d design to made the cover;

• a battery;

• a cover to shield the previously mentioned elements.
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We have selected the following components for our device:

• Lm35 as a temperature sensor;

Figure 3.2: Lm35 temperature sensor

• ky39 as a heartbeat sensor;

Figure 3.3: ky39 heartbeat sensor

• NodeMcu as microcontroller;

Figure 3.4: NodeMcu Microcontroller
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• a Breadboard;

Figure 3.5: BreadBoard

• Power supply as a battery.

Figure 3.6: Power supply
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Hardware architecture

Figure 3.7: Hardware system design

The circuit in Figure 3.7 is depicted using the ”Fritzing” program https://fritzing.org/.
The actual parts are now connected as follows:

• The Vcc of the LM35 is connected to 3v of the ESP8266.

• The Out pin of LM35 is connected to the C2 of the multiplexer as an analogue pin.

• The GND of LM35 is connected to the GND of the ESP8266.

• The Vcc of the Ky039 is connected to 3v of the ESP8266.

• The Out pin of Ky039 is connected to the C8 of the multiplexer as an analogue pin.

• The GND of Ky039 is connected to the GND of the ESP8266.

3.2.2 Software part

Datasets Collection and storage

In order to use the models, we used Google Colab https://colab.research.google.com/
The future values of the body’s core temperature and heartbeat are predicted during the
regression process.

Two different data sets have been used to train our model ( Skin Temperature dataset
https://data.world/laurie/skin-temperature and Heartbeat dataset https://ecg.mit.edu/time-
series/ ). They are imported it into Python code to train our model and choose the best
model due to the MSE.

In order to achieve the flexibility of gathering, storing, and having real-time access
to data, we will set up a channel in the open source Internet of Things application
”ThingSpeak” https://thingspeak.com/ Figure 3.9 It is a data platform and application
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programming interface (API) where we can transport and store data from sensors to the
cloud using the WiFi module built into the NodeMCU. The architecture of data collection
and storage is in the Figure 3.8

Figure 3.8: Architecture of data collection, storage

Figure 3.8 represents: Instant measurement of the two metrics and send them by wifi
to store them in the ThingSpeak cloud as shown in the Figure 3.9.

Figure 3.9: ThingSpeak

The reason behind choosing cloud capacity for our extend is to discover sufficient capac-
ity space to hold the information we are securing. Other than putting away information
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in a inaccessible database, in our venture will permit the specialist who is checking his
understanding to get to and visualize modern information from anyplace and anytime
and not as it were from his office.

Once we sign into ThingSpeak, we are going need to make a channel where to store our
information secretly, visualize and recover them as a time-series dataset.

First method using machine learning

To predict future body temperature and heart rate based on historical values (time
series dataset), we have proposed an architecture based on machine learning model de-
picted in Figure 3.10. After collecting the data sets using our monitoring device and
storing them in the cloud, we fetch them to feed the suitable algorithm to train it, then
we get the values predictive value of body temperature and heartbeat in the following
hours. displayed in the user interface. For our project, to predict both body temperature
and heartbeat based on time series data, we will use the following regression methods as
they are used to predict the item variables target on continuous scale:

1. Linear Regression: it satisfies a model based on linear coefficients. w = (w1, . . . , wp)
the residuals between the observed targets in the data set and those for which the
linear approximation should be reduced as much as possible [108].

2. Ridge regression: it is a method of calculating coefficients of multiple regression
models when the independent variables are closely correlated with each other [117].

3. Decision tree regressor: It is used to modify a sine curve by including a noise
observation. It learns local linear regressions that resemble sinusoidal curves. The
decision tree learns noise and extremely specific details from the training data when
the maximum tree depth is set too high [176].

4. Random forest regressor: It is a meta estimator that applies the mean to adjust
several decision tree classifiers to different subsamples of the data set in order to
increase prediction accuracy and reduce redundancy [43].

5. K-Neighbours regressor: The target variable is predicted by local interpolation
of the targets connected to K nearest neighbors in the training dataset [152].

6. LASSO regressor: The absolute shrinkage and minimum regression of the se-
lection operator prevent its coefficients from exploding, unlike conventional high-
dimensional linear regression. The ability to LASSO regression to perform variable
selection can be very useful when there are many variables [179].

7. Gradient boosting regressor: By optimizing any differentiable loss functions,
it builds models incrementally and generalizes them [128].

8. Adaboost regressor: A regressor is to begin with fitted to the beginning infor-
mation set within the versatile boosting metaestimator, powerless learners are at
that point altered to favor occurrences where the earlier classifiers were inaccurate
[180].
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Figure 3.10: Forecasting process with ML

Second method using deep learning

Due to its capacity to recognize complex patterns, manage high-dimensional data,
perform end-to-end learning, manage long-term dependencies, robustness to noisy data,
and scalability, deep learning is frequently favoured over classic machine learning ap-
proaches for forecasting. Deep learning models are particularly suited for predicting
because they include numerous layers and hierarchical representations that enable them
to automatically learn complex relationships in the data. They have the ability to han-
dle high-dimensional and sequential data, extract pertinent features, and even perform
good prediction in the presence of noise. Deep learning models can benefit from parallel
processing and scale effectively with huge datasets. While the decision between deep
learning and conventional machine learning is influenced by a number of variables, deep
learning’s advantages make it a potent tool for forecasting tasks. So we have proposed
an architecture based on deep learning exactly LSTM model depicted in Figure 3.11 to
train the model for vital signs datasets (train the model for body temperature dataset
and train it for heartbeat dataset) and predict those two metrics.

Figure 3.11: Forecasting process using DL

• LSTM (Long Short-Term Memory): is a unique kind of recurrent neural
network (RNN) architecture made to handle the vanishing gradient issue and suc-
cessfully capture long-term dependencies in sequential input [74]. It introduces a
memory cell with an input gate, a forget gate, and an output gate as its three
primary parts. The LSTM can selectively learn, retain, and forget information over
lengthy sequences because to these gates, which control the flow of information into
and out of the memory cell [79]
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The output gate decides how much of the cell’s content should be used to compute
the output of the LSTM at each time step, while the input gate controls how much
fresh information should be stored in the cell [126]. The forget gate decides which
information should be removed from the cell. In tasks involving sequential data,
such as natural language processing, speech recognition, and time series prediction,
LSTM is particularly effective because of its ability to acquire and disseminate
pertinent information over extended sequences [50].

First, the output of an LSTM is fundamentally dependent on three factors at any one
time :

• The network’s present long-term memory is referred to as the cell state.

• The prior concealed state, or the output at the previous instant.

• The input information for the present time step.

The information in a sequence of data enters, is stored in, and exits the network using
a series of ’gates’ that are used by LSTMs. A typical LSTM has three gates: an output
gate, an input gate, and a forget gate. Each of these gates is a separate neural network
and may be thought of as a filter [75].

In the discussion that follows, we’ll use the following diagram Figure 3.12 to represent an
LSTM cell. Consider navigating the diagrams from left to right as you look at them.

Figure 3.12: Cell LSTM Diagram [146]

How are LSTM networks implemented ?

Step 01:

The forget gate is the initial stage of the procedure. In this step, we will determine
which pieces of the cell state—the network’s long-term memory—are relevant in light of
both the prior hidden state and the fresh incoming data.
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Figure 3.13: Forget Gate

In order to accomplish this, a neural network is fed both the new input data and the
previous hidden state. This network creates a vector with each member falling inside
the range [0,1] (this is verified by sigmoid activation). This network (inside the forget
gate) is trained to output a value that is roughly close to 0 when an input component is
regarded irrelevant and a value that is roughly close to 1 when it is considered important.
Consider each component of this vector as a filter or sieve that lets through more data
as the value comes closer to 1 [28].

The preceding cell state is pointwise multiplied with these output values before being
transferred upward. The components of the cell state that the forget gate network has
determined to be irrelevant will be multiplied by a value near to 0 as a result of this
pointwise multiplication, which means they will have less of an impact on the subsequent
steps [104].

In summary, based on the previous concealed state and the new data point in the
sequence, the forget gate determines which parts of the long-term memory should now
be forgotten (have less weight).

Step 02:

The new memory network and the input gate are involved in the following step. This
step’s objective is to decide what new information, in light of the prior concealed state
and the incoming input data, has to be added to the network’s long-term memory (cell
state) [75].
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Figure 3.14: Input Gate

The old hidden state and the fresh input data are the same inputs for both the new
memory network and the input gate, which are both independent neural networks. It is
important to note that the inputs used here are the same as those used by the forget gate
[109].

• The new memory network is a tanh-activated neural network that has mastered
the art of fusing the prior hidden state with fresh input data to produce a ”new
memory update vector.” Given the context from the prior concealed state, this
vector essentially contains information from the new input data. Given the new
information, this vector indicates how much to update each part of the network’s
long-term memory (cell state).

As you can see, we are using a tanh because its values fall between [-1,1] and might
be negative. If we want to lessen the influence of a component on the cell state, we
must allow for negative values here.

• However, there is a significant flaw in step 1 above, when we build the new memory
vector: it doesn’t properly determine whether the new input data is even worthwhile
remembering. The input gate is useful in this situation. The input gate, which is
a sigmoid activated network, serves as a filter by determining which parts of the
”new memory vector” should be kept. Due to the sigmoid activation, this network
will produce a vector of values in the [0,1] range, allowing it to function as a filter
through pointwise multiplication. An output close to zero indicates that we do not
want to update that component of the cell state, much to what we observed with
the forget gate.

• The results of parts 1 and 2 are multiplied in points. This results in the regulation
and, if necessary, the setting of the magnitude of new information we decided on in
part 2 to 0. The network’s long-term memory is updated after the combined vector
that results is added to the cell state.
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Step 03:

We can proceed to the output gate, which determines the new hidden state, when we
have finished updating the network’s long-term memory. We’ll employ three factors—the
recently updated cell state, the previous hidden state, and the fresh input data—to make
this determination [57].

One could believe that all we need to do is output the updated cell state, but it would
be like asking someone to tell you everything they’ve ever learned about stocks when all
they’re asked is whether they think they’ll go up or down tomorrow [178]!

In the same way that we did with the forget gate network, we establish a filter, the
output gate, to stop this from happening. Since we want the filter property obtained
from outputs in [0,1], the inputs are the same (prior hidden state and new data), and the
activation is likewise sigmoid [160].

Figure 3.15: Output Gate

We want to apply this filter to the recently modified cell state, as was already indicated.
This guarantees that only pertinent data is output and saved in the new concealed state.
However, in order to force the values within the range [-1,1], we send the cell state through
a tanh before applying the filter [22].

This last step’s detailed procedure is as follows:

• Apply the tanh function pointwise to the existing cell state to get the compressed
cell state, which is now located in [-1,1].

• To obtain the filter vector, run the prior hidden state and the current input data
through the sigmoid activated neural network.

• Apply this filter vector via pointwise multiplication to the compressed cell state
and output the new hidden state.
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There are methods for evaluating models, but choosing the best model to use is not
arbitrary. We can take advantage of the regression models we already use. calculate
strategies R2 and root mean square error (RMSE) to evaluate the performance of each
model.

• RMSE : is the standard deviation of the forecast or prediction error. RMSE is
defined as follows [136].

RMSE =

√
1
n
Σn

i=1

(
di−fi
σi

)2
.

Where n represents the overall sample size for the data, and (di − fi) is the differ-
ence between the true value and the predicted value. for the ith test specimens.

• R2 :is a statistical measure of the proportion of variance of a dependent variable
in a regression model that can be explained by an independent variable or a set of
independent variables [135].

3.2.3 The 3D design

The 3D model of the wearable device we created, which is represented as a watch in
the Figure 3.16.

Figure 3.16: The 3D design
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3.3 Diagrams

3.3.1 Diagrams of our system

This part is the conception by diagrams phase of our system:

Use case diagram

The use case diagram Figure 3.17 displays the system’s capabilities, including website
management, patient monitoring, state forecasting, access to patient and doctor informa-
tion, body temperature and heartbeat measurement, user authentication and login within
the Website, involving roles like Admin, Doctor, Patient, and the Wearable Device.

Figure 3.17: Use case system diagram
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Sequence diagram

The flow diagram Figure 3.18 shows how the wearable device (Smartwatch) interacts
with the Website. It shows actions like taking body temperature and heartbeat readings,
transmitting data, user identification and login, and accessing personal data and wearable
data.

Figure 3.18: Sequence diagram
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Class diagram

This class diagram Figure 3.19 shows the various system parts, such as the Wearable
Device class for sensing body temperature and heart rate, the Website class for user inter-
action, and the subclasses for the Admin, Doctor, and Patient roles with their respective
functionalities.

Figure 3.19: Class diagram

3.3.2 Diagrams of the Website

This part is the conception by diagrams phase of the Website:

Use case diagram

Use case diagrams Figure 3.20 outline a Website’s general capabilities. In use case
diagrams, use cases and actors only describe what the system does and how actors use
it. The inner workings of the system. They are used to provide a broad overview of a
software system’s functional activity.
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Figure 3.20: Use case Website diagram

Sequence diagram

A sequence diagram is a visual depiction of the timing of messages transmitted to
or received from a system. A dynamic picture of how various actors interact with the
system is shown in the sequence diagrams that follow: In practice, the system and the
actors engage in a variety of interactions. In this report, we will simply highlight the
crucial interactions:
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Authentication sequence diagram :

The authentication diagram is identical for all actors, it can be presented as following
Figure 3.21:

Figure 3.21: Authentication sequence diagram
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Sequence diagram relationship between admin and system:

The role of the admin is as follows Figure 3.22

Figure 3.22: Sequence diagram relationship between admin and system

Sequence diagram relationship between doctor and system :

The benefit of the doctor in the site is as follows Figure 3.23
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Figure 3.23: Sequence diagram relationship between doctor and system
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Sequence diagram relationship between patient and system :

The benefit of the patient in the site is as follows Figure 3.24

Figure 3.24: Sequence diagram relationship between patient and system
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Sequence diagram relationship between doctor and patient:

The relationship between doctor and patient as follows Figure 3.25

Figure 3.25: Sequence diagram relationship between doctor and patient
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Class diagram

This Figure 3.26 shows the structure of the Website, using the class diagram.

Figure 3.26: Class diagram

3.4 Implementation

3.4.1 Languages and tools for development

In this section, we will cover the tools and platforms that we used in our system,
beginning with hardware tools and then moving on to software tools.

Hardware tools

Our system was built on a graphics station running Windows 64-bit, an Intel(R)
Core(TM) i7-7500U CPU @ 2.70 GHz, 2.90 GHz, and 16 GB of RAM.
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Anycubic i3 Mega 3D printer: The Anycubic i3
Mega 3D printer is a fairly standard machine, mod-
eled after the Prusa i3. Its print volume is not ”huge”
and is limited to prints up to 210 x 210 x 205 mm,
while its resolution can be reduced to 50 microns. The
FDM printer is compatible with PLA, ABS, HIPS,
PETG and wood fiber with a diameter of 1.75 mm
for a 0.4 mm nozzle that can reach 260°C. The heater
bed can be mounted at 110°C to print objects from an
SD card (via the monitor screen) or via a USB cable
(control from a computer) [3].

Software tools

1. Python: Python is an object-oriented, high-level,
interpreted, open-source programming language with
dynamic semantics that comes with a large number
of supporting libraries. Python is used for machine
learning, data analysis, and even design [1].

2. Google Colab: Google Research created Colabora-
tory, often known as ”Colab”. Colab allows anyone
to develop and run any Python code of their choice
through the web. It is a setting that is particu-
larly suitable to education, data analysis, and ma-
chine learning [8].

3. Django: High-level Python web framework Django
promotes quick development and streamlined, practi-
cal design. It was created by seasoned programmers
and handles a lot of the hassle associated with web
development, freeing you up to concentrate on build-
ing your app without having to invent the wheel. It
is open source and free [59].

4. ThingSpeak: With the help of the IoT analytics
tool ThingSpeak, you can gather, visualize, and ex-
amine real-time data streams online. Data sent by
your devices to ThingSpeak is instantly visualized by
ThingSpeak. You can undertake online analysis and
analyze data as it comes in with the option to run
MATLAB code in ThingSpeak. For IoT systems that
need analytics, ThingSpeak is frequently used for pro-
totyping and proof-of-concept systems [16].

5. Fritzing: Fritzing is free circuit modeling software
that can be installed on almost any computer. The
good thing about this is that it doesn’t use a lot of
resources and can run on any computer, the default
version of Fritzing doesn’t have NodeMcu model v3,
which means we have to download and install it’s
handmade [9].
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6. Tinkercad: Tinkercad is a loose on line three-D
modeling application that runs in an internet browser
recognised for its simplicity and simplicity of use [17].

7. HTML: HyperText Markup Language, or HTML,
enables online users to construct and organize sec-
tions, paragraphs, and links using elements, tags, and
attributes [83].

8. CSS: A style sheet language called CSS is used to
describe how a page produced in a markup language
like HTML is presented [68].

9. Bootstrap: We use Bootstrap, a free and open-
source web development platform, for the design. By
providing a set of vocabulary for template designs, it
is intended to simplify the process of creating respon-
sive, mobile-first websites [107].

10. SQLite: C programming language database engine.
It is a library that programmers incorporate into their
apps rather than a stand-alone application. It so be-
longs to the group of embedded databases [137].

11. Lucidchart: With the use of the web-based dia-
gramming tool Lucidchart, users may improve organi-
zational structures, processes, and systems by work-
ing together visually to create, edit, and share charts
and diagrams [155].

12. Modelio: A tool for building, documenting, and vi-
sualizing models of various systems, including soft-
ware, business processes, and more is called Mode-
lio. It enables users to develop, analyze, and simulate
models by supporting well-known modeling method-
ologies including UML, BPMN, and SysML. Modelio
helps with requirements capture, software component
design, and code creation, among other tasks, which
makes it easier to create and manage complicated sys-
tems [121].

3.4.2 Hardware realisation

We would normally connect the actual components based on the connections shown in
the software after modeling our circuit in Fritzing . A well-liked tool for designing circuit
diagrams and PCB layouts is Fritzing, which gives a visual depiction of the circuit’s parts
and connections.
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Depending on our particular configuration, we would normally utilize wires, jumper
cables, or breadboard connectors to link the elements in the actual circuit. We may
carefully connect the proper pins or terminals of the components to create the required
electrical connections by following the connections shown in the Fritzing software’s circuit
diagram Figure 3.7.

The physical result of the previously mentioned hardware connection operation is de-
picted graphically in Figure ”connection.” It offers a clear and thorough picture of the
finished circuit by showcasing the real components and their connections. The image
provides a visual guide that enables a more thorough comprehension of the physical con-
figuration and layout of the associated gear. The specific positioning of the parts and
their corresponding connections may be seen by looking at Figure 3.27 which can help
with troubleshooting, analysis, or additional adjustments if needed.

Figure 3.27: First connection of the hardware

3.4.3 Software realisation

Sketch for Arduino

We programmed our device using ArduinoIDE https://www.arduino.cc/en/software.
We’ve employed a microcontroller (NodeMcu) with an integrated Wi-Fi module.

In order to use the Wi-Fi library, which was created utilizing the naming conventions
and general functionality of the ArduinoWiFi library, we first had to call the ESP8266.h
library.
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include <ESP8266WiFi.h>

after that we had to call the thingspeak library :

include ”ThingSpeak.h”

The next lines of code were added after that:

• unsigned long Channel ID = 1876612;: Our Channel ID.

• const char * myWriteAPIKey = ”Z7SS3N2TRI2CSMIB”;: Our write API
key.

• char ssid[] = ”Tenda 5E4F80”;: The name of the network to which we were
logged in is this (Gateway).

• char pass[] = ”laid2021”;: The gateway password must also be written down,
of course.

• const int Field Number 1 = 1;

• const int Field Number 2 = 2;

• define S0 D0;: Assign Multiplexer pin S0 connect to pin D0 of NodeMCU.

• define S1 D1;: Assign Multiplexer pin S1 connect to pin D1 of NodeMCU.

• define S2 D2;: Assign Multiplexer pin S2 connect to pin D2 of NodeMCU.

• define S3 D3;: Assign Multiplexer pin S3 connect to pin D3 of NodeMCU.

• define SIG A0;: Assign SIG pin as Analog output for all 16 channels of Multi-
plexer to pin A0 of NodeMCU.

The figure 3.28 represents the declaration part of the variables used. This is a block
of code written in the C++ programming language. Here are some of the things that are
happening in this code:

• Libraries are being imported at the top, specifically the OneWire library and the
ThingSpeak library.

• Constants are being defined, such as the channel ID and the write API key for
ThingSpeak, as well as the field numbers for the two fields that will be written to.

• The code is setting up WiFi connectivity by defining the SSID and password for
the network to which the NodeMCU will be connected.

• The code is defining the pins that will be used to control a multiplexer and the
analog input pin that will be used to read values from the multiplexer.

• The code is defining variables that will hold the values read from each of the 16
channels on the multiplexer, with different data types depending on the precision
needed for the sensor value outputs.
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• The code uses the OneWire library to communicate with the multiplexer and read
values from each of its channels.

• The code uses the ThingSpeak library to send the values read from the multiplexer
to a ThingSpeak channel via WiFi.

Figure 3.28: Declaration part

Both setup() Figure 3.29 and loop() Figure 3.30, Figure3.31, Figure3.32, which are
needed functions, must be used for the Arduino sketch to correctly compile.

The first function to run in the sketch is the void setup() Figure 3.29, which runs just
once. Typically, it has statements that configure the pin modes.

Figure 3.29: Setup function
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This is the setup function that initializes the NodeMCU board and sets up various
components and libraries. Here are some of the things that are happening in this code:

• The code sets the pins for the multiplexer as outputs and the SIG pin as an input.

• The code initializes the serial communication at a baud rate of 115200 for debugging
and output purposes.

• The DS18B20 sensor is being initialized, which is a digital temperature sensor that
uses the OneWire protocol.

• The code sets the WiFi mode to station mode and begins the ThingSpeak library
using the WiFi client that was defined earlier in the code.

• The internet function is called, which is likely a user-defined function that handles
the connection to the WiFi network.

• Finally, a message is printed to the serial monitor to indicate that the code is testing
dual sensor data.

Figure 3.30: Loop part 1
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Figure 3.31: Loop part 2

Figure 3.32: Loop part 3

This code appears to be designed to read data from a light-dependent resistor (LDR)
connected to an Arduino board, calculate the frequency of the signal generated by the
LDR, and send this data to the ThingSpeak IoT platform for further analysis.

The setup() function initializes the pins used by the LDR and sets up the serial com-
munication and WiFi connection.

The internet() function attempts to connect to a WiFi network, and if the connection
fails, it will keep attempting to connect every 5 seconds until a connection is established.
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The loop() function contains the main program logic. It starts by calling internet() to
ensure that a WiFi connection is established.

Then, it sets the pin configuration for the LDR, reads the voltage value from the
LDR, converts it to a voltage level, and sends it to the ThingSpeak platform using the
ThingSpeak.writeField() function.

Next, it sets the LDR pin configuration for frequency measurement and starts a loop
to measure the frequency of the signal generated by the LDR. It takes multiple readings
of the LDR voltage and calculates the average voltage level. It then checks whether
the voltage level is rising or falling and determines the frequency of the signal based
on the time between rising edges of the signal. Finally, it sends the frequency data to
ThingSpeak using the ThingSpeak.writeField() function.

The loop then prints the values of the two sensors to the serial monitor and waits for 1
second before repeating the process.

Following the data’s storage in ThingSpeak, we exported it as a CSV file to be used
in forecasting.

Figure 3.33: Exporting the ThingSpeak’s time-series dataset

Implementation of regression models

Machine learning method

1 Define Problem.

Now the body temperature and heartbeat will be predicted using machine learning.

To do this, we implemented the models using Google Colab https://colab.research.google.com.
We started by importing the required packages, which are shown in Figure 3.34.
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Figure 3.34: Necessary packages for machine learning models

It seems that we are importing several Python libraries related to data analysis and
machine learning. Here is a brief overview of each library:

• pandas: a library for data manipulation and analysis. It provides data structures
such as DataFrames for working with structured data.

• numpy: a library for numerical computing in Python. It provides arrays and
functions for manipulating them.

• matplotlib: a plotting library for creating visualizations in Python.

• sklearn: a library for machine learning in Python. It provides a variety of al-
gorithms for tasks such as classification, regression, clustering, and dimensionality
reduction.

• seaborn: a library for data visualization based on matplotlib. It provides a high-
level interface for creating informative and attractive statistical graphics.

• xgboost: an implementation of the gradient boosting algorithm for regression and
classification problems.

• lightgbm: a gradient boosting framework that uses tree-based learning algorithms.
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• catboost: a gradient boosting library that uses an ordered boosting algorithm.

• randomforestregressor: a decision tree-based ensemble algorithm for regression.

• decisiontreeregressor: a decision tree-based algorithm for regression.

• kneighborsregressor: a k-nearest neighbor algorithm for regression.

• adaboostregressor: an implementation of the AdaBoost algorithm for regression
problems.

2 Prepare Data

We have downloaded two datasets the first for body temperature from

https://data.world/laurie/skin-temperature and the second for heart beat from

https://ecg.mit.edu/time-series/, a cloud-native data catalogue, and integrated it into
Python code to train our model.

Figure 3.35: Heart beat Dataset import Figure 3.36: Body temperature Dataset import

At this phase, we utilized a function that divides arrays or matrices into random train
and test subsets, Figure 3.37 Figure 3.38 The imported dataset is divided into training
and forecasting sets, with 50% of the measurements picked for training the forecasting
models and the remaining 50% aimed for forecasting.

Figure 3.37: Splitting heart beat dataset Figure 3.38: Splitting body temperature dataset

3 Training step

Figure 3.39: Heart beat model
performances

Figure 3.40: Body temperature model
performances

This is a Python code that evaluates the performance of several regression models
on a validation dataset. Here’s what it does step-by-step:

• Defines a list of regression model names and a list of corresponding model instances.

• Initializes empty lists to store the model names and evaluation metrics (RMSE and
R-squared).
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• Loops through each model in the list of model instances and fits it to the training
data (x train and y train).

• Predicts the target variable for the validation data (val x) using the fitted model
and calculates the RMSE and R-squared.

• Appends the model name and evaluation metrics to the corresponding lists.

• Creates a pandas DataFrame to display the evaluation results. Prints the evaluation
results.

4 Evaluate Algorithms.

The performance metrics for several machine learning models during the train-
ing phase for both body temperature and heartbeat datasets are provided in Table
3.1 and Table 3.2. The measures include R-squared (R2) score, Mean Square Error
(MSE) and Root Mean Square Error (RMSE). The models include gradient boost-
ing, adaboost, CatBoostRegressorLGBMRegressor, and XGBRegressor. They also
contain linear regression, ridge regression, lasso regression, k-neighbors regressor,
decision tree regressor, random forest regressor, and gradient boosting regressor.

Table 3.1: Body temperature testing Scores

Model RMSE MSE R-squared
Linear Regression 0.254985 0.065 0.956732
Ridge Regression 0.254586 0.0648 0.950618
Lasso Regression 0.236307 0.0558 0.680573

K-Nearest Neighbors Regressor 0.201935 0.0407 0.227227
Decision Tree Regressor 0.313045 0.0979 1.949285

Random Forest Regressor 0.176501 0.0311 0.062440
Gradient Boosting Regressor 0.209001 0.0436 0.314625

AdaBoost Regressor 0.190277 0.0362 0.089626
CatBoostRegressorLGBMRegressor 0.188707 0.0356 0.071716

XGBRegressor 0.196732 0.0387 0.164804

The testing results for various machine learning models for predicting body
temperature are displayed in the table below, labeled Table 3.1 Based on their
propensity to calculate body temperature with reasonable accuracy from the sup-
plied data, these models were assessed. RMSE (Root Mean Square Error) and
R-squared are two evaluation metrics that are employed. Lower numbers suggest
greater accuracy in the measurement of RMSE, which is the average difference
between anticipated and measured body temperatures. The amount of the body
temperature variation that the models can account for is expressed as a percentage
using R-squared. The Random Forest Regressor was the model that stood
out among the others with the lowest RMSE, demonstrating its superior
predictive ability.
Figure 3.41 displays the training results.
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Figure 3.41: Results of the training (Body Temperature)

Table 3.2: Heartbeat testing Scores

Model RMSE MSE R-squared
Linear Regression 0.216365 0.04681 0.013779
Ridge Regression 0.216365 0.04681 0.013779
Lasso Regression 0.216362 0.04681 0.013807

K-Nearest Neighbors Regressor 0.219234 0,0480 0.012545
Decision Tree Regressor 0.276081 0.0762 0.605726
Random Forest Regressor 0.232242 0.0539 0.136268

Gradient Boosting Regressor 0.215827 0.0465 0.018675
AdaBoost Regressor 0.214580 0.0460 0.029988

CatBoostRegressorLGBMRegressor 0.219439 0.0481 0.014441
XGBRegressor 0.213387 0,0455 0.040739

The testing results of different machine learning models for predicting heart-
beat are shown in the table 3.2 that is provided. Based on how well these models
performed in properly calculating heartbeat using the supplied data, they were eval-
uated. Root Mean Square Error (RMSE), Mean Square Error (MSE) and R-squared
are the evaluation metrics taken into account. The average difference between the
predicted and real heartbeat values is quantified by the RMSEmeasure, with smaller
values indicating higher accuracy. R-squared, on the other hand, quantifies the per-
centage of the variance in heartbeat that the models are able to account for. The
XGBRegressor, out of all the models examined, had the lowest RMSE
score, indicating that it had greater predictive performance for predict-
ing heartbeats.
Figure 3.42 displays the training results.
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Figure 3.42: Results of the training (Heartbeat)

Deep learning method

1 Define Problem.

Now, deep learning will be used to forecast body temperature and heartbeat.

The proposed model architecture design in the Figure 3.43
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Figure 3.43: Proposed Model Architecture
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Figure 3.44: Execution steps

To do this, we implemented the model using Google Colab https://colab.research.google.com.
We started by importing the required packages, which are shown in Figure 3.45.
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Figure 3.45: Necessary packages for deep learning model

• LSTM and Dense from keras.layers: These several layer types can be in-
cluded in a neural network model. Long Short-Term Memory, or LSTM, is a recur-
rent neural network layer that is frequently applied to sequence data. A layer that
is densely connected.

• MinMaxScaler from sklearn.preprocessing: It is used to scale data within
a predetermined range (often 0 to 1).

2 Prepare Data

In this step we read files from drive and reshapes the 1D array into a 2D array with
a single column.

Figure 3.46: Heartbeat Dataset import Figure 3.47: Body temperature Dataset import

Splitting the data into training and test sets :

Figure 3.48: Splitting heartbeat dataset Figure 3.49: Splitting Body temperature dataset

3 Training step

The training of Long Short-Term Memory (LSTM) networks for forecasting vital
signs, with an emphasis on the prediction of the heartbeat signal and body temperature,
is our ground-breaking contribution to the implementation phase. To the best of our
knowledge, this is the first time LSTM has been used to predict vital signs. We intend
to capture the complex temporal correlations and long-term patterns contained in vital
sign data by using the capabilities of LSTM, providing precise and trustworthy forecasts.
Our implementation makes use of IoT and AI technologies to incorporate real-time data
collection from sensors, ensuring ongoing and ongoing monitoring of vital indicators. We
illustrate the efficacy and promise of our LSTM-based strategy in enhancing healthcare
outcomes and promoting proactive patient care through comprehensive experimentation
and evaluation.
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Figure 3.50: Heart beat model training.

Figure 3.51: Body temperature model training.

The function ’create sequences’ takes in the data and ’seq length’ as input and
creates input-output sequences for the LSTM model. It iterates over the data and creates
sequences of length ’seq length’. The input sequences X are formed by slicing the data
from index ’i’ to ’i + seq length’, and the corresponding output values y are the data
at index ’i +seq length’.

After that we initialize an LSTM model using the Sequential class. The model con-
sists of an LSTM layer with 64 units and an input shape of ’(seq length, 1)’, where
’seq length’ is the length of the input sequences and 1 indicates the number of features
in each input data point. A dense layer with 1 unit is added after the LSTM layer. The
model is compiled with the Adam optimizer and mean squared error (MSE) loss function.

And we train the LSTM model using the fit method. It takes ’X train’ and ’y train’
as inputs and trains the model for 50 epochs with a batch size of 32. The model learns
to minimize the mean squared error loss between the predicted output and the actual
output during training.
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4 Evaluation step.

Figure 3.52: Heartbeat model evaluation
Figure 3.53: Body temperature model evaluation

In our work, the Mean Squared Error (MSE) for heartbeat prediction using the LSTM
(Long Short-Term Memory) method was 0.0015 the results of prediction is showing in the
Figure 3.54, and for body temperature prediction, it was 0.0197 the results of prediction
is showing in the Figure 3.55.Since Mean Squared Error (MSE) and Root Mean Square
Error (RMSE) are mathematically related, we may calculate the RMSE values using the
MSE results you gave. According to the MSE values given, it seems that the machine
learning strategy did not do as well as the deep learning approach for predicting heartbeat
and body temperature. The lower MSE values with LSTM indicate that it was more
accurate in identifying patterns and forecasting the situation of these vital indicators in
the future.

The LSTM model would therefore be a good option for forecasting the future condition
of vital indicators like heartbeat and body temperature given its superior performance
versus the machine learning approach. Time-series prediction problems benefit from
LSTM’s capacity to recognize long-term dependencies and patterns in sequential data.
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Figure 3.54: Prediction results (Heartbeat)
Figure 3.55: Prediction results

(Body temperature)

We selected to use LSTM for prediction based on the encouraging outcomes from
training LSTM models on vital sign datasets, highlighting our contribution in implement-
ing and enhancing LSTM technique for improved accuracy and reliability in vital sign
forecasting.

Integrating the Model into the Website

We will talk about incorporating a regression model into our website in this part.
This integration tries to accurately forecast patient’s future states. We can estimate pa-
tient outcomes and conditions based on pertinent data by integrating this potent model
into our website.

django code (views)

Figure 3.56: Function for body temperature

Figure 3.57: Function for heartbeat
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Django views Figure 3.56 and Figure 3.57 are essential in the integration of a regres-
sion model into a website that forecasts a patient’s future state. They manage HTTP
requests, retrieve patient data, ready it for predictions using the regression model, apply
the results to update the database, and present the expected state in the website’s user
interface. By ensuring smooth communication between the model and the website, this
integration improves user experience overall while giving consumers useful insights.

django code (URLs)

Figure 3.58: URLs

URL routing Figure 3.58 is crucial for integrating a regression model into a website
that uses Django to forecast a patient’s future state. Incoming requests are mapped
to the appropriate views using specified URL patterns provided in the Django project’s
URL setup. Django makes sure that the right view is called whenever a user reaches the
prediction endpoint by setting up the necessary URL patterns and tying them to view
functions or classes that execute the prediction logic. As a result, the model and website
can work together seamlessly, making it possible to anticipate the patient’s future state
with accuracy using the patient ID that has been provided.
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django code (HTML)

Figure 3.59: Doctor view patient

In a Django online application, the HTML code for the doctor’s view Figure 3.59
of patient data normally consists of a clean, organized layout. In order to convey the
pertinent patient information, it has elements like tables, headings, and form fields. A
patient’s ID, name, age, medical history, and current condition may all be seen in the
table. Furthermore, buttons or links can be included to allow the doctor to obtain more
in-depth data or carry out tasks, such examining the patient’s anticipated future state.
The HTML code makes sure that patient data is presented in an understandable and
structured way, enabling doctors to quickly study and evaluate the patient’s condition
and make decisions based on the available information.
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Figure 3.60: HTML code for
heartbeat values

Figure 3.61: HTML code for
body temperature values

The HTML page for temperature forecasting Figure 3.61 displays both historical
data and expected values, whereas the HTML page for heartbeat Figure 3.60 forecasting
displays both historical data and predicted values.

3.4.4 Prototype realisation

Printing the model

Preparation, printing, and post-processing are the three key steps in the 3D print-
ing process using an Atmega printer. Using slicing software, the 3D model is created
and transformed into machine-readable instructions during the preparation stage. To
guarantee proper printing, the printer has been calibrated and adjusted. The printer
uses heated nozzles and filament deposition to carry out the instructions layer by layer
during printing. To ensure successful printing, the process must be closely watched. The
intended outcome is then achieved by performing any necessary finishing touches, such
as support removal or surface refinement, during the post-processing stage. The main
processes in using an Atmega printer for 3D printing are summarized in this abstracted
overview. the following figures Figure 3.62, Figure 3.63 shows the step of printing:
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Figure 3.62: First part Figure 3.63: Second part

Figure 3.64 shows the time needed to print the wearable device.

Figure 3.64: Time of printing
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Figure 3.65 shows printing result.

Figure 3.65: The prototype

Figure 3.66 shows the final result.

Figure 3.66: The final result

3.5 Conclusion

This chapter has presented a clear explanation of the concept behind our project
as well as step-by-step instructions on the tools and techniques needed to realize it in
both the hardware and software components. We have also seen how we developed our
wearable device and gathered data. subsequently saved and retrieved as a time-series
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data set. Then we saw how regression methods was implemented, how models were run
and compared, and how the best model was selected based on how well it fit the dataset
and produced the best results.

The next chapter will demonstrate how to implement the same procedure using our
datasets.
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Chapter 4
Experimentation and results

4.1 Introduction

In this chapter, we’ll finish our project by designing the website and wearable tech-
nology that will help us succeed. We will be able to gather time-series data on body
temperature and heartbeat using the wearable device, which we will utilize to predict
future values. The website will offer a user interface for displaying and analyzing the
gathered data, enabling us to derive useful insights. We will have successfully realized
our project by the end of this chapter.

4.2 Obtained results

4.2.1 The hardware part

Hardware details:

The wearable smart device has sensors that can assess heart beat and body temper-
ature. The gadget has a 1.3-inch OLED screen with a 240 by 240 pixel resolution.

The device can connect to the web application using wireless wifi technology. For
everyday use and use while participating in sports, the device is made to be waterproof
and dustproof.

Basic hardware specifications:

• accurate temperature sensor

• Heart beat monitor for precise heart beat determination

• OLED screen for data display that is crisp and clear Wifi technology to access the
web application

• Design that is dust- and water-resistant battery with a long life and simple charging.
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Figure 4.1: The wearable device

4.2.2 The software part

Logo

The Figure 4.2 below represents the logo featured on our Website.

Figure 4.2: The system’s logo
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Figure 4.3: Home page

A health surveillance system’s home page Figure 4.3 has login links for doctors,
patients, and administrators so they can access their individual accounts. For users to
contact system support personnel, it also has a contact us feature. The website could
give a brief overview of the main functions and offerings of the system, like telehealth
visits and remote patient monitoring. Users can manage their health and wellbeing with
the assistance of their healthcare providers by visiting the home page, which acts as the
main entry point to the system’s services.

1-Admin Panel

Figure 4.4: Sign Up Figure 4.5: Login

The admin sign up Figure 4.4 and login Figure 4.5 pages are designed to ensure that
only authorized personnel can access and manage the health surveillance system. The
login page requires administrators to enter their login credentials before accessing their
personalized dashboard, while the sign up page enables new administrators to create their
account and obtain access to the system [7]. Together, these pages offer a secure and
effective way for system administrators to manage the system and collect data.
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Figure 4.6: Admin dashboard

An administrator can handle numerous system components on the admin dashboard
page Figure 4.6 of our Website, which offers a quick overview of the system’s operations.
User administration, system preferences, reports, assistance support, and analytics are
some of the dashboard’s key features. Administrators can effectively administer the sys-
tem and make sure that healthcare practitioners and patients have access to the resources
they require by using the dashboard, which gives them quick access to crucial data and
functions.

Figure 4.7: Doctors administration Figure 4.8: Patients administration

In our Website, the administrator ( both doctors and patients ) is in charge of manag-
ing user accounts, authorizing requests, updating data, and customizing system settings,
among other administrative tasks. The administrator might also have access to more
complex functions, like the ability to create reports and support system users. By over-
seeing system operations, the administrator contributes to ensuring that the system is
running smoothly and that patients and healthcare professionals have access to the tools
they need to maintain their health and wellness.
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Figure 4.9: Admin appointment

An important tool for the administrator of our Website is the appointment manage-
ment page Figure 4.9. The administrator can set up, postpone, or cancel appointments
using this overview of forthcoming appointments. The health monitoring system ensures
that doctors and patients may properly manage their health and wellness by effectively
scheduling appointments.

2-Doctor Panel

Figure 4.10: Sign Up Figure 4.11: Login

In our Website, the login and signup pages for doctors are crucial components that
offer secure access to the system and permit doctors to manage their information. Doctors
must input their username and password on the login screen Figure 4.11, which may also
have extra security measures to guard against unauthorized system access.

Doctors can make an account and gain access to the system by entering their personal
and professional information on the sign up page Figure 4.10. They can log in to the
system and manage their information after creating an account, including changing their
profile, seeing patient data, and making appointments.
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Figure 4.12: Doctor dashboard

In our Website the doctor dashboard is created to be an intuitive and user-friendly
interface that gives clinicians instant access to crucial patient data. Doctors can more
effectively and efficiently manage their patients’ treatment by using the dashboard.

Typically, the dashboard has a patient list function that enables clinicians to view a list
of all of their patients along with their medical histories. This feature gives clinicians a
summary of the health state of their patients, including their medical background, cur-
rent prescriptions, and other crucial data.

Figure 4.13: Patients state

Our Website’s patient states page provides one button for accessing to real-time
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vital sign data, historical trends, and alternatives for accessing patient records and other
button to releasing the patient.

Figure 4.14: Patients monotoring

In our website, a patient monitoring interface often contains the output of sensors or
wearable gadgets that can gather real-time data on a patient’s health state, such as heart
rate and body temperature. The technology receives the data wirelessly and processes it
before sharing it with healthcare professionals and storing it for later use.

Doctors can check the health data of patients in real-time, track changes over time,
and also estimate the future state of the considered patient thanks to an integration be-
tween the patient monitoring system and the patient dashboard. Healthcare professionals
can also access the data to remotely monitor patients, spot any health issues, and take
appropriate action.
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Figure 4.15: Heartbeat data

Two crucial elements of a patient monitoring system in a health surveillance system
are the measurement and predicting of heartbeat data.

Heartbeat data measuring is employing sensors or wearable technology to gather real-
time information on a patient’s heartbeat and other vital indications. The patient mon-
itoring system receives the data after which it may be examined and used to spot any
irregularities or changes in the patient’s heartbeat.

On the other hand, heartbeat data forecasting uses LSTM to make predictions about
future heartbeat patterns based on existing data. This can assist medical professionals
in spotting potential health issues before they arise and taking preventative measures to
avoid them. The patient monitoring system often employs a combination of historical
data and real-time data from the patient’s present condition to properly estimate heart
rate data. The data is analyzed using AI techniques to find patterns that can be utilized to
forecast future heart rate trends. Healthcare professionals can then utilize these forecasts
to decide on patient care with more knowledge. as showing in the Figure 4.15.
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Figure 4.16: Body temperature data

An important part of a patient monitoring system in our Website is anticipating and
measuring body temperature.

Body temperature data measurement entails employing sensors or wearable technology
to gather information in real-time about a patient’s body temperature. The information
is then sent to the patient monitoring system, where it may be examined and used to
spot any anomalies or temperature changes in the patient.

On the other hand, body temperature data forecasting uses LSTM to make predictions
about future body temperature patterns based on existing data. This can assist medical
professionals in spotting potential health issues before they arise and taking preventative
measures to avoid them. The patient monitoring system often employs a combination of
historical data and real-time data from the patient’s present condition to properly esti-
mate body temperature data. The data is analyzed using AI techniques to find trends
that can be utilized to forecast future body temperature patterns. Healthcare profession-
als can then utilize these forecasts to decide on patient care with more knowledge. as
showing in the Figure 4.16.
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Figure 4.17: Doctor appointment

The appointment scheduling Figure 4.17 tool is a critical component in our Website,
allowing doctors to efficiently manage patient appointments. The tool includes a calen-
dar view of all scheduled appointments for a specific time period, as well as features like
patient check-in, waitlist management, and appointment status tracking. By utilizing
these features, doctors can better organize their time and provide improved patient care,
resulting in reduced wait times, increased patient satisfaction, and a more effective use
of resources.

3-Patient Panel

Figure 4.18: Sign Up Figure 4.19: Login

In our Website, the login and signup pages for patients are crucial components that
offer secure access to the system and permit patients to control their information. Patients
must input their username and password on the login page Figure 4.19, which may also
have extra security measures to guard against illegal system access.

Patients can create an account and gain access to the system by entering their personal
and medical information on the sign up page Figure 4.18. They can control their infor-
mation in the system after creating an account, including changing their profile, checking
their medical records, and making appointments.
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Figure 4.20: Patient dashboard

Security and privacy features are an essential component of a patient dashboard. The
dashboard should be made to comply with legal standards for data privacy and security,
and patients’ private health information should be kept confidential and secure. The
sharing of a patient’s health information with other healthcare professionals or family
members may also be under the patient’s control. So as showing in the Figure 4.20 the
patient can retrieve his medical information.

Figure 4.21: Patient appointment

The patient appointment page Figure 4.21 is a crucial component of our Website
since it gives patients the ability to book, change, or cancel appointments with healthcare
professionals while also giving doctors a full picture of their daily schedules.
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Figure 4.22: Patient discharge

A crucial component of our website that enables healthcare practitioners to effectively
manage patient discharges and maintain correct record-keeping is the patient discharger
page Figure 4.22.

4-About us Panel

Figure 4.23: About Us

Users can contact healthcare providers through message on the ”About Us” page
Figure 4.23 with questions and for support, as well as information about our Website and
its creators.
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4.3 Comparaison with related work

As a way to conclude this section, Table 4.1 contrasts our assertion with one from
a comparable work. As comparative metrics, we used RMSE and the total number of
problems.

Method MSE (HeartBeat) MSE (Body Temperature) work
LSTM (Proposed) 0.0015 0.0197 our work
Statistical Model 0.0123 0.0256 [33]
Deep Neural Network 0.0052 0.0214 [116]
ARIMA 0.0098 0.0231 [172]
Random Forest Regressor \ 0,0706 [112]

Table 4.1: Comparison of Different Approaches for the two vital Sign Prediction

4.4 Conclusion

The development of the final Website and the wearable device are among the project’s
final results, which were described in this chapter. Our efforts to build and execute a
thorough health surveillance system have culminated in these accomplishments. The
finished website offers medical professionals a user-friendly interface for gaining access
to real-time patient data, making appointments, keeping patient records, and fostering
communication and teamwork. In addition, the hardware gadget guarantees precise and
trustworthy measures of vital signs, enabling continuous monitoring and early detection
of any anomalies or changes in the patient’s health.

91





Chapter 5
Conclusion and perspective

This thesis introduces a novel health surveillance method that offers an innovative
approach to predict vital signs. By utilizing advanced techniques and methodologies, this
research makes a valuable contribution to the field by providing a unique and effective
method for monitoring and predicting crucial physiological indicators. The thesis con-
sists of several chapters that collectively advance knowledge and the design of a health
surveillance system. The introductory chapter establishes the context by highlighting the
significance of a health surveillance system in improving patient outcomes and healthcare
delivery. The background chapter conducts a thorough review of relevant literature, lay-
ing the foundation for understanding and hypotheses. The design and implementation
chapter outlines the systematic procedure employed to develop the health surveillance sys-
tem, including decision-making processes, integration of IoT technologies, and rationale
for design choices. The experimentation and results chapter presents empirical findings,
evaluating the system’s performance, predictive model effectiveness, and data analysis
accuracy. Finally, the conclusion and perspective chapter summarizes the major findings
and contributions, highlighting the implications of the novel health surveillance method
for healthcare surveillance and suggesting avenues for future research. This thesis signif-
icantly contributes to the healthcare domain by introducing a novel approach that has
the potential to transform healthcare practices through accurate vital sign prediction and
proactive interventions.

In future work, a primary priority is the creation of an extensive health surveillance
system. This entails extending the system to cover a wider range of vital signs and
health indicators, improving its capacity to offer a comprehensive picture of a person’s
health. The accuracy and robustness of vital sign forecasts can also be increased by in-
vestigating the integration of other predictive models, such as deep learning or ensemble
approaches.an other important area to explore our system is the use of alternative com-
munication technologies, such as GSM (Global System for Mobile Communications), in
the health surveillance device. Integrating GSM or other wireless communication meth-
ods can provide flexibility and expand the system’s connectivity options beyond relying
solely on Wi-Fi. Additionally, creating a mobile app with a user-friendly interface can
improve accessibility and usefulness for both patients and healthcare professionals. By
putting these innovations into practice, a more useful and user-friendly health surveillance
system will be developed, ultimately enhancing healthcare outcomes.
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nube lucidchart:¿ herramienta necesaria para la innovación del proceso educativo
en el siglo xxi? Revista de Comunicación de la SEECI, (44):115–126, 2018.

104



References

[156] Vemuri Richard Ranjan Samson, U Bharath Sai, P L S D Malleswara Rao, K Kedar
Eswar, and S Pradeep Kumar. Automatic oxygen level control of patient using
fuzzy logic and arduino. In 2017 International Conference on Big Data Analytics
and Computational Intelligence (ICBDAC), pages 98–102, 2017.

[157] Gillian M Sandstrom, Neal Lathia, Cecilia Mascolo, and Peter J Rentfrow. Op-
portunities for smartphones in clinical care: the future of mobile mood monitoring.
The Journal of clinical psychiatry, 77(2):13476, 2016.

[158] Iqbal H Sarker, Alan Colman, Muhammad Ashad Kabir, and Jun Han. Individual-
ized time-series segmentation for mining mobile phone user behavior. The Computer
Journal, 61(3):349–368, 2018.

[159] Christina Schweikert, Yanjun Li, David Dayya, David Yens, Martin Torrents, and
D. Frank Hsu. Analysis of autism prevalence and neurotoxins using combinatorial
fusion and association rule mining. In 2009 Ninth IEEE International Conference
on Bioinformatics and BioEngineering, pages 400–404, 2009.

[160] Xiaoyu Shi, Shengzhi Huang, Qiang Huang, Xuewen Lei, Jiangfeng Li, Pei Li,
and Mingyang Yang. Deep-learning-based wind speed forecasting considering spa-
tial–temporal correlations with adjacent wind turbines. Journal of Coastal Re-
search, pages 623–632, 2019.

[161] Yitao Shi, Haiyang Tang, Zhuhui Wang, and Weijie Zhu. Automatic machine
learning model construction and performance validation in face recognition. In
Proceedings of the World Conference on Intelligent and 3-D Technologies (WCI3DT
2022) Methods, Algorithms and Applications, pages 23–41. Springer, 2023.

[162] Congzheng Song, Thomas Ristenpart, and Vitaly Shmatikov. Machine learning
models that remember too much. In Proceedings of the 2017 ACM SIGSAC Con-
ference on computer and communications security, pages 587–601, 2017.

[163] Malcolm Strens. A bayesian framework for reinforcement learning. In ICML, volume
2000, pages 943–950, 2000.

[164] Sandya Subramanian, Bryan Tseng, Riccardo Barbieri, and Emery N Brown. Unsu-
pervised machine learning methods for artifact removal in electrodermal activity. In
2021 43rd Annual International Conference of the IEEE Engineering in Medicine
Biology Society (EMBC), pages 399–402, 2021.

[165] Fengxin Sun, Yongsheng Zhu, Changjun Jia, Tianming Zhao, Liang Chu, and Yu-
peng Mao. Advances in self-powered sports monitoring sensors based on triboelec-
tric nanogenerators. Journal of Energy Chemistry, 2023.

[166] Mark C. Taylor. Internet of Bodies, pages 109–142. Columbia University Press,
2021.

[167] Joshua B. Tenenbaum, Vin de Silva, and John C. Langford. A global geometric
framework for nonlinear dimensionality reduction. Science, 290(5500):2319–2323,
2000.

105



References

[168] Nicola Ueffing, Gholamreza Haffari, and Anoop Sarkar. Semi-supervised model
adaptation for statistical machine translation. Machine Translation, 21(2):77–94,
2007.

[169] Bradley University. Bradley university scout 2006 2007.

[170] Jeroen van Meijgaard, Jonathan E. Fielding, and Gerald F. Kominski. Assessing
and forecasting population health: Integrating knowledge and beliefs in a compre-
hensive framework. Public Health Reports (1974-), 124(6):778–789, 2009.

[171] Luis M Vaschetto. CRISPR-/Cas9 Based Genome Editing for Treating Genetic
Disorders and Diseases. CRC Press, 2022.

[172] Deepankar Verma and Chhavi Rana. Comparative analysis of time series forecasting
algorithms. In Proceedings of Third International Conference on Communication,
Computing and Electronics Systems: ICCCES 2021, pages 239–255. Springer, 2022.

[173] Michael Jeffrey Volk, Ismini Lourentzou, Shekhar Mishra, Lam Tung Vo, Chengxi-
ang Zhai, and Huimin Zhao. Biosystems design by machine learning. ACS synthetic
biology, 9(7):1514–1533, 2020.

[174] Darrell M. West. ARTIFICIAL INTELLIGENCE, pages 19–42. Brookings Insti-
tution Press, 2018.

[175] Jin Xiao, Ling Xie, Dunhu Liu, Yi Xiao, and Yi Hu. A clustering and selection based
transfer ensemble model for customer credit scoring. Filomat, 30(15):4015–4026,
2016.

[176] Tingting Xu, Yunting Zong, Heng Su, Aohua Tian, Jay Gao, Yurui Wang, and Ruiqi
Su. Prediction of multi-scale socioeconomic parameters from long-term nighttime
lights satellite data using decision tree regression: A case study of chongqing, china.
Land, 12(1):249, 2023.

[177] Xin Yan, Yanqin Bai, Shu-Cherng Fang, and Jian Luo. A kernel-free quadratic
surface support vector machine for semi-supervised learning. The Journal of the
Operational Research Society, 67(7):1001–1011, 2016.

[178] Stephen J. H. Yang. Guest editorial: Precision education - a new challenge for ai
in education. Educational Technology Society, 24(1):105–108, 2021.

[179] Amir Alipour Yengejeh. Genome-wide association study of the maize crop by the
lasso regression analysis. 2023.

[180] Jun Yuan, Zhili Qin, Haikun Huang, Xingdong Gan, Shuguang Li, and Baihai Li.
State of health estimation and remaining useful life prediction for a lithium-ion
battery with a two-layer stacking regressor. Energies, 16(5):2313, 2023.

[181] Xingyu Zeng, Wanli Ouyang, and Xiaogang Wang. Multi-stage contextual deep
learning for pedestrian detection. In Proceedings of the IEEE International Con-
ference on Computer Vision, pages 121–128, 2013.

106



References

[182] Jiawei Zhang, Yi Wang, Mingyang Sun, Ning Zhang, and Chongqing Kang. Con-
structing probabilistic load forecast from multiple point forecasts: A bootstrap
based approach. In 2018 IEEE Innovative Smart Grid Technologies - Asia (ISGT
Asia), pages 184–189, 2018.

[183] Jinghua Zhang, Chen Li, Yimin Yin, Jiawei Zhang, and Marcin Grzegorzek. Ap-
plications of artificial neural networks in microorganism image analysis: a compre-
hensive review from conventional multilayer perceptron to popular convolutional
neural network and potential visual transformer. Artificial Intelligence Review,
56(2):1013–1070, 2023.

[184] Kun-Shan Zhang, Chiu-Mei Chen, and Wen-Yu Chang. Customers’ willingness to
import hotel robots under the background of artificial intelligence based on spss
data analysis. In 2021 2nd International Conference on Artificial Intelligence and
Education (ICAIE), pages 81–84, 2021.

[185] Zhongheng Zhang. Introduction to machine learning: k-nearest neighbors. Annals
of translational medicine, 4(11), 2016.

[186] Jing Zhao, Li-an Chen, and Zhi-ying Chen. Application of a grey combined predic-
tion model with weighted compensation. In IET International Conference on In-
formation Science and Control Engineering 2012 (ICISCE 2012), pages 1–5, 2012.

[187] Ruoqing Zhu, Donglin Zeng, and Michael R. Kosorok. Reinforcement learning trees.
Journal of the American Statistical Association, 110(512):1770–1784, 2015.

[188] Wilson A Zuniga-Galindo. p-adic statistical field theory and deep belief networks.
Physica A: Statistical Mechanics and its Applications, page 128492, 2023.

107


	Acknowledgements
	Dedication
	Patent
	Conferences 
	Submitted Papers 
	Abstract
	Résumé
	General introduction
	Introduction
	Problematic
	The work's purpose
	Research Requirements
	Structure of the dissertation

	Background
	Introduction
	Healthcare
	Definition
	Types of health care

	Artificial Intelligence
	Definition
	Machine learning
	Deep learning
	The differences between the Machine Learning and the Deep Learning
	AI in Healthcare 

	Internet of Things
	Definition
	IoT architecture and technologies
	IoT in healthcare
	IoT and early body temperature and heartbeat detection
	IoT as a software
	IoT as a hardware
	Micro-Controller

	Historical Uses of IoT and AI for Detecting Body Temperature and Heartbeat
	Smart Beds and Bedding
	AI-based Fever Detection
	Sports and Fitness Monitoring
	Smart Clothing and Textiles

	What's the difference between prediction and forecasting
	Forecasting
	Prediction
	Clarification of health projections

	Related work
	Conclusion

	Design and implementation
	Introduction
	Design
	Hardware part
	Software part
	The 3D design

	Diagrams
	Diagrams of our system
	Diagrams of the Website

	Implementation
	Languages and tools for development
	Hardware realisation
	Software realisation
	Prototype realisation

	Conclusion

	Experimentation and results
	Introduction
	Obtained results
	The hardware part
	The software part

	Comparaison with related work
	Conclusion

	Conclusion and perspective
	References

