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Abstract

With the rapid advancements of artificial intelligence , the field of human-machine in-

teraction has experienced significant advancements. This project focuses on developing

a chatbot system that facilitates human-machine interaction in the context of customer

support in businesses. The chatbot aims to comprehend and react to human interactions

by employing deep learning, transfer learning, and natural language processing (NLP)

techniques. The objective of this work is to build a chatbot that helps in predicting cus-

tomer intentions and sentiments based on their requests and provide relevant and helpful

responses. The implementation involves training models using BERT for classifying inten-

tion and Glove-LSTM for sentiment classification in order to effectively analyze and com-

prehend customer inputs, as a result enhancing the customer support experience through

efficient and personalized interactions.

Key word : Artificial intelligence, Human-machine interaction, Chatbot, Natural

language processing, BERT, Glove-LSTM , Customer support.
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Résumé

Avec les avancées rapides de l’intelligence artificielle, le domaine de l’interaction homme-

machine a connu des progrès significatifs. Ce projet se concentre sur le développement d’un

système de chatbot qui facilite l’interaction homme-machine dans le contexte du service

client dans les entreprises. Le chatbot vise à comprendre et réagir aux interactions hu-

maines en utilisant des techniques d’apprentissage profond, de transfert d’apprentissage et

de traitement du langage naturel (NLP). L’objectif de ce travail est de construire un chatbot

qui aide à prédire les intentions et les sentiments des clients en fonction de leurs demandes

et fournir des réponses pertinentes et utiles. La mise en œuvre implique l’entrâınement

de modèles utilisant BERT pour la classification des intentions et Glove-LSTM pour la

classification des sentiments afin d’analyser et de comprendre efficacement les donneés des

clients, améliorant ainsi l’expérience de service client grâce à des interactions efficaces et

personnalisées.

mot clé : Intelligence artificielle, Interaction homme-machine, Chatbot, Traitement

du langage naturel, BERT, Glove-LSTM , Service client.
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General Introduction

General Context

In the business world, customer support is a service that should not be neglected and

communication between the business and customer plays a fundamental role in it, whether

before or after the sale. Indeed we say that the customer is the master and we must take

into consideration his needs, intentions and sentiments to guarantee a good service in a

short time.

During the past few years, communication between businesses and clients has become

considerably easier, developed and more efficient thanks to the latest innovations and

technologies of Artificial Intelligence. Among these latest technologies are AI bots that

can assist both customers and service providers.

The integration of AI bots, supported by deep learning algorithms and sentiment anal-

ysis models, has increased the effectiveness of customer interactions by enabling businesses

to better understand their customer’s needs, making creative recommendations, fixing is-

sues quickly, and offering specific solutions. This tool led to customer satisfaction, therefore

an increase in customer loyalty which is the key element to the success of any businesses.

Recently, the development of AI chatbots that can serve users in a number of disci-

plines has advanced significantly. These technologies are capable of understanding user

requests, interpreting their intentions and sharing essential data. This includes communi-

cating through websites, phones, and social media platforms.

1



General Introduction

Problematic and Objectives

a few years ago customer had to physically visit a service provider to request a service

and express his needs. This was already causing problems with the opening hours of the

establishment, as well as the time consumed and money spend by the client.

As digital platforms and E-services have grown quickly, the number of consumers is

increasing, which led to difficulties in responding to all these requests because of the avail-

ability and the ability of human to process all these requests is very limited, even impossible

and costly.

The solution to this problem, as previously mentioned, is to introduce a virtual robot

”the AI bots” which has the ability to assist the company and the customers without

any loss of time or money and with unprecedented efficiency. Many work use chatbot in

customer support to provide assistance and facilitating the customer service experience.

Our work takes it a step further by not only assisting customers with their intentions, but

also taking into consideration their sentiments.

In this project, our goal is to develop a virtual robot that improves customer interaction

by focusing on their unique needs and sentiments. The goal is to provide a satisfying

customer experience that fulfills their individual requirements. We proposed a solution

based on deep learning and transfer learning to deal with this problem mentioned.

Structure of the thesis

Our work is structured as follows:

The first chapter is chatbot literature background : we define human-machine

interaction and case-based reasoning and its limitations. We will also introduce chatbots

and their role in customer support. We will then discuss the problem statements and

present some related work.

The second chapter is Natural Language Processing methods : we define

natural language processing, challenges, components and various NLP techniques. Then

we will discuss transfer learning (transformers) with NLP. Finally, we will introduce the

2



General Introduction

domain of sentiment analysis.

The third chapter is Design and Contribution :we will present the proposed

architecture. Then we will present an overview of the modules and their respective tasks

within the proposed architecture. Additionally, we will explain the development process of

our customer assistance chatbot and the deep learning algorithms used.

The fourth chapter Implementation and results : we first introduce the devel-

opment tools and frameworks. Then, we will explain the process of preparing our dataset

and training the models. Next, we will discuss the results obtained from our experiments.

Finally, we demonstrate the functionality of our chatbot and provide some examples.

Finally we conclude the manuscript and we present some perspectives.

3



Chapter 1

Chatbot literature background

1.1 Introduction

Human beings have a fundamental need for communication to express their thoughts,

needs and intentions, and their language has continuously evolved over time. However,

since the emergence of machines, whose main role is to interact with humans through their

components, the concept of Human-Machine Interaction (HMI) has become more than

necessary.

In the field of HMI, the objective is to enable more efficient and facilitates the interaction

between the user and the computer. This involves the use of AI techniques to make the

behavior of machines as close as possible to human language. These techniques encourage

machines to understand and generate human language.

This evolution has witnessed a remarkable acceleration in recent years with the emer-

gence of new communication systems such as virtual assistants and chatbots. The goal

is to create a conversational experience that is both effective and enjoyable. These AI

chatbots have been developed to become partners and tools that facilitate tasks, provide

information and deliver services while considering the needs, preferences and expectations

of humans.

4
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1.2 Human Machine Interaction

The communication and interaction between humans and machines, such as com-

puters, robots and other devices, is referred to as human-machine interaction (HMI). It

includes the design, development and testing of technologies that enables humans and

machines to collaborate efficiently [1].

1.2.1 Definition

Human-machine interaction (HMI) involves exploring and understanding how hu-

mans and machines interact with each other. This includes studying how humans use

machines, how machines learn from human interactions, and how to design interfaces that

facilitate natural communication and collaboration between humans and machines. In fact,

HMI focuses on creating efficient and effective interfaces that enable seamless communica-

tion and collaboration between humans and machines [2].

HMI is becoming more common in today’s society as interactive virtual and robotic

technologies improve. The capacity of artificial intelligence to imitate human social solu-

tions is required for HMI to be useful in training people for future social interactions and

to ensure the real-time cooperation required for effective HMI [3].

HMI is a research area of how humans interact with machines, robots and other auto-

mated systems. It covers an extensive variety of disciplines, including computer science,

psychology and engineering, and aims to enhance the usability, accessibility and overall

user experience of technology [4].

1.2.2 Types of Human machine interaction

Various forms of HMI have been investigated and developed throughout the years.

Some of the most prevalent forms of HMI are:

1. Graphical User interaction (GUI) : GUIs are a sort of HMI that allows people

to interact with machines through the use of visual components such as icons, menus,

and windows. Graphical user interfaces (GUIs) are widely used in computer applica-

5
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tions and mobile devices. GUI is perhaps the most common field of HCI study, which

combines a wide range of topics with a wide range of applications. The similarity

across these several sectors is that at least one physical sensor is employed between

the user and the machine to facilitate interaction [5].

2. Voice User interaction (VUI) : VUIs employ voice commands to allow customers

to engage with technologies such as virtual assistants or smart speakers [6].

According to [7] VUIs is concerned with data derived from various audio streams.

While the type of audio signals is not as flexible as that of visual signals, the infor-

mation obtained from them can be more exact, beneficial and in some cases unique.

The study areas in this section are classified as follows:

• Speech Recognition

• Speakers Recognition

• Musical Interaction

3. Touch User interaction (TUI) : Touch screens are used to allow consumers to

interact with gadgets such as smartphones or tablets. TUI is a component of specific

devices that can handle human-machine interactions, and it composed of hardware

and software that translates user inputs into signals for machines that offer the desired

output to the user [8].

4. Brain-Computer interaction (BCI) : Brain-computer interfaces (BCIs) employ

brain impulses to allow people to communicate with technologies such as prosthetic

devices or gaming apps. This HMI enables people to communicate with machines

using brain signals such as electroencephalograms (EEGs) or functional magnetic

resonance imaging (fMRIs) [9].

5. Augmented reality (AR) and virtual reality (VR) interaction: Is an HMI

that use digital displays to create immersive environments in which humans interact

with machines. For example, both vision and speech recognition fail to recognize tiny

details such as finger movements [10].

6
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1.2.3 Case-based reasoning

Case-based reasoning is an artificial intelligence problem-solving approach that re-

quires employing previous expertise to analyze and solve new problems. This approach

categorizes expertise into ”cases” and compares to the present situation. CBR is utilized

in a variety of forms such as Changing current solutions to meet novel requirements, using

prior cases to describe novel situations, employing old cases to evaluate novel solutions,

reasoning from history to comprehend a new scenario (much like lawyers do) or offer a

reasonable answer to a new problem [11].

According to [12] with the exception of expert systems and machine learning, CBR

has resulted in the most practical applications of any AI approach family. IBM’s Watson

system is well-known example for proving the capability of memory-based reasoning.

Richter [13] gives us a clear idea of CBR system which is a sluggish of machine learning

method. It is based on an archive that stores ’cases’ or previously solved issues and their

answers. This is known as the ’case-base’ archive. The CBR engine passes through a

sequence of processes known as the CBR cycle’s (4R) :

• Retrieve :A comparable previous example is recalled from memory.

• Reuse :The solution to the previous example is modified to match the current issue.

• Revise :The updated solution is examined and assessed to ensure that it fulfills the

current problem’s needs.

• Retain :The new solution is saved in memory for future use.

This Figure 1.1 illustrate the CBR cycle’s (4R).
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Figure 1.1: Case-Based Reasoning CBR architecture [14]

CBR has been applied in many fields, including engineering, health, law and business.

It has been found to be successful in fields where the problem-solving task is complicated

and requires a large amount of knowledge and expertise to solve.

1.2.4 Case based reasoning limits

CBR is not appropriate for all sorts of issues and may be ineffective in handling

difficult problems requiring a high level of generalization or reasoning [15].

Difficulty in case adaptation: CBR necessitates case adaptation to meet the present

problem situation. The adaption process might be difficult, especially when the retrieved

instances are not immediately related to the current situation [16].

Difficulty in acquiring knowledge: CBR necessitates the collection of new cases in

order to extend the case base and enhance the system’s performance. However, acquiring

expertise can be difficult, specifically if the domain is complicated or quickly changing [17].

Case-based reasoning has difficulty dealing with natural language, which demands a

representation of information that is tightly linked to the syntax and the context [18].
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1.3 Revolutionizing of Human-Machine Interaction

The chatbot is a well-known example of an artificial intelligence (AI) system and

one of the most fundamental and extensively utilized types of intelligent HMI [19].

1.3.1 Chatbot

Chatbots have become more popular in a wide range of businesses, including mar-

keting, assistance systems, healthcare, educational institutions, cultural heritage and en-

tertainment.

1.3.1.1 Definition

A chatbot is an example of computer software that deals with natural language input

from a user and generates fairly complex, wealthy and intelligent replies to the user [20].

It is a form of computer program that acts like intelligent individual when chatted

via text or voice and comprehend one or more human languages using Natural Language

Processing (NLP) [21].

A chatbot aims to simulate natural conversation by carrying out a dialog and sharing

messages. Most domains already use it at the first point of contact with a customer or

assistance representative [22].

They are becoming more popular and look to be promising in terms of assisting the

business industry. They try to provide a complement to human assistance over the internet.

They may offer useful data and in the case of more difficult requests. Actually, they track

the achievement stories of virtual assistants like Alexa and Siri, rather than the expected

reverse order. Virtual assistants facilitated human-machine interaction and exemplified

the future of effective information transmission. Intelligent virtual assistants, chatbots

and other language-based human-machine interfaces (HMI) provide information without

the need for time-consuming searches. Moreover, they mask the complicated nature and

volume of information [23] .
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1.3.1.2 Motivation to use Chatbot

Why do people utilize chatbots? Chatbots look to have an enormous amount of

opportunities for providing customers with quick and easy service that is corresponding

to their specific requirements. The most prevalent motivator for chatbot clients is per-

formance, followed by enjoyment, social objectives and new involvement. To balance the

above-mentioned motivations, a chatbot must be developed in such way that it serves as

a tool, a toy and a friend all simultaneously [24].

Chatbots are becoming increasingly popular among organizations for many different

kinds of reasons, including decreased expenses for customer service and the ability to

handle multiple clients independently.

1.3.1.3 Brief History

Alan Turing introduced the Turing exam (”Can computers think?”) in 1950, and

it was around this time that the concept of a chatbot gained popularity. Eliza was the

initial well-known chatbot founded in 1966. Its goal was to operate as a psychotherapist

by returning the user’s utterances in the form of a question. It used primitive pattern

matching and a template-based response system. Its conversational ability was limited,

yet it was enough to perplex people at this times. As an update to ELIZA, a chatbot with

an appearance named PARRY was created in 1972. ALICE, a chatbot established in 1995,

won the Loebner Prize, an annual Turing Test, in 2000, 2001 and 2004. It was the initial

machine to be known as the ”most human computer”. ALICE depends on a basic pattern-

matching algorithms with inherent intelligence relying on AIML (Artificial Intelligence

Markup Language). The next step was the creation of AI-powered personal assistants

such as Siri from Apple, Microsoft Cortana, Google Assistant, Alexa from Amazon, and

IBM Watson [25].

ChatGPT, on the other hand, is a big language model built by OpenAI that generates

human-like replies to text-based questions using the most recent deep learning methods. It

was trained using a vast dataset of online content and can answer a wide range of queries

on a wide range of topics.
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1.3.1.4 Chatbot types

According to [26] chatbots are classified based on several factors, including the

knowledge domain, the service offered, the goals and the answer generating mechanism.

As illustrated in the following figure 1.2.

Figure 1.2: Chatbots types [27]

• Classification based on the knowledge domain

– Open Domain :Chatbots may converse about general themes and answer prop-

erly.

– Closed Domain :Chatbots have limited knowledge subject and might not be

able to respond to other queries.

• Classification based on the goals

– Informative : Chatbots like those called FAQ bots, are designed to provide

users with information that has already been preserved or is accessible from a

specific source.

– Chat-based/Conversational :Chatbots speak with users in the same way

that humans do, and their purpose is to appropriately answer to the language

they are given.
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– Task-based :Chatbots provide a specific function, for example reserving a flight

or supporting someone. These chatbots are capable of asking information and

understanding the consumer’s opinions. Restaurant booking bots and FAQ

chatbots are examples of task-based chatbots [28] .

• Classification based on the service provided

– Interpersonal : Chatbots are conversational bots that offer support such as

restaurant bookings, flight reservations and FAQ bots. They are not the user’s

friends, but they collect information and relay it to the user.

– Intrapersonal :Chatbots like chat systems example Messenger, Slack, and

WhatsApp, exist in the user’s private domain. They accompany the individual

and perceive the client in the same manner as humans do.

– Inter-agent :Chatbots will become ubiquitous, and all chatbots must have

inter-chatbot interaction features. Protocols for inter-chatbot interaction are

already necessary. Alexa-Cortana connection exemplifies inter-agent communi-

cation.

• Classification based on response generation method

– Rule-based : Most of the initial chatbots, including numerous internet chat-

bots, were built using this model of chatbot design. They prefer the system

answer based on a predefined set of criteria that detect the lexical form of the

input text without producing new text responses. Humans hand-code the chat-

bot’s material, which is arranged and displayed according to chatting patterns

[29].

– retrieval-based :Quite distinct from the rule-based model it increases flexibil-

ity by searching and analyzing API-accessible resources [30]. A retrieval-based

chatbot collects some kind of response choices from an index before utilizing the

matching approach for responding choice [31].
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– generative :This model provides responses that are superior to the other three

models based on immediate and past user contacts. These virtual assistants

are more human-like in appearance and use artificial intelligence algorithms

and deep learning techniques. However, developing and training them presents

challenges [30].

1.4 Problem Statement: Customer support

Businesses are increasingly switching from traditional to digital platforms to com-

municate with clients as a result of the steady advancement of technology.

This section demonstrates how your business may utilize our challenge to operate more

effectively while enhancing client loyalty and customer satisfaction.

1.4.1 Definition

Helping customers who have queries, challenges or problems with a product or ser-

vice is known as customer support. There are several ways to accomplish this operation

including phone, email or chat.

One of the most expensive aspects of any business is customer service because of the

huge number of clients so it became challenging for businesses to offer expected answers to

humans routine questions.

This often requires a large team of support agents to be available around the clock,

which can be costly and time-consuming.

As a result of the extraordinary advancements in artificial intelligence, a growing num-

ber of companies automate their operations and switch out human specialists for innovative

technological solutions that benefit not just customers but also the whole industries.

1.4.2 Benefits of the Chatbot in Customer support system

These are the arguments for implementing customer support chatbots.
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Chatbots can respond to humain requirement in only a few seconds, while human oper-

ators would find it challenging. Chatbots may learn and get better with every discussion by

carefully evaluating the user’s input using Natural Language Processing (NLP), Machine

Learning (ML), and Artificial Intelligence (AI). Chatbots will be offering accurate replies

to improve the client experience as each discussion becomes more human-like [32].

In addition to assisting customers, a chatbot may represent a company and its offerings

as a brand ambassador. Potential clients will begin identifying your chatbot with the

company if you give it a name or personality, and perhaps even a face. Live examples of

this technique include Siri and Alexa [32].

AI chatbots can assist to increase satisfactions and experience by responding to con-

sumer’s inquiries regarding their purchases. They may ask the AI chatbot questions about

warranties, make requests for information about technical problems, and it will send them

to the appropriate resource for an answer by ensuring that customers can always get what

they need, this helps to increasing customer satisfaction [33].

With good service, chatbots may reduce customer support charges by up to 30%. It can

handle several tickets concurrently without any waiting time while controlling expenses.

Chatbots may constantly and dynamically progress. They are trained to respond and

interpret consumer inquiries [33].

AI chatbots are being utilized more commonly in customer service because they can

respond fast and effectively to simple frequently asked inquiries. As a result, employees

have more time to work on improving their abilities and taking on tasks that are more

valuable to the business and its consumers [32].

1.5 Releted Works

Sinha et al [34] Create a chatbot that may assist users in generating income by

helping them with their educational needs. Users will find this chatbot paradigm to be

engaging, scalable, and friendly. Its primary purpose is to assist other course-related

activities while automating and streamlining manual and administrative procedures. They

applied a machine learning method in their study instead matching keywords or words
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with similar meanings from a predetermined database. They used K-means, a well-known

unsupervised clustering technique, to create this instructive chatbot. K-means assists in

grouping data and extracting related information that aids in predicting a certain response

to a query submitted by the user.

Dharani et al [35] Discuss the problem with public transportation that passengers con-

front. People frequently travel, and sometimes they could feel entirely disoriented in a

foreign location. An interactive chatbot that provides all of the information about the

buses and their times of operation, making it simpler for passengers to utilize or converse

at any time or location. The importance of chatbots for customer’s daily lives is one of

the primary things. This chatbot was created using an RNN (Recurrent Neural Network)

algorithm named ”LSTM” that uses text classification to identify the category to which the

user’s message belongs and then selects an arbitrary answer from a database of previous

responses.

Ouerhani et al [36] this work presented SMAD which is a smart assistant that provides

assistance during and after a medical emergency based on deep learning sentiment analysis.

They aim to identify and estimate the user’s emotions when interacting with our assistance.

The primary goal of SMAD is to aid normal individuals to physically and emotionally

confront an emergency scenario. When bad behavior happens and occurs in a continuous

discussion, SMAD will send out a questionnaire based on established scales to identify the

possibility that the inappropriate behavior may be related to a psychological disorder or

not. This chatbot was created using an SVM algorithm for the intent predictions and

LSTM neural network was applied for sentiment analysis.

1.5.1 Synthesis

We compare the listed works that are offered in this chapter in this part. This

comparison is based on six major criteria, including: domain covred by this work, objective

, platform, the chatbot type, method used and language that supported by this chatbot.
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Sinha et al. Dharani et al. Ouerhani et al. Our work

[34] [35] [36]

Domain Education Transport Medical Customer support

Objective Help student Provides all Identify the Helping customers

for their the information possibility of with there

educational about the inappropriate needs

needs transportation behavior

Platform Online Online Application Responsive

platform platform Web App

Chatbot type Rule-based Conversational Rule-based Conversational

chatbot chatbot chatbot chatbot

Method K-means LSTM SVM Transfer learning BERT

and LSTM for intention and

Glove-LSTM for sentiment

Language English English English English/Arabic

French

Table 1.1: Comparison of the related work

1.6 Conclusion

In this chapter, we covered the concepts of human-machine interaction and case-

based reasoning. Then we discussed the limitations of CBR, which led us to use the

chatbots and we explored the motivations for using this chatbots. Additionally, we looked

at previous research and compared it with our own work. In the next chepter We’ll talk

about how NLP techniques and deep learning algorithms are being used to create our

chatbot.
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Chapter 2

Natural Language Processing

methods

2.1 Introduction

In recent decades the relationship between man and machine has become increasingly

close so that the data provided by humans is experiencing a meteoric rise. These data can

have different sizes and several formats textual, sounds and images...etc .This phenomenon

has prompted scientists to look into the importance of these data and make them more

understandable to the machine, hence the need to create natural language processing NLP.

Therefore NLP plays a fundamental role in the interaction between man and machine

because this field of artificial intelligence allows the machine to understand and communi-

cate with humans as naturally as possible. However, human language is enigmatic and in

constant evolution and because of that NLP is in real challenge to adapt.

2.2 Definition

Natural language processing (NLP) is described in a variety of ways, [37] claims that

Natural language processing is defined as a sub-field of artificial intelligence that studies

computer manipulation of natural language text or speech. This includes algorithms that

create text with a natural look and algorithms that use text written by humans as input.
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To put in simple terms, it is frequently defined as software that automatically tries to

manipulate natural language, such as speech and text [38].

According to [39] The study of natural language processing aims to understand how

computers and human languages interact with each other, with a particular focus on how

we can train computers to deal with and evaluate huge quantities of natural language data.

This artificial intelligence discipline employs a variety of computational techniques to

enable computers to access human language. It also enables computers to comprehend and

produce human language [40].

Figure 2.1: Natural language processing [41]

2.2.1 Challenges of Natural Language Processing

Many difficulties confront Natural Language Processing (NLP), such as:

• Ambiguity: The issue of ambiguity is one of the main problem in NLP. This is due to

the fact that many words have many meanings and contexts, making it challenging for

NLP algorithms to comprehend texts correctly. For instance, the term ”bank” might

be used to describe a business, a riverbank, or a tilt. To overcome this obstacle, more

advanced algorithms and models that can comprehend the context in which words

are used must be created [42] .

• Slang and Colloquialisms: Colloquialisms and other forms of informal speech are

abundant in natural language, making it challenging for NLP systems to comprehend.
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This is because the grammar and syntax used in these kinds of languages frequently

depart from the norm, making them more challenging to interpret. To meet this

problem, models that are explicitly trained on informal language must be created.

Moreover, NLP algorithms must take into account social and cultural context [43].

• Data sparsity: To effectively represent language, NLP algorithms need a lot of high-

quality data.However,effective NLP based systems, might be challenging to construct

for specific languages or topics due to the scarcity of such data. The creation of

strategies for data augmentation as well as the inclusion of other data sources like

social media and online forums are necessary to meet this issue [44].

• Multilingualism: NLP based systems must be capable of processing and should also

comprehend numerous languages, which can be extremely difficult owing to variations

in grammar, syntax and structure. The creation of multilingual models that can

identify and understand language across several languages is necessary to solve this

problem, as is the inclusion of linguistic knowledge in the model-development process

[45].

2.2.2 NLP Applications

NLP has grown dramatically in recent years as a result of the rising availability of

vast volumes of textual data and the demand for more complex and human-like interactions

between technological devices and humans. The objective of NLP is to create algorithms

and models that can comprehend, synthesize and customize human speech in a way that is

both accurate and natural. The significance of NLP resides in its capacity to revolutionize

the way both people and machines communicate, allowing for more natural and human-

like communication. This has several practical applications in domains like information

retrieval, sentiment analysis, machine translation, question answering and other [46].

2.2.3 NLP with Machine learning and Deep learning

Machine learning is a field of computer algorithms that is still under development and
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seeks to replicate human intelligence by learning from its natural environment. They are

considered the workhorse in today’s era of so-called big data. Pattern recognition, computer

vision, and natural language processing are just a few of the fields where machine learning

techniques have been successfully used [47].

A subset of machine learning is deep learning. It focuses on artificial neural networks,

or algorithms, which are modeled after the structure and function of the human brain [38].

It refers to a class of learning techniques known as neural networks, which may be defined

as the learning of parameterized differentiable mathematical functions. Neural networks

were historically motivated by the way that computing occurs in the brain. The term ”deep

learning” refers to the chaining together of multiple layers of these differentiable functions

[48] .

Deep learning provides an opportunity to replace existing linear models in NLP with

more effective models that can recognize and take advantage of non-linear correlations.

Deep learning techniques are producing excellent outcomes that are highlighted by [49]

in his introduction to neural networks for NLP experts. Recently, neural network models

have begun to be used to analyze textual natural language data, and the results are highly

encouraging.

Neural networks offer an impressive learning mechanism that is highly appealing for

usage in natural language issues.

Figure 2.2: NLP with machine learning and deep learning [41]
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2.3 Components of NLP

The field of NLP can be split into two subfields: natural language generation and

natural language understanding or linguistics.

2.3.1 Natural Language Understanding (NLU)

The field of linguistics known as natural language understanding (NLU) enables

computers to interpret natural language and analyze it by separating concepts, entities,

emotions, keywords ..etc . Applications for customer assistance use this technique to

understand the problems that customers report verbally or in writing. In the study of

linguistics, a wide range of linguistic forms including language meaning and context, are

all examined [50].

However, to understand natural language, the following techniques are employed:

• Phonology : Phonology is a branch of linguistics that deals with the orderly ordering

of sound. Phonology involves the meaningful use of sound to encode meaning in any

Human language.

• Morphology : Refers to the study of term’s structure and forms, with a focus on

the smallest meaningful elements known as morphemes.

• Lexical : Interpret the significance of specific words.

• Syntax : By examining the language’s grammatical structure, it shows how a sen-

tence should be properly formed.

• Semantic : Finding the correct meaning of a sentence is the most crucial task at

the semantic level.

• Pragmatic : The knowledge or information that comes from sources other than the

story is the objective at the pragmatic level. It deals with the meaning of the speaker

and the inference of the listener. In fact, it evaluates indirect speech phrases [50] .
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2.3.2 Natural Language Generation (NLG)

Natural language generation, or NLG, is the process of creating understandable

words, phrases, sentences from an internal representation. It is a part of NLP and has three

stages: goal identification, goal planning by assessing the conditions and communicative

resources available, the last is goal realization That defies explanation and it is opposite to

Understanding [50]. NLG is The process of producing language outputs from non-linguistic

inputs. One of the core objectives of NLG is the study of how to make computer systems

create high-quality, expressive, clear and natural language output form within complex

information representations in computers [51].

Figure 2.3: Components of NLP :NLU and NLG [41]

2.4 Natural Language Processing: A Brief History

In this part, we present some significant occasions that have influenced modern

natural language processing.

Though the term natural language processing (NLP) didn’t exist until the late 1940s

but Machine translation(MT) research had already begun. In actuality, research at this

time wasn’t wholly rationalized. The language used for MT was mostly in Russian and

English [52].

Since 1960, significant progress has been achieved in both the fabrication of prototype

systems and conceptual challenges. This has mostly focused on the challenge of encoding

meaning and giving computationally tractable solutions [53].

In addition to theoretical research, numerous prototype systems have been created.
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Weizenbaum’s ELIZA [54] which was created to simply permute or echo user input in or-

der to recreate the interaction between a psychologist and a patient. Winograd’s SHRDLU

simulation [55] A robot moving sections on a tabletop demonstrated that computers are

able to comprehend simple sentences. PARRY’s theory [56] within a system that em-

ployed keyword groupings rather than single keywords and used synonyms in the absence

of keywords.

However, by the start of the 1980s, there was an increasing demand for applications that

worked with language in a broad real-word context, as a result of increasing understanding

of the limitations of separated NLP solutions [57].

After then and up to the present, NLP has rapidly expanded. Since different machine

learning techniques could produce good results for different NLP tasks, like modeling and

parsing, they became prominent approaches to NLP ,The semantic features of words can

also be captured using text embedding, machine translation,neural machine translation

and deep learning [58].

2.5 NLP Techniques

NLP techniques are addressed to enable computers to comprehend and interpret

human language. These techniques reach a large range of methodologies and techniques

that facilitate the development of machine learning systems. In this part we present some

techniques .

2.5.1 Tokenization

Tokenization is the initial step in every NLP pipeline. Tokenization means converting

a character stream into a token stream. To accomplish this we need to remove all capital

letters, punctuation, and brackets . Although the definition of a word is not simple, Each

token can be considered a single word. A word can be defined as a collection of alphabetical

letters separated by white space. Depending on the type of data to be tokenized, several

policies might be used for how to split into words [59]. Figure 2.4 shows an example of
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Tokenization.

Figure 2.4: Tokenization example [60]

2.5.2 Text Normalisation (Stemming and Lemmatization)

The goal of text normalization is to determine each word’s base form. It is NLP

technique that aims to create root words from these word variations.

Stemming is the practice of minimizing a word down to its stem, which is also known as

its root form. Stemming algorithms construct the word stem by deleting suffixes from words

like (ing, ed or s). The effectiveness of search engines and text analysis can be increased

by condensing words to a basic form that is prevalent. For instance, the word ”jumped”

would be reduced to the root ”jump” as would the terms ”jumping” and ”jumps”.

On the other hand, lemmatization means compressing a term to its basic form, or

lemma, which is how it appears in a dictionary. Lemmatization takes into consideration

the word’s context and its part of speech. Lemmatization preserves the entire meaning of

the word, this can be more accurate than stemming. The WordNet lemmatizer, which is a

component of the NLTK toolkit, is one widely used lemmatization method. The WordNet

lemmatizer operates by retrieving the relevant lemma for a word from the WordNet lexical
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database. The word ”is” would have the lemma ”be” and the word ”running” would have

the lemma ”run”.

In general, the approach selected relies on the particular application and the needed

level of precision. Lemmatization can be more accurate and produce greater outcomes in

activities that call for a deeper comprehension of the text, even though stemming can be

quicker and easier to use [61].

Figure 2.5: Stemming and Lemmatization Example [62]

2.5.3 Stop Word Removal

Common words like (the, that, and when, ..) don’t provide any specific information,

So they’re unlikely to be useful in the similarity analysis. These words exist in all texts

with almost the same frequency and have no effect on the content. Although their semantic

importance, they could interfere with the calculation of similarity if they are not deleted.

Prepositions, conjunctions, and pronouns make up the majority of them [59].

The primary goals of stop word removal are to decrease the dimension of the data and

increase the effectiveness of text processing algorithms, such as search engines and text

classification models. By eliminating stop words, the remaining words can better reflect

the text’s meaning and the processing algorithms can concentrate more on the key words.

All in all, stop word removal may be a helpful pre-processing step for many jobs in-
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volving natural language processing, but it is crucial to carefully choose which words to

delete and to comprehend the potential effects on the precision and interoperability of the

findings [63].

2.5.4 Part-Of-Speech (POS)

Part-Of-Speech (POS) is an essential aspect of NLP, which requires identifying the

appropriate part of speech to each word in a corpus of text. Nouns, verbs, adjectives,

adverbs, pronouns, prepositions, conjunctions, and interjections are among the components

of speech.

Numerous NLP tasks such as text categorization, Named entity identification (NER),

sentiment analysis, and others, depend on POS tagging. A machine learning algorithm can

better comprehend the grammatical structure of the text and extract helpful information

from it by recognizing the part of speech of each word in a phrase.

In general, POS tagging is a key NLP function that enables a machine to comprehend

the grammatical structure of text and extract valuable information from it [64].

2.5.5 Named Entity Recognition NER

The problem of locating and identifying important and appropriate nouns in a text

is referred to as named entity recognition (NER). For instance, It is typical for names

of persons, organizations, and locations to be meaningful in news reports. Named entity

recognition has a significant impact on applications like machine translation, question an-

swering and information extraction. The identified named entities in the following example

contain important data and are helpful for applications involving language processing [65].

Figure 2.6 shows an example Named Entity Recognition.
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Figure 2.6: Named Entity Recognition Example [66]

2.5.6 One Hot Encoding

The categorization of texts refers to the difficulty of categorizing text material based

on its content. Considering the fact that categorical data is regularly encountered in

data science and machine learning difficulties, it is generally more difficult to manage

than numerical data. Because most machine learning models only consider numerical

variables, so data pre-processing with categories becomes crucial. In order to comprehend

and return useful data, we have to change these categorical variables to number.One of

the most common encoding methods is one-hot encoding. If the features of the data are

nominal, which means that they do not have any inherent order, we use this method of

categorical data encoding. With one-hot encoding, we create a new variable for each level

of a categorical feature, and each category is represented by a binary variable that can

contain either 0 or 1. A value of 0 indicates that the category is not present, while a value

of 1 indicates that it is present [39]. Figure 2.7 shows an example of One-Hot encoding.
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Figure 2.7: Example of One-Hot encoding [67]

2.5.7 Label Encoding

Label Encoding is also commonly used method for encoding categorical variables.

This method assigns a unique numerical value to each label based on its alphabetical

order. It is used when the categorical feature has an inherent order, also known as an

ordinal feature. In such cases, preserving the order of the categories is important, and this

encoding method ensures that the sequence is reflected in the numerical values assigned to

each label. Each label is converted into an integer value during the label encoding process

[39].

Label encoding is an easy and effective method for converting categorical data into

numerical values, but it must be handled with care and in accordance with the data’s

specific characteristics. Figure 2.8 shows an example of Label Encoding

Figure 2.8: Label Encoding example [68]

Figure 2.9 difference between label encoding and one hot encoding.
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Figure 2.9: difference between label encoding and one hot encoding [69]

2.5.8 Topic Modeling

In the field of computer science, text mining and information retrieval have seen a

huge growth in the use of ”topic models” which is a popular class of probabilistic generative

models. This models has drawn a lot of interest from academics in a variety of fields since

it was first developed.

We first provide a diagrammatic explanation of the fundamental concepts underlying

topic modeling in order to better understand how to use it. The topic modeling process

essential steps, including the bag of words (BoW), model training and model output, are

shown in this Figure 2.10. We begin by assuming that a corpus has N documents, V words,

and K subjects [70].

Figure 2.10: The diagram of topic modeling [70]
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In natural language processing, a common way to represent a document is through

a Bag-of-Words (BoW) model, which is essentially a word-document matrix. The table

below provides an example of a BoWmodel. The matrix contains four words (gene, protein,

pathway, and microarray) and six documents (d1 to d6). Each value in the matrix, denoted

by w(i,j), represents the frequency of word i in document j. For instance, w(3,1) = 1

indicates that the word ”pathway” appears once in document d1.[70]

Figure 2.11: An example of a BoW [70]

Many techniques, like the Correlated Topic Model, Latent Dirichlet Allocation LDA

and Latent Sentiment Analysis, can be used to represent a text’s subject. The Latent

Dirichlet method is the most used one. Using this method, distinct subjects are extracted

from the text after it has been analyzed and broken down into words and sentences. All

you have to do is provide the algorithm with a text body, and it will handle the rest.

2.5.9 Word of Cloud

Word of Cloud is used to graphically represent the textual data as a collection of

words. The word cloud is very simple to comprehend and interpret. The term ”word

cloud” refers to a straightforward and efficient visualization and summarizing tool. It has

applications in text mining, visualization approaches and contextual data. A word cloud

can be effective for focusing on the demands and issues of clients and therefore increasing

the profit of business without the need to read the text.Researchers can utilize word clouds

to rapidly understand qualitative data. The more often occurring words stand out, both

Font size and word count increases as the word count increases. Using word clouds to

analyze user comments posted on social media about a particular product, service, political

party or any other issue can help to quickly understand the overall sentiment or meaning

of the comments without the need to read through each one individually. This approach
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can save time and effort while still providing valuable insights into the user’s opinions and

attitudes towards the topic at hand [71] .

Figure 2.12: cloud of words Example

2.6 Transformrs and NLP

With the development of Transformers, the area of Natural Language Processing

(NLP) has seen phenomenal transformation. Transformers are a form of neural architec-

ture or a type of deep learning model. They are highly parallelizable and can handle

variable-length input sequences, making them ideal for NLP applications where the length

of the input text might vary greatly. Transformers do not use sequence-aligned RNNs

or convolution to construct representations of their input and output. Instead, they rely

exclusively on self-attention [46].

Self-attention enables the model to focus on some elements of the input data while

disregarding others in order to accomplish the problem at hand more effectively. It connects

distinct points in a single sequence to compute a representation of the sequence. The self-

attention mechanism enables the inputs to interact with each other in order to choose who

should receive greater attention [72].

Large volumes of data and an approach known as pre-training are used to train trans-

formers for NLP work. The model is pre-trained on a huge corpus of text data utilizing

unsupervised learning methods to discover broad language patterns and word associations.
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This pre-trained model may then be fine-tuned using algorithms for supervised learning on

a smaller specific dataset to learn the particular task at hand. Fine-tuning entails modify-

ing the parameters of the pre-trained model to maximize its accuracy on the task-specific

dataset. The fine-tuning method may be done several times with different datasets to

enhance the performance of the model on a range of NLP tasks [73].

Since the start of Transfer Learning(Transformer), it has been highly popular in NLP,

and yet Google (BERT, Transformer-XL, XLNet), Facebook (RoBERTa, XLM), and even

OpenAI (GPT, GPT-2) have begun to pre-train their own model on very big corpora.

In the end, the area of natural language processing (NLP) has made great progress as a

result of the development of multiple transformer structures, which have been shown useful

in resolving long-term dependencies, scalability and adaptability across varied workloads

[46].

2.7 Sentiment Analysis

Sentiment Analysisis is a mental procedure for releasing the user’s sentiments and

emotions. It is a branch of Natural Language Processing (NLP) that is being explored. It

is a procedure of determining the text’s context-sensitive polarity. It decides if a particular

piece of text is positive, negative or neutral. It is also known as opinion analysis since it

gets the speaker’s point of view or attitude [74].

A huge amount of study is being conducted in the subject of sentiment analysis because

to its importance for business level competitiveness and changing people’s requirements.

Sentiment analysis needs the use of a training set to work well, and the quality of the

training set is critical to obtaining an accurate assessment of the text [74].

By integrating deep learning with sentiment analysis, AI bots may give a deeper un-

derstanding of customer sentiment and help companies take intelligent choices about how

to enhance the customer interaction. This methods examine text for indications about

positive or negative sentiment and connect them with particular features of the text to

learn what customers think about a brand or issue.

Sentiment analysis may be utilized to track real-time customer feedback, allowing en-
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terprises to respond swiftly to disagreeable experiences and fixed problem before they get

worse.

Another way that the chatbot can use deep learning and sentiment analysis to ensure

customer satisfaction is when a client sends a review with a positive sentiment, the chatbot

can answer with thankfulness, reinforcing the nice experience. Based on this positive review

the system could provide recommendations for items or services that are likely to be of

interest to customers. Customers may be more satisfied and loyal because clients believe

the AI bot knows their needs and can provide customised recommendations.

If the client’s inquiry has a negative emotion, the AI bot should answer in a way that

respects the customer’s feels while also offering a solution or an opportunity to fix the

issue. The bot must avoid acting defensive or disrespectful of the customer’s unfavorable

feeling and instead it need to try sympathizing with their dissatisfaction.

Figure 2.13: Sentiment Analysis Example

2.8 Conclusion

In this chapter, we have demonstrated the idea of natural language processing (NLP),

its applications and its relationship to machine learning deep learning and its methods

for ensuring easier data processing. Additionally, we have observed that the integration

of transformers and sentiment analysis in NLP enables the improvement in performance

of our chatbot. In the next chapter, The design of our system and the Deep Learning

algorithms we utilize and the techniques for NLP are all going to be explored.
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Chapter 3

Design and Contribution

3.1 Introduction

Previously we studied the concept of natural language processing NLP and its meth-

ods which allowed us to design our system. Our goal now is to make a web chatbot

application that can assist the customers using deep and transfer learning and NLP meth-

ods to understand the user intention and classify his sentiment in order to give him the

appropriate response.

Now we go through the system architecture we’ve suggested and its detailed description,

in addition provide algorithms used and NLP strategies we’ve employed to accomplish our

objective.

3.2 Proposed architecture

Our goal is to create a retrieval-based chatbot employing transformers models, espe-

cially BERT for intention classification and Glove-LSTM for sentiment classification. We

will now introduce our system architecture, which is composed of three distinct levels for

separate functions.

The user interface, which is the initial layer, is where the user input their request. The

treatment layer then receives the user’s text and converts it to English after identifying

the user’s language. After that, we use NLP pre-processing and extract the intent and
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sentiment of our customer from the user text. Moving on to the last layer, known as the

data source layer,is where the replies are found. The primary purpose of this layer is to

find the appropriate response depending on the intention and emotion of the user. The

obtained response appears in the user interface in his native language.

The architecture is depicted in Figure 3.1.

Figure 3.1: Our General architecture

3.2.1 Architecture description

This section provides a detailed explanation of the function and significance of every

separate element.

1. User interface layer

This layer is the beginning of interaction between the customer and the chat-

bot.It acts as a bridge between the user and the chatbot, facilitating users to get

replies from the chatbot. It includes an input text bar where users may type their

inquiries or messages. This input is then forwarded to the chatbot’s processing layer.

In addition, the interface layer contains a swiping window that organizes and shows

the complete discussion among the client and the chatbot. It guarantees that the

chat history is shown in chronological order.
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2. Treatment Layer

This layer covers the entirety of our system,it is an essential component of the

entire architecture. As it includes a broad range of functionalities and necessary

methods. It is divided into four primary module :

(a) Language Translation module

Figure 3.2: Language Translation module

This Module’s principal job is to simplify the translation operation of the

customer input. It uses an artificial language identification mechanism and

supports three languages: English, Arabic and French. To do this, the Module

uses the Google API translate server to request translations from the client’s

identified expression to the chatbot language. Similarly, while translating the

chatbot system’s responses, the Module uses the same technology to transform

the answers from English to the user’s identified language.

(b) Information understanding module

Figure 3.3: Information understanding module

This module is in charge of understanding the user’s text in order to iden-

tify their purpose. This can be accomplished by the use of the following two
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tasks: text pre-processing and intention classification.This module’s functional-

ity is carried out after the translation process.

i. Pre-processing

Pre-processing is an important stage in NLP that covers transforming

raw text into a more acceptable format for analysis. In this section, we

apply various text pre-processing techniques such as lowercasing, stop-word

removal, tokenization, adding special tokens and converting to input IDs.

ii. Intent classification

To predict the intent classification,our model receives the numerical

representation (input IDs) in which generated using BERT vocabulary. The

model then use its prediction algorithm to find the most appropriate inten-

tion based on the encoded sequence.

(c) Sentiment Analysis module

Figure 3.4: Sentiment Analysis module

To perform sentiment classification, our model takes the numerical repre-

sentation.The encoded sequence is then used by our algorithm to determine the

sentiment represented in the text. The model analyzes the input and catego-

rizes the sentiment into 3 classes positive, negative or neutral, providing a full

understanding of the sentiment communicated in the text.

(d) Dialogue manager module

Figure 3.5: Dialogue manager module
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i. State Tracking

Dialogue state tracking involves continually monitoring and updating

the current status of a dialogue between a user and a chatbot. It assists in

keeping track of essential details and context, allowing the chatbot to offer

more relevant and correct replies.

ii. Information Retrieval

After dialogue state tracking, information retrieval comes into play

in our chatbot system. Information retrieval includes extracting relevant

information from the customer support knowledge base to answer to the

user questions. The response will be transmitted to the translation API.

3. Data source Layer

This layer includes a repository of data that stores responses and information

about services and subjects. The database provides the required data for the chatbot

to provide relevant replies for users, which makes it a useful source of information

for the chatbot.

3.2.2 Customer Assistance system

In this section, we will provide a step-by-step guide to creating our chatbot system.

Once the chatbot is created, we will utilize it to answer user’s requests. The suggested

chatbot system follows the processes specified in the flowchart below to create relevant and

meaningful answers depending on the user’s input.
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Figure 3.6: Customer Assistance system

1. Model Training

(a) Preparing Dataset

The dataset covers the ”Customer Support” domain .This dataset contains

three columns:1-An utterance is a user’s input, such as a question or statement,2-

the applicable linguistic flags ,3-the intent corresponding to the user utterance.

For integrating sentiment analysis into our unlabeled sentiment dataset,

we will use VADER (Valence Aware Dictionary and sEntiment Reasoner) which

is unsupervised techniques for predicting the sentiment. VADER is a powerful

tool that allow us to apply sentiment labels to the dataset by looking at the

sentiment presented in the text. This process will involve adding a new column

for sentiment classification in our dataset.

In addition, we will include another dataset with two columns: ”review”

and ”sentiment” where the ”review” column represents the input of each re-

view and the ”sentiment” column corresponds to the defined sentiment for each

review.

(b) Data Pre-processing
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Following the preparation of our dataset, the next critical step is pre-

processing, which occurs before training our tranfert learning model. We will

use pre-processing approaches designed particularly for the BERT model(intent

classification),These include Tokenization,Adding Special Tokens,Padding and

Converting to Input IDs.

On the other hand, for the Glove-LSTM model (sentiment classification),

we will use LSTM-specific pre-processing approaches. These include, tokeniza-

tion, sequence padding, and word embedding using GloVe. Later, we shall go

through this strategy’s specifics in more depth.

These model-specific pre-processing methods guarantee that the input

data is correctly organized and optimized for training.

(c) Creating model for intention classification

Choosing an appropriate model is critical for accurate and successful learn-

ing.The process is separated into two steps:

- The configuration of the BERT model parameters : Number of Layers, Hidden

Size, Batch Size, Learning Rate, activation functions...etc.

- Training and evaluating the model (using predictions to put the model to the

test).

We will go through the detail of this approach in further detail later.

(d) Creating model for sentiment classification

Creating a sentiment analysis model entails two major phases as well.

- The configuration of the Glove-LSTM model parameters: Number of Layers,

number of cells, loss, activation functions...etc.

- Training and evaluating the model.

(e) Save/Use the Model

Once our models is trained, we will save it for future use in predicting

the intents and the sentiment of our customers in the future. Saving the model

assures the continues use for accurate and consistent predictions in real-time.
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2. Using the model

(a) User input

Once the application interface receives user input, including text data,it

will be properly transmitted to backend that handle treatment.

(b) Text translation

Following the receipt of the text input, the Python langdetect module is

employed to identify the language of the input. If the text is not already in

English, it is translated via a query to Google API servers. The translated text

is then sent to the Data preprocessing module for further preparation.

(c) Data pre-processing

After translating the user’s input, we employ the previously discussed

pre-processing approaches. These preprocessing techniques aid to improves our

model’s performance and prediction.

(d) Model Prediction

Following pre-processing, the user’s input data is transformed into nu-

merical representation (input IDs) and sent to the BERT model to classify the

intention. Then the input is turned into a vector representation (word encoding)

to categorize our client’s emotion. The model prediction result is then given to

the conversation state tracker, which retrieves the relevant answer.

(e) Answer retrieval

Based on the user’s intention classified by our intention model and the

user’s sentiment classified by our sentiment model, the dialogue state tracker

will utilize them to obtain the response from the knowledge base.

(f) Translate to user language

The chatbot’s answer from the information retrieval procedure is trans-

lated to the user’s determined language and provided as textual data to the

backend.
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(g) Output of the chatbot

When the chatbot gets the user’s text input, it will show the response in

the application’s discussion interface.

3.3 Used Training models

In this section we introduce the used models that helps to train our model to construct a

system that aim to responds to clients queries. As we mentioned before we have proposed

two different models based deep and transfer learning models.

3.3.1 Bidirectional encoder representation from transformers

A pre-trained language model called the Bidirectional encoder representation from

transformers (known as BERT) is based on transfer learning approach. This method is

characterized as an innovative technique that is quickly imposing itself as the industry

norm in NLP. The BERT technique is exceptional Due to it is able to identify and extract

contextual meaning from a phrase or paragraph. This contextuality shows that the sur-

rounding words affect how a word or token is represented numerically throughout the idea

embedding process. We incorporate it into the processes for dynamic word embeddings.

Language models are created using dynamic methods that include a text’s syntax and

semantics in addition to the environment mentioned above. [75]

The word BERT stands for bidirectional encoder representations from transformers,

the concept of Transformers means the network architecture that is built on Transformer

units. The Transformer idea depends on switching RNN (recurrent neural network) blocks

in neural network design with self-attention components. The self-attention system is a

method of focusing the mind that links several topics in a single phrase to calculate a

representation of the sequence. Transformer encoders are utilized in the BERT and they

represent the only layer of the BERT architecture [76]

The bidirectionality of the BERT is an essential feature which allows it to analyze

tokens both right to left and left to right in the studied text segment. This model ensures
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that the token context is taken into consideration when training the neural network. By

focusing on both the left and right contexts concurrently across all layers, the BERT was

developed to pre-train deep bidirectional representations from unlabeled text [77].

The BERT is a structure that includes self-attention layers, these levels enable the

application of an attention mechanism. This is the benefit of BERT over CNN and RNN

approaches, both are not intuitive enough and so have poor comprehensibility [78]

The BERT has been accepted as the best approach for classifying texts in NLP prob-

lems.

Various improvements have been made to the original BERT architecture, which was

pre-trained on multiple datasets. The initially developed BERT designs are BERT-BASE

and BERT-LARGE; BERT-BASE has 12 layers, a hidden size of 768, 12 self-attention

heads, and 110M total parameters .[79]

Figure 3.7: The general structure of the BERT-base from [79]

In figure 3.7 BERT receives a string of words that continue to flow up the stack. Each

layer applies self-attention and sends its final result to the following encoder using a feed-

forward network.

43



Design and Contribution

Figure 3.8: BERT training process from [80]

Figure 3.8 illustrates the BERT training process.

In figure 3.8 The encoded representation of words is called [En], the transformer struc-

ture is called (Trm) and the trained word vector is called (Tn). The BERT model receives

natural input sentences. Token embedding divides the words entered into independent

tokens and adds two unique symbols, [CLS] and [SEP], to indicate the beginning and final

positions of the text example respectively. For separation of two phrases, segment embed-

ding is employed. Position embedding represents a word’s position information. BERT’s

input word vector is created by combining three vectors: token embedding, segment em-

bedding, and position embedding [80]

One of the key benefits of employing BERT (Bidirectional Encoder Representations

from Transformers) is its capacity to detect contextual information and interpret the mean-

ing of words depending on their immediate context. In intent classification the concept of

an expression or word can be strongly altered by the words around it. BERT’s bidirectional

training enables it to examine both the left and right context of a word while producing

predictions, allowing for a more in-depth knowledge of the language.
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3.3.2 Long-Short Term Memory Network

The long short-term memory (LSTM) is a form of neural network that is used in

the fields of AI and deep learning. LSTM is a sort of recurrent neural network (RNN)

architecture that is meant to better precisely simulate temporal sequences and their long-

term relationships than traditional RNNs. LSTM has found growing popularity in a variety

of domains, including voice recognition, time series prediction, and translation by machines.

LSTM has a computational difficulty per time step and is spatially and temporally local.

LSTM has been demonstrated to be useful in addressing memory issues in traditional

RNNs [81]

The LSTM structure allows the cell position values to be forgotten and defines how

many current input values will be received. Even if the procedure is repeated, the gradient

does not terminate, and learning is no longer feasible. In the same manner that the typical

circulatory neural network does, it analyzes the absolute output value over the number of

hidden sides. Gateways are used to manage the flow of data in the process to determine the

number of variables in the hidden layer. As a consequence, the circulatory neural network

based on LSTM cells can accommodate data from a long sequence of procedures without

experiencing slope loss [82]

To improve the word representation in our model, we will use the GloVe (Global Vectors

for Word Representation) embedding approach. GloVe delivers pre-trained word embed-

dings that capture semantic and syntactic links from words based on their co-occurrence

data in a large corpus. Using GloVe embeddings, our model will be able to encode words

into high-dimensional vectors, allowing it to better capture the semantic meaning and con-

textual information of words in our text data. This will considerably improve the efficacy

and accuracy of our model’s language understanding and text analysis skills.

Figure 3.9 illustrates Basic LSTM cell structure. In Figure 3.9 it, ft, ct, and ot represent

the input gate, forget gate, control gate, and output gate, respectively.
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Figure 3.9: Basic LSTM cell structure [82]

3.3.3 BERT Pseudo Code

The next linsting explains the BERT code used to create our model in order respond to

clients questions.

1 Split_data(data) ->Split data 80% for train and data 20% for test

2 pre -porossing_data(data)->Applying NLP method to convert data into vector

3 reshape_data(data) -> Reshape data according to Embedding layer input

4 model Create (BERT model) -> Creating and configuring the model

5 bert=BertModelLayer.from_params(bert_params) -> create BERT model layer

6 input_ids = keras.layers.Input(shape =( max_seq_len)-> add input_ids(

Input_Layer)

7 bert_output = bert(input_ids) ->The input_ids tensor is passed to the

BERT model layer

8 cls_out = keras.layers.Lambda(lambda seq: seq[:, 0, :])(bert_output) ->

this layer extract the representation of the [CLS] token

9 cls_out = keras.layers.Dropout (0.5)(cls_out) ->Dropout is a

regularization technique

10 logits = keras.layers.Dense(units =768, activation ="tanh")(cls_out)

11 logits = keras.layers.Dense(units=len(classes), activation =" softmax ")(

logits)

12 model = keras.Model(inputs=input_ids , outputs=logits)
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13 model.compile(optimizer=Adam(1e-5),

14 loss=keras.losses.SparseCategoricalCrossentropy ,

15 metrics =[ keras.metrics.SparseCategoricalAccuracy ]) -> Compile model

16 history = model.fit(x=data.train_x , y=data.train_y ,validation_split =0.2

17 batch_size =16, epochs =5) ->trainning the bert model

18 test_acc = model.evaluate(data.test_x) ->Testing model from test data

3.4 Architecture of the used models

As we discussed in previous sections, the proposed transfer and deep learning use a

different layers. This section present the scheme of each model (BERT and Glove-LSTM).

1. BERT architecture

Figure 3.10: BERT model architecture and layers
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The structure of the model is composed of seven layers that are implemented in the

following order: the layer that receives input contains the tokens vector representation

of the input text, the BERT layer for feature extraction and representation, the

lambda layer in BERT is in charge of obtaining the initial token representation from

the BERT model’s output, a dropout layer to prevent over-fitting, a dense layer to

transform the extracted features, Finally a softmax layer for the final classification

output with 27 different intent.

2. Glove-LSTM architecture

Figure 3.11: Glove-LSTM model architecture and layers
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The model’s structure is made up of nine layers, which are applied in the following

order: the layer that receives input contains the tokens vector representation. Em-

bedding Layer that transforms the input sequences into fixed-size vectors and it uses

pre-trained word embeddings Glove. Conv1D Layer detect local patterns in the given

input sequence, a dropout layer to prevent over-fitting. Two LSTM layer for feature

extraction with 32 units and the second with 16 units, a dense layer to transform the

extracted features, at last a softmax layer for the final classification output with 3

different sentiment.

3.5 Conclusion

After providing an overview of the system architecture, including the details of

each component and their respective functions, as well as the algorithms used (BERT

and Glove-LSTM) with their detailed structures. Next chapter, we will then explore the

implementation of these algorithms within our system.
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Chapter 4

Implementation and results

4.1 Introduction

The development of application involves a series of steps with the aim of creating a

web app that can effectively understand user intentions and consider their sentiments in

the business context. After exploring the theoretical aspects and the details of our system

architecture, this chapter focuses on the development methodology and presents the results

obtained from our models. We discuss the tools and libraries used to create our customer

assistant chatbot and conclude with the presentation of the system interface.

4.2 Development environments and tools

4.2.1 Programming languages

• Python : Python is the open source programming language used by IT professionals

the most. This language was developed with the management of infrastructure, data

analysis, or software development in mind. In fact, one of Python’s benefits is that

it allows developers to focus more on what they are doing than how they are doing

it [83].

• Javascript :JavaScript is an acronym for an object-oriented programming language

used in computer development. The majority of the time, one finds it on Net sites.

50



Implementation and results

It enables, among other things, the introduction of brief animations or effects on a

website or HTML page [83].

Figure 4.1: java script logo

4.2.2 Machine learning kit

• Tensorflow : A well-known machine learning and deep learning library . It was

created by the company’s Brain Team and made available as a free and open-source

library on November 9, 2015. Machine learning is accelerated and made simpler by

its complete reliance on the language known as Python for mathematical calculation

and data processing [84].

• Keras :Google created Keras, an advanced deep learning API, for building neural

networks. It is used to simplify the implementation of neural networks and was

created in Python. Additionally, it enables various backend neural network data

processing [85]

• NLTK :The Natural Language Toolkit (NLTK) is a framework for creating Python

applications for statistically NLP that operate with data pertaining to human lan-

guage It includes packages for tokenization,stemming, and other text processing op-

erations. [86].

• Pandas :is a Python module designed for a variety of statistical analysis and editing

tasks, including the study of tables of information, time series, and different kinds of

data sets [87].
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• langdetect : A language detector is a device which can quickly and accurately

determine the spoken language of a input. This is beneficial in a variety of scenarios.

• Google-trans :A free and endless Python package called Googletrans uses the

Google Translation API. This calls functions like detect and translate using the

Google Translate Ajax API [88].

4.2.3 Frameworks and tools

• Google Colaboratory : is like a Jupyter notebook workspace on the cloud is known

as ”Colab” by most users. Everyone with an internet connection may use it when

experimenting with machine learning and AI code because it executes in your web

browser.Colab has high CPU and GPU workload requirements [89].

• Jupyter notbook :is a web-based tool that allows for interactive document creation

and distribution.There are several uses for Jupyter notebooks. A notebook is an

interacting computational environment where users may run a specific piece of code,

view the results, and modify the code to produce the desired results or conduct

further exploration [90].

• Flask :A well-liked tool for creating Python web apps and APIs. It gives program-

mers a quick and simple approach for building RESTful APIs that other programs

in software may utilize [91].

4.3 Preparing dataset

As already explained in the previous chapter, We need two separate models: one

for intention classification ,in which we will employ the BERT model, and another for

sentiment classification,in which we will utilize the Glove-LSTM model. For that we have

two dataset to prepare.

The first dataset, which was obtained from [92], is organized as a CSV file with the

columns ”Utterance” and ”Intent”. 27 unique intents are covered by this dataset.
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The second dataset has two columns and was collected from [93]. It is in a CSV file

structure. Text reviews are in the first column, while labels in the second column indicate

the sentiment ”positive”,”negative” and ”neutral”.

4.3.1 Pre-processing dataset

We will explore the pre-processing methods shared by BERT and Glove-LSTM that

we are going to use.

• Splitting Dataset

Figure 4.2: Splitting dataset

As demonstrated in the script below, the first step is to divide our dataset into 80%

for training data and 20% for testing data.

• Clean Dataset

The next step is to do data cleaning by eliminating stop words, useless symbols

etc...

Figure 4.3: Clean dataset function

• Pre-processing for BERT

In this part, we’ll employ pre-processing methods specifically designed for the

BERT model’s such as tokenization, adding special tokens, padding and truncating,
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and converting to input IDs that have the same length. These procedures are neces-

sary to get the text data into a format that the BERT model can correctly understand

and deal with. As shown in the pseudo code of the following figure 4.4.

Figure 4.4: Pre-processing dataset for BERT

Figure 4.5 displays the end outcome of the pre-processing part.

Figure 4.5: Output after pre-processing step

After preprocessing our dataset, now we can pass it to our BERT model for training.

• Pre-processing for LSTM Sentiment classification

In this part, we’ll employ pre-processing methods made specifically for the

Glove-LSTM model, including tokenization, sequence padding and word embedding

using GloVe.

– Tokenization and sequence padding
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Tokenization is the process of dividing the text into separate tokens or

words. By using sequence padding, all input sequences are guaranteed to be the

same length.

Figure 4.6: Tokenization and sequence padding for LSTM

– Word embedding using GloVe

GloVe is pre-trained word embeddings, which are vector representations

of words. The model can understand the meaning of words in a more com-

plex manner because of these embeddings, which capture semantic links and

contextual information.

To increase sentiment classification accuracy, we use GloVe embeddings into our

LSTM model architecture. This combination improves our model’s performance

by enabling more precise sentiment categorization.

Figure 4.7: word embedding using GloVe

Figure 4.8 displays the result of the preprocessing phase for the model of sentiment

analysis Glove-LSTM
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Figure 4.8: Output of pre-processing step Glove-LSTM

These preparation methods should be used to get the dataset ready for the model

training procedure.

4.4 Training BERT and obtained results

4.4.1 Training model

Our dataset is prepared and preprocessed before we start training our BERT model

for intention classification. The model uses the prepared dataset as input and makes an

effort to identify patterns between the input data and the associated intent labels in order

to predict future intents with high precision. We train the model using a batch size of 16

across 5 epochs. The code snippet 4.9 illustrates the model architecture training process.

Figure 4.9: BERT Training model architecture
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Figure 4.10: BERT training process

As depicted in the figure 4.10, we observe a significant improvement in the model’s

performance throughout the training process. Starting from an initial accuracy of 0.31,

after 5 epochs of training, both the training and validation accuracy reach a high value of

0.99%. Additionally, the loss value exhibits a notable reduction from an initial value of

3.1 to a lower value of 2.3, demonstrating the model’s increasing ability to minimize errors

and make more accurate predictions.

The duration of each epoch is around 14 minutes, and the entire training time is about

1 hour and 10 minutes.

4.4.2 Model evaluation

For evaluating and testing our model, we employ well-known metrics such as F1score,

precision, recall and the confusion matrix. These metrics let us evaluate the performance of

our model and give us useful information about accuracy, precision and ability to correctly

classify different intents.

Precision =
TP

TP + FP
(4.1)

Precision =
TP

TP + FN
(4.2)

F1score =
2 ∗ (Precision ∗Recall)

(Precision+Recall)
(4.3)

TP = True positives , FP = False positives, FN = False negative, TN = True negative
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Figure 4.11: BERT evaluation metrics

Figure 4.12: BERT confusion matrix

As shown in the confusion matrix and the associated metrics, our model demonstrates

excellent performance during the testing phase, achieving an impressive f1score accuracy

of around 0.99% for each label or intent prediction. This high accuracy indicates that

the model is making accurate predictions and effectively classifying the intents in the test

dataset for each specific label.
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4.4.3 Result Comparison

For the intent classification phase, we experimented with two additional models,

GloVe-LSTM and Bi-LSTM. While both models provided good results, we eventually went

with BERT since it performed the best. The decision to select BERT was based on its

superior accuracy and its ability to capture contextual information effectively, resulting in

more accurate intent classification compared to the other models.

table 4.1 compares the three models in detail.

Accuracy Loss Precision Recall f1-score

Bi-LSTM 0.90 0.29 0.94 0.90 0.90

Glove-LSTM 0.94 0.22 0.97 0.96 0.96

BERT 0.99 2.3 0.99 0.99 0.99

Table 4.1: Comparison of our intention classification models

4.5 Training Glove-LSTM and Obtained results

4.5.1 Training model

We’ve already prepared our dataset, now it’s time to train our Glove-LSTM model

to classify sentiment. By training our Glove-LSTM model, we aim to achieve accurate

sentiment classification results. There will be a total of 20 epochs used to train the network.

Code snippet 4.13 illustrates the model architecture.
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Figure 4.13: Glove-LSTM training architecture

Figure 4.14: Glove-LSTM training process

As can be observed in the figure 4.14 , the performance of the model has shown notable

enhancement during the training process. After 20 epochs, the accuracy increases progres-

sively from a starting value of 0.90 to 0.95. The validation accuracy also shows a similar

positive trend. Additionally, the loss value decreases from 0.30 to 0.14, demonstrating that

the model was successful in reducing error throughout training.
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4.5.2 Model evaluation

we employ the previously discussed metric in the evaluation phase to measure the

success of the model.

Figure 4.15: Glove-LSTM evaluation metrics

Figure 4.16: Glove-LSTM confusion matrix

Based on the confusion matrix and F1 score analysis, our model demonstrates good

performance in sentiment classification during the testing phase. We achieve an accuracy

of F1score of 85% in correctly predicting negative sentiments, 97% F1score accuracy in

correctly predicting positive sentiments, and 99% accuracy in correctly predicting neutral

sentiments. The unbalanced nature of our dataset has a noticeable impact on the accuracy

of the sentiment categories in our model.
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4.6 Working Process of our chatbot

In this section, we will illustrate the workings of our chatbotand how it functions.

4.6.1 Establishing a connection to the back-end server

Figure 4.17: deployment of the FLASK server

Establishing the FLASK server, which is operating on my own machine, for the

back-end chatbot operations which is connected to the same network as the web app.

4.6.2 User request

When a user accesses to the web app, the app instantly connects to the FLASK API.

The user then writes his inquiry into a text box and submits it to the customer assistance

by clicking the send button.

Figure 4.18: User input
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4.6.3 Text translation

The system of our chatbot generally operates in English, if the user’s input is not

in English, a translation to English must proceed,the system can translate from three

languages (English, french and Arabic).

Figure 4.19: User language detection

As demonstrated in the code snippet above, we use a language detection package named

”langdetect”. After identifying the language, we use the Google Translation API to convert

the customer’s input into English.

The implementation of the Google Translate API for translating functions is seen in

the code snippet below.

Figure 4.20: Google traslaton API
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4.6.4 Preprossing the user input

We apply the pre-processing techniques previously covered.

Figure 4.21: Use of the model for predicting

4.6.5 Model prediction

We can guess the intent from the input string ”i want to get my money back” as illustrated

in figure 4.22.

Figure 4.22: Intent prediction

Then we guess the sentiment from the input string ”i want to get my money back” as

illustrated in figure 4.23.

Figure 4.23: Sentiment prediction

4.6.6 Answer retrieval

Based on the predicted intent and sentiment, we utilize a function to retrieve the
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appropriate answer from our data source, which contains the corresponding responses.

The method responsible for response retrieval is displayed in the given code.

Figure 4.24: retrieve Response

The chatbot’s answer for the ”get refund” is displayed in the figure.

Figure 4.25: Response generation

4.6.7 Output of the chatbot

The acquired answer will be translated into the target language before being sent

to the web application using the POST method on the FLASK server, as seen in the code

below.

65



Implementation and results

Figure 4.26: Flask output of the chatbot

4.7 Chatbot interfaces and examples

This part includes examples of our chabot applications and user interfaces in the

three available languages: Arabic, English, and French.

• English user example

As illustrated in the figure 4.27 the chatbot talk to an english user.

when the chatbot faced with negative sentiment, the chatbot should answer in a way

that respects the customer’s feels while also offering a solution or an opportunity to

fix the issue.
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1 2

Figure 4.27: Interface with English user

• French user example

As shown the figure 4.28 the chatbot talk to an french user

1 2

Figure 4.28: Interface with French user
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• Arabic user example

As shown the figure 4.29 the chatbot talk to an arabic user

Figure 4.29: Interface test with Arabic user

• Sentiment review example

As illustrated in the figure 4.30, the chatbot effectively handles with user reviews by

providing appropriate responses based on the sentiment expressed.

When the chatbot encountering positive reviews, the chatbot answer with thankful-

ness, reinforcing the nice experience.

On the other hand, when faced with negative reviews, the chatbot responds with

understanding and compassion.
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Positive review Negative review

Figure 4.30: Interface test with Sentiment

4.8 Conclusion

In this chapter, we have showcased the implementation of our system and discussed

the process of training our models and the analysis of the obtained results. After doing a

comprehensive comparison of three different models to determine the most effective one.

We carefully designed the architectures of our models to suit our dataset and maximize

their performance. The results were highly promising, and our models showed a high level

of accuracy.
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Conclusion

In the business world, customer support serves as a vital communication channel

between the business and its customers.

In this context, we employed transfer learning and natural language processing (NLP)

techniques to build a powerful architecture for intention classifications and deep learning

model for sentiment classification.

By incorporating transfer learning techniques, specifically utilizing the pre-trained model

BERT, our architecture demonstrated a superior performance in recognizing and under-

standing customer intentions. In comparison to earlier chatbot systems, this method per-

formed better than both deep learning and machine learning models.

The integration of deep learning LSTM with pre-trained GloVe embeddings, our sen-

timent analysis architecture achieved remarkable results in understanding and classifying

customer sentiments. The GloVe embeddings provided a valuable representation of words

and their contextual meaning, enabling our model to capture the nuanced sentiment ex-

pressed in customer interactions.

Our system includes a dialogue state monitoring component that serves as the dialog

manager in charge of controlling the conversation’s flow between the user and the chatbot.

Future work

In order to enhance the customer experience, our work aims to continually improve

our services.
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We plan to implement a recommendation system that takes into account customer

sentiment to offer personalized and relevant suggestions. Based on the data collected

by our chatbot regarding customer sentiment, we can use this information to enhance

the customer experience furthermore. We also need to Take into consideration negative

feedback by offering alternative options to address any dissatisfaction.

By customizing suggestions depending on the sentiment and preferences of the our

client, this recommendation system helps improving the whole customer experience, in-

creasing customer satisfaction while driving company growth.

In addition to text-based interactions, we plan to enhance our chatbot system by im-

plementing voice capabilities. This integration of voice technology will enable customers

to effortlessly communicate their queries or concerns by speaking, creating a more natural

and convenient interaction experience.
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