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Abstract

Smart Bracelet to Monitor Hospital Patients
by SAOUDI Mohamed Nafae

The development of information technology has led to the emergence of
smart healthcare as a promising research field. Where providing health data
and accurate location in real time is one of the most important challenges.
This research focuses on creating a smart bracelet based on Internet of Things
technologies. This latter responsible of collecting data from patients inside a
hospital then forward it to a server. While the collected data is exploited
to create a machine learning model for predict patients recovering or death
within the next 28 days. In this study, we aim at two important items, the
first is to include a new technology in constructing this bracelet, which en-
ables us to track the patient’s current location with high accuracy on 3D axes
(i.e., Latitude, longitude, altitude), and the second is to predicting patient
recovering or death efficiency and with high accuracy using machine learn-
ing algorithms. To evaluate the the performance of machine learning models
in predicting patient mortality or recovering, a comparative analysis is per-
formed, which demonstrates the potential of smart bracelets and machine
learning technologies in providing valuable insights to healthcare profes-
sionals and improving patient outcomes. The realization of this project is
supported by mobile and desktop applications to ensure ease and simplicity
of use. Overall, this research contributes to the field of smart healthcare by
demonstrating the effects of enhancing patient monitoring and facilitating
timely interventions to improve patient care and reduce mortality rates.

Keywords: Internet of Things (IoT), Internet of Medical Things (IoMT),
Smart Medical Bracelet (SMB), Artificial Intelligence (AI)
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Résumé

Le développement des technologies de I'information a conduit a
I'émergence des soins de santé intelligents en tant que domaine de recherche
prometteur. Ou fournir des données de santé et une localisation précise en
temps réel est I'un des défis les plus importants. Cette recherche porte sur la
création et le développement d'un bracelet intelligent basé sur les technologies
de I'Internet des objets. Ce dernier est chargé de collecter les données des
patients a l'intérieur d'un hopital puis de les transmettre a un serveur. Alors que
les données collectées sont exploitées pour créer un modele Machine Learning
permettant de prédire la réponse au traitement ou la mort des patients dans les
28 prochains jours. Dans cette étude, nous visons deux éléments importants, le
premier est d'inclure une nouvelle technologie dans la construction de ce
bracelet, qui nous permet de suivre I'emplacement actuel du patient avec une
grande précision sur des axes 3D (c'est-a-dire la latitude, la longitude, I'altitude),
et la seconde consiste a prédire |'efficacité de la récupération ou de la mort des
patients et avec une grande précision a |'aide d'algorithmes d'apprentissage
automatique. Pour évaluer les performances des modeles d'apprentissage
automatique dans la prédiction de la mortalité ou de la convalescence des
patients, une analyse comparative est effectuée, qui démontre le potentiel des
bracelets intelligents et des technologies de Machine Learning pour fournir des
informations précieuses aux professionnels de la santé et améliorer les résultats
pour les patients. La réalisation de ce projet est soutenue par des applications
mobiles et de bureau pour assurer la facilité et la simplicité d'utilisation. Dans
I'ensemble, cette recherche contribue au domaine des soins de santé intelligents
en démontrant les effets de I'amélioration de la surveillance des patients et en
facilitant les interventions en temps opportun pour améliorer les soins aux
patients et réduire les taux de mortalité.
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General Introduction

General Context

Internet of Things (IoT) can be defined as a world of interconnected things
that are capable of sensing, actuating, and communicating among themselves
and with the environment (i.e., smart things or smart objects). In addition,
IoT provides the ability to share information and autonomously respond
to real/physical world events by triggering processes and creating services
with or without direct human intervention [9]. Thus, IoT is defined as a
network between devices or things through any internet connection method
(wire, wireless, WiFi, GPRS, 3G, etc.). IoT applications grow in many appli-
cations like transportation, medical, shopping, smart home, smart cities etc
[10]. A new positive vision for the healthcare sector is established by "Health
4.0." Innovative technologies, like the Internet of Health Things (IoHT), med-
ical Cyber-Physical Systems (medical CPS), health cloud, health fog, big data
analytic, sensors, and intelligent algorithms, are effectively combined and
used [11]. The objective of Health 4.0 is to provide patients with valuable
and accessible healthcare services for boosting the efficacy and efficiency of
the healthcare sector. Health 4.0 modifies the healthcare business model to
improve communication between healthcare customers (the patients), stake-
holders, and infrastructure [12]. Health 4.0 is an adaptation of Industry 4.0
ideas [13]. Which would successfully raise patient happiness, lower mor-
tality rates, increase average life expectancy, and improve the quality, flex-
ibility, productivity, cost-effectiveness, and dependability of healthcare ser-
vices [14]. Generally, this healthcare system is built on two pillars: Physi-
cal components (Patient, Smart Bracelet) and virtual components (Database,
Treatment and Monitoring System, and other Self-contained Systems). For
this context, several devices need to be connected, and a huge amount of
data will be generated. One of the most challenging tasks is how we choice
the right sensors and devices? how much time these devices takes for col-
lecting data set? what is the accuracy of this data? How much energy these
devices consume to collect and transmit this data? how to display it? and
what can we do with the collected data? At the same time, real-time collect-
ing and controlling data is very useful for patient remote follow-up and first
aid. Also, it is very important for detecting diseases that the patient may en-
counter in the future. Moreover, the diagnosis with the help of the Internet
of Things and artificial intelligence has advantages that improve the health
care industry in several ways.

Depending on the desired problem, data collection and hardware com-
bination techniques are used for various purposes such as: maximum data
acquisition, maximum accuracy, synchronization, low power, and alerts. The
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most common criticisms for choosing the most appropriate technologies and
devices are: for the first stage, determine the domain and location of the
problem itself (its objectives and consequences). For the second step, define
how to collect, transmit, and store the data. While the third step is how to
displayed and exploited the data?.

Problem Statement

The development of a smart bracelet capable of monitoring and tracking
patients, combined with machine learning-based health status assessment,
3D location tracking, and the creation of mobile and desktop applications,
holds great potential for revolutionizing healthcare. By integrating advanced
technologies, this innovative solution aims to enhance patient care by provid-
ing real-time health data, accurate health status predictions, precise location
information, and user-friendly monitoring applications. However, several
challenges need to be addressed to ensure the successful implementation and
usability of such a comprehensive system.

One critical challenge in patient monitoring is accurately assessing health
status. Traditional methods often rely on subjective observations or peri-
odic check-ups, which may not capture subtle changes in a patient’s con-
dition in a timely manner. By incorporating machine learning models, the
smart bracelet can analyze various health parameters and provide real-time
assessments, enabling early detection of deteriorating health conditions and
prompt intervention.

Another problem to address is the precise tracking of patients” 3D loca-
tion. In healthcare settings, knowing the exact location of a patient can be
crucial for emergency response, efficient care coordination, and preventing
wandering in cases involving elderly or mentally impaired patients. The
smart bracelet should leverage location-tracking technologies, such as GPS
or indoor positioning systems, to ensure accurate and reliable real-time loca-
tion data.

Furthermore, the development of user-friendly mobile and desktop ap-
plications for monitoring and tracking is essential. These applications should
provide intuitive interfaces, seamless data synchronization, and comprehen-
sive visualization of the collected health and location data. Ensuring com-
patibility across different platforms and user-friendly features will facilitate
the adoption and engagement of both healthcare professionals and patients.

Moreover, data security and privacy must be prioritized throughout the
entire system. As sensitive health information is transmitted and stored, ro-
bust security measures should be implemented to protect against unautho-
rized access and data breaches.

Contributions

To overcome the above problems, we have proposed several contribu-
tions to this letter:
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¢ The first proposed contribution(Bracelet): Developing a technological
component represented by a bracelet that uses Internet of Things (IoT)
technology. This bracelet is designed to sense a maximum number of a
patient’s vital signs and current location on 3D axes, while addressing
issues with cost, size, accuracy, and availability. Through the use of IoT
technology, the bracelet can be connected wirelessly to various storage
and processing devices capable of transmitting vital signs and location
data in real time. This allows for continuous monitoring of a patient’s
vital signs, which can help detect any abnormalities or changes that
may require medical attention. It is important to collect accurate read-
ings to ensure proper diagnosis and treatment for the patient.

¢ The second proposed contribution(Communication/Applications): This
combined contribution proposes a comprehensive system for monitor-
ing patient vital signs and location in real-time. It incorporates the
use of communication technologies like Bluetooth, Wi-Fi, or cellular
networks to transfer data from a wearable bracelet to servers for pro-
cessing and storage. Advanced algorithms and machine learning tech-
niques are employed to analyze the data and identify abnormalities or
patterns. Two tools are developed: one for computers, allowing med-
ical professionals to monitor the patient’s location and vital signs, and
one for smartphones, enabling remote monitoring by family members
or caregivers. These tools provide real-time data and notifications, fa-
cilitating prompt action when needed. Overall, this system integrates
communication, data processing, storage, and user-friendly applica-
tions for effective monitoring of patients.

¢ The proposed Third contribution(machine learning model): Aims to ex-
ploit artificial intelligence models with the help of a computer that can
classify the patient’s desire into two categories, the first is the improve-
ment of the patient’s condition, and the second is the expectation of his
death within a period of 28 days from a data set that includes clinical
data from the MiMIC II database, all data related to patient care col-
lected from the care unit concentrated in the United States. Three main
tasks are proposed and implemented.

Task 1 is to improve data quality by solving the unbalanced category and
missing values problem.

Task 2 is to exploit genetic algorithm and random forest algorithm as fea-
ture extractor using machine learning.

Task 3 relates to the development of automatic identification of patient
status using and training of machine learning tools.

The results of the experiments will shed light on the impact of choosing
one model over another in order to be adopted in the future in predic-
tion processes.
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Thesis Structure

The rest of this thesis is organized as follows:

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

presents the basic concepts related to this dissertation such as: Internet
of Things, Al, patient vital signs, and the recent related work to health-
care 4.0.

starts by giving an overview of the principles of artificial intelligence
and its relationship with the environment and nature of work with its
models and types. After that, this chapter provides details and com-
parisons about the architecture of the sensors and devices used in the
proposed smart bracelets and data collection.

focuses on designing the general structure of system flow, diagrams
and scenarios that explain the basic elements and their role in the inte-
gration and harmony of the system, whether it is hardware, human or
software, where it starts from how to sense then pass through transmis-
sion, storage and processing.

starts with an overview of the advantages of the software and mobile
application, then we give details about the platforms and services used,
implementation and some algorithms in this prototype. It presents the
experimental analysis and the proposed system. Also, presents a study
in real special place with real data, takes some of marks, observation,
giving captures of materials, and program.

Concludes the whole thesis by giving an overview of the problems
treated, the suggested solutions. Also, we discuss the achieved results
and then, we finalize with prescriptive and future work and limits.
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1.1 Introduction

This chapter presents the main concepts and domains related to this the-
sis, such as the Internet of Things (IoT) and its different categories (Sec. 1.2),
the Internet of Medical Things (IoMT) and its different structure (Sec. 1.3).
Also, a hospitalized patient chronic disease and their related concepts are in-
troduced in Section 1.4. Moreover, A localization on 3D plan (on different
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axis (X, Y, Z)), a bio-marks patient, statistics, and advantages of using com-
puter in medical domain are presented in Sections 5,6, and 7. At the end of
this chapter, we provide an overview of the effect of assisting inpatients.

1.2 Internet of Things

The Internet of Things (IoT) has adjusted how data are used to be col-
lected and expanded the vision of the Internet further. The IoT becomes a
huge source of information by moving beyond connected computers within
the internet to include every object that is able to receive or transfer digital
data . [10]

IoT is defined as” things with identities and virtual personalities operat-
ing in smart spaces using intelligent interfaces to connect and communicate
within social, environmental, and user contexts” or” interconnected objects
playing an active role in what could be called the Future Internet” by the
European Commission Information Society . [15] The "things" in the Inter-
net of Things (IoT) can range from a smartwatch to a cruise control system
equipped with sensors (such as position, switches to turn on/off other de-
vices (TV), and so forth) (e.g. temperature, light, motion, location, etc.).
Therefore, The communication medium (Bluetooth, RFID, 4G, etc.), which
facilitates communication with other machines or humans, and the computer
resources are the other elements of the IoT ecosystem . [11]

Moreover, low price and accuracy may significantly improve the decision-
making abilities of IoT customers [16]. Due to the broad deployment of IoT
technology, enterprises may now improve work processes and increase pro-
ductivity by collecting and reporting environmental data. Prior research in-
dicates that IoT will be the next significant destination for investment by a
range of enterprises and startups [4].

As an IoT opportunities, the healthcare environment will soon be revolu-
tionized, which will be useful in hospital tele-monitoring and more crucially
at home. Remote patient monitoring offers huge promise for not only in-
creasing healthcare quality but also reducing healthcare costs by recognizing
and preventing a change of patient state, bio-marks , and potentially harmful
situations [17].

Our healthcare services are now more expensive than ever, and the ma-
jority of patients are required to stay in the hospital for the course of their
treatment. These issues can be overcome by utilizing technologies that allow
patients to be monitored remotely [18]. By collecting and transmitting real-
time health data from patients to caregivers, IoT technology will not only
reduce the cost of healthcare services but also will permit the treatment of
health problems before they become critical [19].

1.2.1 IoT Architecture

IoT architecture consists of various technology layers as mentioned be-
low:
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* Smart device/sensor layer: is the lowest layer The main task of the
sensing layer is to monitoring changes in the physical state of linked
objects. The primary elements of this layer are the sensors. The sensor
is in charge of detecting and finding things, collecting and transferring
data to the cloud layer for storage. It also measures the physical envi-
ronment, including temperature, air quality, speed, humidity, pressure,
flow, movement, voltage, and others [20].

¢ Communication Layer: The layer of communication is responsible for
the interaction of the IoT architecture layers. The data collected in the
sensing layer are transferred directly to the cloud or the service and
application layer. This layer comprises routers, switches, and gateways
connected to devices that cannot connect to the cloud directly. Protocols
connect different IoT devices to send data to upper [21].

* Cloud Layer : It is sometimes referred to the IoT system processing unit.
The cloud layer receives the data gathered from sensors and devices. Its
features include data processing, analysis, and storage. The cloud often
uses a data center as a central server to handle the data produced by the
network edge [22].

* Management Layer: It is responsible for operating and monitoring all
other layers with the features of the cloud management tools, which are
normally implemented.

* Services and Applications Layer: is the highest layer offers a range of
services and applications, including security, data collecting, data anal-
ysis, and visualization. They are determined by the use scenarios and
the functionality that end users want [20].

1.2.2 10T Characteristics

IoT is a complex network that represents the convergence of many real-
world domains, where each domain has its own characteristics. Here is the
major ones:

* Sensing: is the characteristic that can be utilized in a various IoT appli-
cations such as smart mobile devices, healthcare, climate monitoring,
etc. Since that sensors allow measurement, in a context aware manner,
of environmental parameters, and enable device communication with
the physical world and surrounding people [20].

¢ Connectivity: different technologies are used to build connectivity be-
tween IoT devices or the Internet, enable service accessibility, exchange
global information, and communication among different infrastructures
[23].

¢ Intelligence: IoT devices facilitate data sensing and collecting. They
may also incorporate different algorithms that can enable smart data
analysis and take decisions accordingly [24].
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FIGURE 1.1: IoT architecture [1]

Heterogeneity: various hardware platforms and operating systems are
involved in enabling IoT. This complex ecosystem must allow an in-
terconnection among heterogeneous devices and services in a way to
provide seamless data exchange [20].

Dynamic changes: IoT networks are characterized by the dynamic changes
in topology since they can connect or disconnect according to their bat-
tery level or mobility. Moreover, the growing number of IoT devices
and their usage makes the network topology more dynamic [25].

Scale: a tremendous amount of data is generated by a huge number of
IoT devices. This makes network management and data analysis more
challenging and requires scalable IoT schemes and solutions [20].

Addressing: billions of IoT devices can interconnect and collaborate for
different tasks, create, and exchange content between each other. Each
IoT device should have a unique and persistent address [25].

Security Privacy: most of the data is generated and collected by IoT
devices and analyzed for monitoring purposes and decisions. Thus,
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the network layer should treat the content by its name rather than its
network address or the availability of the original producer. IoT based
smart applications must adopt serious security mechanisms to ensure
data security, privacy, access control, reliability, and confidentiality, re-
gardless of the used channel type. Hence, keeping this data safe and
reducing the risk, requires developing different trust models among
content providers and consumers [26].

* Mobility: IoT based applications may cause some reliability issues, due
to the patient mobility in healthcare systems, or vehicle mobility in
smart transportation systems. Thus, providing at anytime anywhere
connectivity and content availability in IoT requires serious design choices
especially in a highly dynamic mobile environment [20].

¢ Resource Constraints: most of IoT devices are considered as resource
constrained with limitations in power, memory, computing capabili-
ties, and bandwidth. Therefore, providing IoT applications that deal
with these constraints is required to satisfy the user experiences and
provide continuous service availability during high mobility and net-
work outage [27].

1.2.3 IoT Communication Models

IoT devices tend to cooperate, exchange, and process data between each
other. These devices are able to communicate with their domain gateway, or
with the Internet. Hence, we can broadly classify IoT communication models
into the following classes:

* Device to Device Communication Model: two or more IoT devices may
directly connect and communicate with each other instead of going
through an intermediate service (e.g; smartwatch communicates di-
rectly with a mobile phone). This communication model is using by
various protocols such as Bluetooth and ZigBee [28].

¢ Device to Gateway Communication Model: this model is also known as
Device to Application Layer Model, where an IoT device connects with
an associated service or gateway that acts as an intermediary between
the IoT network and the Internet [29].
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e Device to Internet Communication Model: in this model, IoT devices
can directly connect to an Internet cloud service (e.g., Application Ser-
vice Provider) to exchange data and receive control messages. Through
the cloud service, users are able to obtain remote access to sensor de-
vices using smartphone applications, also to export their desirable data
from cloud services [30].

1.2.4 10T Protocols

IoT protocols are divided on two: IoT network protocols and IoT data
protocols as showing below (see Fig. 1.3)

IoT Network Protocols IoT Data Protocols
/N
LoRaWAN, Bluetooth, Zigbee , Sigfox HTTP,MQTT, CoAP, AMQP

FIGURE 1.3: IoT Protocols [2]

IoT Network Protocols

IoT network protocols are used to connect devices over the network. These
are the set of communication protocols typically used over the Internet. Us-
ing IoT network protocols, end-to-end data communication within the scope
of the network is allowed. Following are the mostly used IoT Network pro-
tocols:

* WiFi (short for wireless fidelity) refers to a technology that uses radio
waves to provide wireless high-speed internet and network connec-
tions between devices. WiFi technology is based on the IEEE 802.11
family of standards, which provides a set of protocols for wireless local
area networks (WLANSs). With WiFi, users can access the internet and
share data without having to use cables or physical connections [31].

¢ Cellular networks (GSM,GPRS,3G, 4G, and 5G) provide high bandwidth
and reliable broadband communication for voice calls or video stream-
ing but with high operational costs and power consumption. Cellular
networks cannot be used with most IoT devices due to their frequency,
range, and security challenges. GPS systems and cellular networks can
help track road traffic in real-time as cellular networks can transfer high
quantities of data over the network.
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¢ RFID (Radio-frequency identification) uses radio waves to transfer small
data packets over the network within small areas. It is easy to embed
an RFID chip in IoT devices. RFID readers can then read the tags and
give information about the product that is attached to tags [32].

* LoRaWan (Long Range Wide Area Network): is a long-range low power
protocol that provides signal detection below the noise level. LoRaWan
connects battery operated things wirelessly to the Internet in either pri-
vate or global networks. This communication protocol is mainly used
by smart cities, where there are millions of devices that function with
less power and memory [31].

¢ Bluetooth: Bluetooth is one of the most widely used protocols for short-
range communication. It is a standard IoT protocol for wireless data
transmission. This communication protocol is secure and perfect for
short-range, low-power, low-cost, and wireless transmission between
electronic devices. BLE (Bluetooth Low Energy) is a low-energy version
of Bluetooth protocol that reduces the power consumption and plays an
important role in connecting IoT devices [33].

¢ ZigBee: is an IoT protocol that allows smart objects to work together.
It is commonly used in home automation. More famous for industrial
settings, ZigBee is used with apps that support low-rate data transfer
between short distances [31].

2 1

Cellular LPWAN (LoRa,
(2G/3G/4G and SigFox)
5G).

g

@

RFID BLE/NFC

MESH Protocols WIFI/ LoFI

FIGURE 1.4: IoT Network Protocols [2]



12 Chapter 1. IoMT in Healthcare: Preliminaries and Basic Concepts

IoT Data Protocols

IoT Data Protocols are used to connect low power IoT devices. These
protocols provide point-to-point communication with the hardware at the
user side without any Internet connection. Connectivity in IoT data protocols
is through a wired or a cellular network. Some of the IoT data protocols are:

e HTTP (Hypertext Transfer Protocol): is the best example of IoT data
protocol. This protocol has formed the foundation of data communi-
cation over the web. It is the most common protocol that is used for
IoT devices when there is a lot of data to be published with maximum
of security. However, the HTTP protocol is not preferred because of its
cost, battery-lifetime, energy saving [34].

* Message Queue Telemetry Transport (MQTT): One of the most pre-
ferred protocols for IoT devices. MQTT collects data from various elec-
tronic devices and supports remote device monitoring. It is a sub-
scribe/publish protocol that runs over Transmission Control Protocol
(TCP), which means it supports event-driven message exchange through
wireless networks. MQTT is mainly used in devices which are econom-
ical and requires less power and memory. For instance, fire detectors,
car sensors, smart watches, and apps for text-based messaging. [35]

* Constrained Application Protocol (CoAP): is an internet-utility protocol
for restricted gadgets. Using this protocol, the client can send a request
to the server which can send back the response to the client via HTTP.
For light-weight implementation, it makes use of UDP (User Datagram
Protocol) and reduces space usage. The protocol uses binary data for-
mat EXL (Efficient XML Interchanges) [36].

¢ Advanced Message Queuing Protocol (AMQP): is a software layer pro-
tocol for message-oriented middleware environment that provides rout-
ing and queuing. It is used for reliable point-to-point connection and
supports the seamless and secure exchange of data between the con-
nected devices and the cloud. AMQP consists of three separate compo-
nents namely Exchange, Message Queue, and Binding. All these three
components ensure a secure and successful exchange and storage of
messages. It also helps in establishing the relationship of one message
with the other [35].

* Machine-to-Machine (M2M) Communication Protocol : is an open in-
dustry protocol built to provide remote application management of IoT
devices. M2M communication protocols are cost-effective and use pub-
lic networks. It creates an environment where two machines commu-
nicate and exchange data. This protocol supports the self-monitoring
of machines and allows the systems to adapt according to the changing
environment [36].

* Extensible Messaging and Presence Protocol (XMPP): is uniquely de-
signed. It uses a push mechanism to exchange messages in real-time.
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XMPP is flexible and can be integrated with the changes seamlessly.
XMPP is developed using open XML (Extensible Markup Language)
and it is working as a presence indicator showing the availability sta-
tus of the servers or devices transmitting or receiving messages [36].

1.2.5 IoT Specific Domains

IoT is involved in different applications which have a common vision, but
still have different characteristics. In order to reap the benefits of merged IoT
technology, it is important to address these characteristics of each application
domain. In the following, we present a review of different IoT applications
[37].

¢ Smart Transportation Systems:

Information and communications technology(ICT) has enhanced intel-
ligent transportation systems . Nowadays, the idea of a "smart city"
which combines ICT and IoT has emerged to increase the effectiveness
of local operations and services [38].

* Smart Grid Systems:

is mainly the integration of advanced electrical information with the
IoT, and it can connect with users and utilities. Compared to conven-
tional transmission and distribution systems, it operates more quickly
and intelligently. Building automation is a well-known concept of au-
tonomous and intelligent actions needed in any structure or store. i.e.,
control of the door, pressure, and temperature [39].

* Smart Home Systems: The IoT concept of a smart home uses a low
energy wireless IoT elements with simple installation and implementa-

tion of sensors to create a smart home without a necessity to reconstruct
a household [40].

* Smart City Systems: It presents a picture of the city where service providers
interact with residents using information technology to build better ur-
ban organizations and systems that can enhance quality of life. The
creation of smart cities is based on the growing IoT concept. Value cre-
ation requires an integrated cloud-oriented architecture of networks,
software, sensors, user interfaces, and data analytic [41].

* Smart Healthcare Systems: combines a new generation of information
technologies, such as IoT, big data, cloud computing, and artificial intel-
ligence, to reform the conventional medical system in a proactive strat-
egy and improve healthcare in terms of efficiency, convenience, and
personalizing with the intention of highlighting the concept of smart
healthcare [42].
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FIGURE 1.5: Specific Domain of IoT [1]

1.2.6 Advantages / Disadvantages of IoT

Advantages

IoT provides various advantages in our daily lives.

1.

Minimizing the human effort: IoT devices communicate and interact
with each other, they provide automation of the tasks which helps us
to improve the quality of a business services and reduce the need for
human intervention.

. Save time: As we discussed above it reduce the human effort, so it saves

a lot of our time also. Time Saving is the primary advantages of IoT
platform.

. Enhanced data collection: In IoT Information is very easy accessible,

even if we are away from our location, and it is updated very fast in
real-time. So these devices can access any information from any place
at any time on any device.

. Improved security: As we know in IoT If we have a system that is in-

terconnected, it can assist in the smarter control of cities and homes
through mobile phones. It enhances security and offers us personal
protection.

. Efficient resource utilization: with the help of IoT one can increase

and monitor resource utilization by knowing the functionality and how
each device works.

Reduce the use of other electronic equipment: E-devices are directly
connected and can communicate with a computer, such as a mobile,
resulting in efficient use of electricity. Hence, there will be no unimpor-
tant use of electrical equipment.
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Disadvantages

As the Internet of things provides advantages, it also has a significant set
of drawbacks. Some disadvantages of IoT are given below:

1.

Security issues: Since IoT systems communicate and connect over net-
works, they offer little control despite of any security measures, and it
can invite various kinds of network attacks.

Privacy concern: The IoT system provides personal data in detail with-
out the user’s active participation.

Unemployment: Due to IoT unskilled or even the skilled ones are at
very high risk of losing their jobs, which leads to high unemployment
rates. Robots, smart surveillance cameras, smart washing machines,
smart ironing systems, and other facilities are also replacing the work-
ers who was earlier doing these works.

System complexity: The developing, maintaining, designing, and en-
abling the extensive technology of IoT system is quite complex process.

. System corruption: It may be possible that every connected device will

become corrupted if there is bug in it.

International standardization: for IoT there is no international standard
of compatibility, which is difficult for devices from various manufactur-
ers to communicate with each other.

Internet dependency: heavily rely on the internet and cannot function
effectively without the internet.

Mental and physical activity: It can make people ignorant because they
solely rely on smart devices instead of doing work by themselves, this
cause them to become inactive and lethargic. [43]

1.3 Internet of Medical Things (IoMT)

healthcare is poised for a transformation through IoT. The term Internet
of Medical Things (IoMT), a healthcare application of the IoT technology,
comprises a network of connected devices that sense vital data in real time.

1.3.1 IoMT Structure and Technologies

Three levels make up the macro-level IoT architecture: Local Patient Sys-
tems and Control(including sensors), Device Connectivity and Data Layer,
and data analytic and solutions(firmware, and end medical controls):

Following is a discussion of each component’s structural and functional
aspects:
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FIGURE 1.6: IoMT Structure and Technologies [3]

Local Patient Systems and Control

These devices often have network connections for data sharing with other
machines or centralized servers, sensors to detect operational parameters,
converters to create digital inputs, controllers to make choices in real time
based on inputs from the converters. Wearable monitoring, implants, and
portable diagnostic tools for doctors are a few examples of such technologies
[44].

e Sensor and Smart Patient Devices :

The traditional sensing device uses potentiometric, accelerometric, and
electrochemical principles to monitor several physiological data. The
medical equipment and solutions contain these sensors. The multi-

sensing platform, which combines two or more sensors in next-generation,

customized self-tracking devices [44].

* Micro-controllers and Gateways:

Data is converted from analog to digital representation using conven-
tional controllers. These technologies include converters that take sen-
sor data, process and analyze it, turn it into bio-metric data, then com-
municate it via a wireless network. These gadgets” main benefit is that
they minimize manual mistakes brought on by human interaction [44].

Device Connectivity and Data Layer

The layer’s main goal is to collect data from network devices and store it
in pre-established data storage. This layer’s technologies are not specific to
any one solution (such as patient monitoring). Network technologies control
data transfer and link medical equipment to distant places. WiFi, Bluetooth
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Low Energy (BLE), ZigBee, cellular, NFC, and satellite are the different cate-
gories of these communication technologies. Bluetooth® and Bluetooth Low
Energy (BLE) (for personal area networks, or PANs) and WiFi (for local area
networks, or LAN’s), used in clinics and hospitals, are some examples of
wired and wireless technology applications [44].

Analytic and Solutions Layer

No matter what kinds of healthcare solutions are enabled, the central /remote
server receives data from various devices connected to the network and their
essential parts. Real-time operational data is analyzed by the server’s built-in
algorithms to produce insights and conclusions. This data-driven attentive-
ness aids in illness prediction, preventative measure implementation, and
diagnostic capabilities. Healthcare solutions like remote patient monitoring,
interventions, and chronic illness management are made possible by the ag-
gregate and thorough examination of data from many sources like implants
and smart devices [44].

1.3.2 Impact of Industry 4.0 on IoMT Technology

Medical equipment and equipment improvements are part of Industry
4.0. It enables a computerized emergency clinic and a comprehensive evalu-
ation framework that meet the specific demands of the patient/clinic while
saving time and money [45]. High-quality healthcare technology created by
Industry 4.0 may be customized to meet unique needs. Automatizing is be-
ing accepted in this change to create new opportunities in the healthcare sec-
tor [46]. It generates a new virtual environment with the help of the inte-
grated operating system (IOS) and connected IoT. It makes information in-
terchange possible through new parts, programming, sensors, robotics, and
other data-driven developments [45]. Additionally, a new term called Health-
care 4.0 has evolved from Industry 4.0 to meet diverse requirements in the
healthcare domain. The IoMT or Healthcare 4.0 is a network of connected
sensors, wearable technology, medical equipment, and clinical frameworks.
It enables various human services applications to lower the cost of social in-
surance, deliver suitable clinical replies, and focus medical care [47]. IToMT
is modernizing the human services sector by offering personalized medical
care and standardizing the sharing of clinical information. It is being driven
by advances in sensor systems, mobile phones, big data analysis, distributed
computing, and remote communication. With the introduction of Industry
4.0 and the integration of the automatic sector with IoMT, Healthcare 4.0 has
a significant influence [48].

The future of medicine is being molded by the digital pillars of Indus-
try 4.0, including sensors, artificial intelligence, augmented reality, and vir-
tual reality [46]. The Healthcare 4.0 paradigm’s implanted sensors make it
possible to continuously monitor vital indicators such the ECG, heart rate,
blood sugar level, temperature, and breathing [47]. Smart intensive care units
(ICUs), smart thermal scanners, medical asset management, and smart tablet
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dispensers are all made possible by the integration of medical embedded de-
vices, equipment, and the internet [47]. These medical devices have certain
benefits, but they also pose serious privacy and security risks [45].

1.4 Chronic Diseases and a Hospitalized Patient

1.4.1 Chronic Diseases
Definition

A disease that persists for a long time. A chronic disease is one lasting 3
months or more, by the definition of [49]. National Center for Health Statis-
tics. Chronic diseases generally cannot be prevented by vaccines or cured
by medication, nor do they just disappear. Health damaging behaviors are
major contributors to the leading chronic diseases. Chronic diseases tend to
become more common with age. The leading chronic diseases include arthri-
tis, cardiovascular disease such as heart attacks and stroke, cancer such as

breast and colon cancer, diabetes, epilepsy and seizures, obesity, and oral
health problems. Each of these conditions plague older adults in all nations.

Chronic Disease Necessary Vital Signs to Monitor
Hypertension Blood pressure
Diabetes Blood glucose, blood pressure,
and weight
Chronic obstructive . .
. Oxygen saturation, respiratory rate,
pulmonary disease and heart rate
(COPD)
Heart failure Blood pressure, heart rate, and weight
Coronary artery Blood pressure, heart rate,
disease (CAD) and electrocardiogram (ECG)
Chronic kidney Blood pressure, urine output,
disease (CKD) and serum creatinine
Asthma Peak expil.'atory flow rate, oxygen saturation
, and respiratory rate
Osteoporosis Bone density
Arthritis Joint pain, stiffness, and swelling
Dementia Cognitive function and mood

TABLE 1.1: Example Effects of chronic diseases [8]

Effects of chronic diseases

* Reducing the quality of individuals’ life.

* The nation’s loss of manpower as a result of premature deaths and dis-
ability caused by diseases.
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* The costs of health care for chronic diseases put pressure on the bud-
gets of countries, especially with the exacerbation of the disease and the
development of its complications.

¢ Itleads to a lot of social, health, psychological and economic problems

1.4.2 A hospitalized patient

He is the patient, whether he suffers from a chronic disease or not, but
his condition requires staying in the hospital for several days to follow up
on his treatment or to follow up on his condition, whether it is stable or
not. Currently, traditional methods are used to follow up on their condi-
tion represented by summoning a relative to stay with him or hiring people
to accompany them in return for money. However, all these methods have
several obstacles and drawbacks. Among them is the patient’s discomfort,
which negatively affects his treatment condition, and the mistakes made by
the companions, interventions, naps, forgetfulness, neglect, and so on. Sev-
eral studies on this type of patients confirmed that there is an effect on the
patient’s response to treatment and its speed, and between not staying in bed
all day and remaining, in other words allocating a period in which the patient
move in the hospital,if conditions met with only remote monitoring.

1.5 A Basic Concepts of Geometry and Location

1.5.1 Euclidean geometry

is geometry in its classical sense.As it models the space of the physical
world, it is used in many scientific areas, such as mechanics, astronomy,
crystallography, and many technical fields, such as engineering, architecture,
geodesy ,aerodynamics, and navigation. The mandatory educational cur-
riculum of the majority of nations includes the study of Euclidean concepts
such as points, lines, planes, angles, triangles, congruence, similarity, solid
tigures, circles, and analytic geometry [50].

1.5.2 Location

A location is the place where a particular point or object exists. Location
is an important term in geography, and is usually considered more precise
than "place.

A place’s absolute location is its exact place on Earth, often given in terms
of latitude and longitude.

For example, the LINFI Building is located at 5.74 degrees north (latitude),
34.84 degrees west (longitude). It sits at the face of faculty of science technol-
ogy in university Mohamed khider , Biskra, Algeria. That is the building’s
absolute location.

Location can sometimes be expressed in relative terms. Relative location
is a description of how a place is related to other places. For example, the



20 Chapter 1. IoMT in Healthcare: Preliminaries and Basic Concepts

LINFI laboratory Building is 0.5 kilometers north of Wholesale market for
vegetables and fruits in el alia, Biskra. It is also about 15 blocks from The
theater. These are just two of the building’s relative locations.

Directions like north, south, east, and west help describe where one place
is in relation to another. and in the third space we have another axis called z
,it mean the altitude from the sea level. both of longitude ,latitude ,altitude
can help me for get the exact or with max of accuracy position (location) of
thing.
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FIGURE 1.7: Cartesian Coordinate System [4]

1.6 Monitoring and tracking systems

A tracking and monitoring system is a technology-based solution that is
designed to keep track of and provide real-time information on the location,
status, and performance of a particular object, process, or system. The system
typically uses sensors, GPS, or other data collection tools to capture relevant
data and transmit it to a central location where it can be analyzed and acted
upon.

1.6.1 Monitoring Systems

Temperature Monitoring systems:

The normal body temperature of a person varies depending on gender,
recent activity, food and fluid consumption, time of day, and, in women, the
stage of the menstrual cycle. Normal body temperature can range from 36.5
degrees C, or Celsius 37.2 degrees C for a healthy adult. A person’s body
temperature can be taken in any of the following ways: ® Orally ¢ Axillary
* By ear * By skin Body temperature may be abnormal due to fever (high
temperature) or hypothermia (low temperature). A fever is indicated when
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body temperature rises about one degree or more over the normal tempera-
ture of 37 degrees , . Hypothermia is defined as a drop in body temperature
below 35 degrees. There are several technologies currently used to obtain hu-
man body temperature, including Contact-based temperature sensors [51],
Infrared temperature sensors [52], Wearable temperature sensors [53], and
Thermal cameras [54].

Contact-based temperature sensors provide high accuracy [55] and con-
sume less power than other sensors, but they require good placement and
installation [55]. Thermal cameras sensors are less accurate [56] but perform
well indoors and consume more power than other sensors. Infrared temper-
ature sensors provide very accurate temperature data without contact [57],
but they require special installation, their price is high, and they have not
been available since the Corona pandemic [57].

. Related Features T
Systems Technologies Advantages - Limitation
Works Accuracy .
services Hardware
and P Power
1 availability cost
validity
+ Provide accurate temperature readings
Contact-based - Require physical contact with object
Monitoring temperature work [51] High Contact Low Low - Can be affected by the thermal properties
Systems sensors of the object
- Can be affected by the environment
(Temperature) + Non-contact temperature measurement
Infrared Non. + Can measure temperature from a distance
temperature work [52] Low Moderate High - Can be affected by the emissivity
Contact .
sensors of the object
- Can be affected by environmental factors
+Can provide real-time temperature data
Wearable +Can be used in various applications
temperature work [53] High Contact Low Low - May not provide as accurate temperature
sensors readings
- Can be affected by the position on the body
+Provide a visual representation of
Thermal Non temperature distribution
N work [54] High High High - Can be affected by environmental factors
cameras Contact . s i
- Require specialized training to
interpret images

TABLE 1.2: Related Work in Temperature Monitoring systems

Heart Rate Monitoring systems

The pulse rate is a measurement of the heart rate, or the number of times
the heart beats per minute. As the heart pushes blood through the arteries,
the arteries expand and contract with the flow of the blood. Taking a pulse
not only measures the heart rate, but also can indicate the following;:

1. Heart rhythm
2. Strength of the pulse

The normal pulse for healthy adults ranges from 60 to 100 beats per minute.
The pulse rate may fluctuate and increase with exercise, illness.

There are many techniques currently used to obtain information about
blood pressure in the human body, including Photo plethysmography (PPG)
sensors in [58], Electrocardiography (ECG or EKG) sensors in [59],Ballistocar-
diography (BCG) sensors in [60], Doppler ultrasound sensors in [61], Piezo-
electric sensors in [62].
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The PPG sensor is non-invasive, small and portable [63], consumes less
power than other sensors, is easy to use, but has limited spatial resolution
[64]. ECG or EKG and BCG sensors are more accurate and work well [65], can
be affected by motion problems, require multiple electrodes and consume
more power than other sensors [66]. Dopplerultrasound and Piezoelectric
sensors provide very accurate real-time data with high frequency response

[67], but they can be affected by temperature [67].
Other characteristics of previous works can be summarized in the follow-

ing tables.

Systems

Technologies

Related
Works

Features

Accuracy
and
validity

services
availability

Power

Hardware
cost

Advantages - Limitation

Monitoring
Systems

(Heart Rate)

Photo plethysmography
(PPG) sensors

work [58]

High

Semi-Contact

Low

Low

+easy to use

+low power consumption
-Non-surgical

-Limited to measuring
peripheral blood flow

Electrocardiography
(ECG or EKG) sensors

work [59]

High

Contact

High

High

+Highly accurate
+surgical

-requires electrodes to be
attached to skin

Ballistocardiography
(BCG) sensors

work [60]

High

Contact

High

High

+Measures mechanical
activity of heart

+ surgical

-requires patient tolie still
on a platform

Dopplerultrasound sensors

work [61]

Low

Non-Contact

Low

Low

+can measure blood flow
velocity

-Non-surgical

-Limited to measuring
blood flow in larger vessels

Piezoelectric sensors

work [62]

Moderate

Non-Contact

High

Low

+measures small movements
-Non-invasive

-Limited to measuring
mechanical activity

TABLE 1.3: Related Work in Heart Rate Monitoring systems

02 level Monitoring systems

SpO2 stands for peripheral capillary oxygen saturation. It is a measure of
the amount of oxygen-saturated hemoglobin in the blood, expressed as a per-
centage. A normal SpO2 level is between 95-100, meaning that the blood is
carrying a healthy amount of oxygen to the body’s tissues. a SpO2 level of 92
or lower is considered low and may indicate Hypoxemia, which is a lack of
oxygen in the blood. Hypoxemia can be caused by a range of factors, includ-
ing lung disease, heart disease, anemia, and high altitudes. Recently, many
modern and old technologies have been used to obtain information about
the level of oxygen in the human body, especially in the time of the Covid-
19 pandemic, including pulse oximetry sensors in action 1 [68] by passing
light through tissues and measuring the amount of oxygenated hemoglobin
The blood is deoxygenated. , and electrochemical sensors in action 2 [69],
with a gas concentration by measuring the current produced by a chemical
reaction between the gas and the reactive electrode. The infrared spectral
sensor in [70], concentrates a gas by detecting the absorption of infrared light
at specific wavelengths by the gas.
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All the types sensors mentioned are of high accuracy and are available
[71], but they differ in the way they work and the nature of the material to be
tested and therefore the location and installation of them. We find, for exam-
ple, in work 1 that he talked about accuracy and energy consumption, and
neglected the appropriate place to put it, and that the measurement is done
by touching the sensor skin as well. For the second work, he talked about
accuracy and neglected how or where to place the sensor so that it does not
hinder daily work, and also with regard to the price which is rather expen-
sive. Other characteristics of the previous works can be summarized in the
following tables:

. Related Features L.
Systems Technologies Advantages - Limitation
Works Accuracy .
services Hardware
and o Power
. availability cost
validity
Pul +measures oxygen saturation
ulse
Non-i .
Monitoring oximetry work [68] High Contact Low Low L'on'tln;e:swe X
-Limited to measuring
Systems sensors .
turati
+can s i
Hlecrochemica Non analytes mblood
work[69] |  High High High ytes
sensors Contact -May require frequent
calibration and
maintenance.
+can measure multiple analytes.
Infrared
s e:tfz:o work [70] |  High Non- High High | pensiveand
P 24 8 Contact & & complex instrumentation
sensors
-limited availability

TABLE 1.4: Related Work in O2 Level Monitoring systems

1.6.2 Tracking Systems

Indoor Tracking patient systems

There are several technologies currently used for getting indoor/outdoor
position using the signal strength of nearby networks or devices or things
to estimate the user’s location, as presented in [72] [73] [74] [75], while GPS
NEO-6M Sensors use satellite signals to determine the user’s position as pre-
sented in work [76].

The work [77] presents Google GPS API which provides data location
using a combination of GPS, Wi-Fi,and cellular networks.

In [78], the authors present Barometric Sensors which uses the air Pressure
of zone to estimate the user’s altitude.

To compare and contrast the different technologies, we use a table in be-
low to highlight the similarities and differences between each technology. For
example, GPS NEO-6M Sensors provide high accuracy and can work both in-
doors and outdoors [79], but they require a clear line of sight to the sky [80]
and consume more power than Wi-Fi Positioning Sensors. Wi-Fi Positioning
Sensors are less accurate but work well indoors [81] and consume less power
than GPS NEO-6M Sensors. Google GPS API provides accurate location [79]
but requires an internet connection and may raise privacy concerns.
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Several studies have evaluated the performance of different tracking po-
sition technologies, but there are still gaps in the research. For example, some
studies have focused on the accuracy of GPS and Wi-Fi-based technologies
in indoor environments, while others have investigated the impact of power
consumption on the user’s experience. Further research is needed to address
these gaps.

Systems

Technologies

Related
Works

Features

Accuracy and

validity

services

availability

indoor

outdoor

Power

Hardware

cost

Advantages - Limitation

Tracking

Systems

Wi-Fi

work [72]

Low

yes

High

Moderate

+High-speed connectivity
+Supports multiple devices
-Range is limited

-Susceptible to interference

RFID

work [82] [73]

No

High

+ Does not require line of sight
+Can be used in harsh environments

-specific reader technology

GPS

work [76]

High

No

No

High

High

+Provides accurate location information
+Works globally

-Requires line of sight to satellites

-Can be affected by interference

-Battery life can be limited

Barometric

work [78]

High

+Can be used for altitude measurement
+Can be used for weather forecasting
+Can be used for indoor navigation
-Accuracy can be affected by changes
in weather

-Can be affected by environmental

factors

Bluetooth

work [74]

No

+Low power consumption

+ Can be used for short-range
communication

+Widely available in devices

- Range is limited

- Can be affected by interference

- Limited data transfer rate

Ultrasounds

work [75]

High

No

+ Can be used for distance measurement
+Can be used in noisy environments

- Range is limited

- Accuracy can be affected by
environmental factors

- Requires specialized hardware

Google
Map
api

work [77]

High

Moderate

Free

+ Provides accurate location information
+Can be used for indoor navigation
+Works globally

- Requires internet connectivity

- Limited to outdoor navigation

TABLE 1.5: Related Work in Tracking Systems
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1.7 Conclusion

This chapter introduced the main themes of our thesis: IoMT, machine
learning and location, and sensors. The digitization of the medical sector
has led to an exponential growth of data (big data) that comes from various
sources. The healthcare industry needs to work on collection, transporta-
tion, storage, detection, diagnosis, prediction and prevention to improve out-
comes. To achieve this, we use the best technologies and transmission pro-
tocols, the latest and safest storage methods, and artificial intelligence (ma-
chine learning) technologies that examine large data sets and reveal hidden
information. Chapter 2: Introductions, basic concepts, and patterns for dis-
covering knowledge from data, plus personalized medicine, all in real time.
The next chapter aims to present the first contribution to this thesis, which
aims to build a device to collect information, send it, store it, and display
it after processing. This work, which is about integrating and transferring
technologies used in industrial fields to the medical field.
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2.1 Introduction

This century has marked developments in the area of microelectronics,
sensors, material science, Internet of Things (IoT), and many others which
have led to significant developments in the area of agriculture, military, medi
-cine, space, industrial production, and even day-to-day routine activities.
Medical technology among all these has seen drastic changes in terms of tech-
nology for the patient’s treatment. Intelligent health monitoring systems are
regarded as the need of hour for accurate and responsive monitoring of a
patient’s health in diverse situations like , pregnant women, heart patients,
and cancer patients. Current advancements in biosensor technology have led
to the development of various health monitoring systems, but these systems
have some limitations in terms of cost, accuracy, and portability. The objec-
tive of this these is to propose an Intelligent IoMT-based health monitoring
system, i.e., smart bracelet and monitoring system. it is working prototype
for monitoring real-time vital statistics of patients in terms of body oxygen
level, pulse rate/heart rate, and body temperature and sends the live data to
doctors via local server.

2.2 Machine learning

Machine learning is a branch of Artificial Intelligence (AI) that emerged
from pattern recognition to examine the data model and integrate it into
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patterns that people could understand and use [83]. A machine learning
algorithm is a computing process that utilizes input data to accomplish a
goal without being explicitly written to achieve that goal . [84] According to
these definitions of ML, the main role of ML is to make the computer learn
from various instances of the surrounding environment to accomplish spe-
cific tasks [84].

it focused on constructing algorithms that make predictions based on data
without programming it to perform the task. ML aims to identify a function
f : X— > Y that maps the input X into output Y [85]. Functions f are chosen
from different function classes, dependent on the type of learning algorithm
used. Machine learning algorithms can be classified mainly into three cate-
gories by the type of datasets used as experience.

Machine learning is broadly classified as supervised, unsupervised, rein-
forcement learning. A supervised learning model has two major tasks: clas-
sification and regression. Classification is about predicting a nominal class
label, whereas regression is about predicting the numeric value for the class
label.

2.2.1 Machine learning categories

Machine learning categories involve supervised learning, unsupervised
learning and reinforcement learning. Other learning systems combine two
categories, such as semi-supervised learning that use labelled and unlabeled
data. More details in the followings sections.

Supervised learning

Supervised learning systems make use of labeled datasets, where x repre-
sents a data point and y the corresponding true prediction for x. This training
set of input-output pairs is used to find a deterministic function that maps
any input to an output, predicting future input-output observations while
minimizing errors as much as possible [86]. Supervised learning problems
can be further grouped into regression and classification problems:

* Classification: a classification problem is when the output variable is a
category, such as “disease” and “no disease». Classes can be called as
targets/labels or categories.

* Regression: a regression problem is when the output variable is a real
value, such as “dollars” or “weight”. Some popular examples of super-
vised learning algorithms are: — Linear regression — Random forest —
Support vector machines — Decision Tree — Neural network (Multiple
layer perception) — K-Nearest Neighbors — Naive Bayes
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FIGURE 2.1: Supervised learning (Classification and Regres-
sion) [4]

Unsupervised learning

Unsupervised learning systems use unlabeled datasets to train the sys-
tem. The objective of unsupervised learning is to derive structure from unla-
beled data by investigating the similarity between pairs of objects, and is usu-
ally associated with density estimation or data clustering 2.2. Unsupervised
learning problems can be further grouped into clustering and association
problems. Unlabeled datasets are used in unsupervised learning systems
to train the algorithm. Unsupervised learning, which is typically connected
with density estimation or data clustering [87], aims to extract structure from
unlabeled data by examining the similarity between pairs of objects. Clus-
tering and association difficulties are subcategories of unsupervised learning
issues.

@) o O Clusterd O
@) O QO Clusteri
O @) o @) 0
©0 Clustering (ON®)
OO O Clust 5.. o
ustef
) OO # . ..N ommmma
o e
@) 0) " '. wluster?.
o ©O o '. . N,
0 © o, 9
O \gg,ldsterii

FIGURE 2.2: Unsupervised learning(Clustering) [5]

Clustering: is a way of grouping the data points into different clusters,
consisting of similar data points. The objects with the possible similarities
remain in a group that has less or no similarities with another group. It does
it by finding some similar patterns in the unlabeled dataset such as shape,
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size, color, behavior, etc., and divides them as per the presence and absence
of those similar patterns.

Association: checks for the dependency of one data item on another data
item and maps accordingly so that it can be more profitable [88]. It tries to
find some interesting relations or associations among the variables of dataset.
It is based on different rules to discover the interesting relations between
variables in the database. Some popular examples of unsupervised learning
algorithms are:

— k-means for clustering problems.

— Apriori algorithm for association rule learning problems

Reinforcement learning

Reinforcement learning systems do not experience a fixed dataset, but
a feedback loop between the system and its experiences [89].state-action-
reward triples are observed as the data. The objective of reinforcement learn-
ing is mapping situations to actions with the goal of maximizing rewards.

ACTION
o
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FIGURE 2.3: Reinforcement learning [4]

2.2.2 Machine learning process

Machine Learning is a data-driven process that starts by pre-processing
the collected data until the model construction spits out predictions and in-
sights. The method of performing machine learning usually requires many
steps that are explained in the following sections:

Data pre-processing

Data preprocessing is the first and crucial step while creating a machine
learning model. It is a process of preparing the raw data and making it suit-
able for a machine learning model. A typical healthcare data preprocessing
procedure usually includes the following steps depending on the source and
format of the data :
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* Data cleaning: is the method of detecting, correcting or removing wrong
or inaccurate records from images, table, or database and identifying
incorrect, incomplete, irrelevant or inaccurate parts of the data and then
replacing, modifying, or deleting the row data. [90]

* Missing value interpolation: In health analytic, missing data may be
unavoidable due to a variety of reasons, for example, faulty equip-
ment, and /or imprecise or lost measurements; moreover, the errors of
the caregivers, for instance, physicians or nurses who forget and/or
improperly record the information may also lead to missing informa-
tion. Yet, the most serious problems of missing values are the resulting
consequences, thereby effectively slowing down the analytic process-
ing due to lower efficiencies, and/or the potential to compromise the
information extracted from the data, there by leading to faulty conclu-
sions. Essentially, three strategies may be applied to deal with missing
data. -The first is missing data ignoring techniques that simply delete
the cases that comprise the missing data [91]. In cases where the size
of the data is small (as with the current study), deleting any informa-
tion is not ideal. -The second approach would be to deploy missing
data modeling techniques. The strategy here is to define a model from
the existing data and then generate inferences based on the distribu-
tion of the data [91]. -The third strategy is to employ the missing data
imputation techniques. These techniques complete the missing data in
the dataset with a potential value [92]. Examples of such techniques
include: Mean regression, K-NNs, and multiple imputations.

¢ Data synchronization: Data synchronization ensures secure, accurate,
compliant data. It assures harmony between each source of data and
its different endpoints. As data comes in, it is cleaned, checked for
errors, consistency and duplication before being used [93]. Data must
always be consistent throughout the data record. If data is modified
in any way, changes must upgrade through every system in real-time
to avoid mistakes, prevent privacy breaches, and ensure that the most
up-to-date data is the only information available. Data synchronization
ensures that all records are consistent, all the time.

¢ Data normalization: This step is usually needed to adapt to differences
in the data recording process. For example, a daily heart rate may repre-
sent a daily average heart rate or a measurement during a specific time
range. Moreover, a normalization step is usually performed to trans-
form the original feature into a similar format by adopting and map-
ping standardized terminologies and code sets. A normalization pro-
cess should sometimes be carried out to convert the original numerical
values to nominal ones for a specific algorithm [94]. It is deserving of
mentioning that the discretionary process may cause information loss
and impact data quality.

¢ Imbalanced data problem: Imbalanced data typically refers to a prob-
lem with classification problems where the classes are not represented
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equally. The imbalance of medical data, as characterized by the non-
uniformity of the class distribution among the classes, seriously affects
the accuracy of medical diagnosis classification. Data imbalance ex-
ists widely in real-world datasets, especially those in the medical field.
To resolve this challenge, a widely implemented technique for dealing
with highly unbalanced datasets is resembling;:

1. Under-sampling: is resampling consists of eliminating samples from
the majority class which can cause waste of information.

2. Over-sampling is to duplicate random samples from the minority
class, which can affect over-fitting [95].

3. Generate synthetic samples: is to sample the attributes from in-
stances in the minority class randomly. We could sample them empiri-
cally within a dataset or use a method like Naive Bayes to sample each
attribute independently when run in reverse. If data is different and
no linear relationships between the attributes may not be preserved.
There are systematic algorithms that generate synthetic samples. The
most popular of such algorithms is called SMOTE or the Synthetic Mi-
nority Over-sampling Technique [96]. As its name suggests, SMOTE is
an oversampling method. It works by creating synthetic samples from
the minor class instead of creating copies. The algorithm selects two or
more similar instances (using a distance measure) and perturbing an in-
stance one attribute at a time by a random amount within the difference
to the neighboring instances

Feature selection

Appropriate feature identification has become an essential task to apply

data mining algorithms effectively in real-world scenarios. Therefore, many
feature selections methods have been proposed to obtain the relevant fea-
tures or feature subsets in the literature to achieve their classification and
clustering objectives. There are three main approaches for feature selection:

e Filter methods: The filter approach incorporates an independent mea-

sure for evaluating features subsets without involving a learning algo-
rithm. This approach is efficient and fast to compute (computationally
efficient). However, filter methods can miss features that are not useful
by themselves but can be very useful when combined with others.

Wrapper methods: The filter and wrapper approaches can only be dis-
tinguished by the evaluation criteria. Different wrapper algorithms can
be generated by varying the subset generation and subset evaluation
measure (using dependent criterion). The wrapper approach selects an
optimal subset that is best suited to a learning algorithm. Therefore, the
performance of the wrapper approach is usually better .

Embedded methods:This approach combines with the learning algo-
rithm at a lower computational cost than the wrapper approach. It also
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captures feature dependencies. It considers relations between one in-
put features and the output feature and searches locally for features
that allow better local discrimination. It uses the independent criteria
to decide the optimal subsets for a known cardinality. The learning al-
gorithm is used to select the optimal subset among the optimal subsets
across different cardinality .

Choosing a model

ods(Filter/Wrapper/Embedded) [4]

Approach Technique Advantages Disadvantages Suitable Models
Simple, fast, and computationally Ignores feature interactions, Naive Bayes,
Chi-Square Test
inexpensive may select redundant features Logistic Regression
Filter
Simple, fast, and computationally Ignores feature interactions, Decision Trees,
Information Gain
inexpensive may select redundant features Random Forests
Correlation-based Handles linear correlations well, Ignores non-linear correlations, Linear Regression,
Feature Selection computationally efficient may miss important features Logistic Regression
Recursive Feature Considers feature interactions, Computationally expensive, SVM, Random Forests,
Wrapper Elimination less prone to overfitting may miss important features Gradient Boosting
Handles feature interactions Computationally expensive,
SVM, Random Forests,
Genetic Algorithm and non-linear relationships well, may not scale well with
Neural Networks
can find global optima high-dimensional data
Performs feature selection May struggle with correlated Linear Regression,
Lasso Regression
Embedded and regularization simultaneously features, requires training data Logistic Regression
Performs feature selection and May struggle with correlated Linear Regression,
Ridge Regression
regularization simultaneously features, requires training data Logistic Regression
TABLE 2.1: Feature selections meth-

There are various existing models developed by data scientists which can
used for different purposes. These models are designed with different goals
in mind. For instance, some models are more suited to dealing with texts,
while another model may be better provided to handle images. We need to
make the choice that meets our expected outcome. The options for machine
learning models can be explored across three broad categories.
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FIGURE 2.4: Machine learning techniques [6]

Model evaluation

Evaluating a model is a crucial step throughout the development of the
model. Evaluation metrics have a correlation with machine learning tasks.
Figure illustrates various evaluation metrics based on the type of tasks(classification,
regression, etc.) all have different metrics. In this section, we are going to
shed light on the evaluation metrics used for classification.

Regression Classification

o MSPE o Precision-Recall
o MSAE o ROC-AUC
o R Sguare o Accuracy
o Adjusted R Square o Log-Loss

Others

e CV Error
e Heuristic methods
to find K

e BLEU Score (NLP)

FIGURE 2.5: Machine learning Models evaluation [7]



2.2. Machine learning 35

® Accuracy: is the proportion of correct predictions made by a model
over the total number of predictions made.

Accuracy = (TP+TN)/(TP+ TN + FP + FN) (2.1)

* Precision: is the proportion of true positive predictions made by a model
over the total number of positive predictions made.

Precision = TP /(TP + FP) (2.2)

¢ Fl-score: is a combination of precision and sensitivity. Therefore, a high
value of F-measure shows a high value of both precision and sensitivity

(]

F1 — score = 2 x (precision x Sensitivity)/(precision + Sensitivity)
(2.3)

* Sensitivity: is the proportion of true positive predictions made by a
model over the total number of actual positive instances in the dataset.

Sensitivity = TP/(TP + FN). (24)

* Specificity: is the proportion of true negative predictions made by a
model over the total number of actual negative instances in the dataset.

Specificity = TN /(TN + FP) (2.5)

* ROC (Receiver Operating Characteristic) curve: ROC curve is a graph-
ical representation of the performance of a binary classification model.
It plots the true positive rate (TPR) against the false positive rate (FPR)
at various classification thresholds.

TPR = TP/(TP + FN)andFPR = FP/(FP + TN) (2.6)

¢ AUC/ (Area Under the Curve): is a metric used for binary classification
problems to evaluate how well the model is able to distinguish between
positive and negative classes. It represents the area under the receiver
operating characteristic (ROC) curve.

AUC = integralof (TPR)d(FPR) (2.7)

where TP is true positives, TN is true negatives, FP is false positives,FN is
false negatives, TPR is true positive rate and FPR is false positive rate..
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2.3 The development board for Monitoring and track-

ing systems

We first start by searching for the most important electronic boards for
open development and for the most important products and leading compa-
nies in this field, and we came to three products or boards ESP8266 Board
[97], Arduino Board [98], Raspberry Pi4 [99] and after obtaining the Data-
sheet (manual) for their use, we create an in-depth comparison for the small-
est important details that serve

Feature

ESP8266

Arduino

Raspberry Pi 4

Processing Power

32-bit Tensilica XtensalLX106 CPU

8-bit AVR microcontroller

Quad-core ARM Cortex-A72 CPU

16MHz - 32MHz

Processor Speed 80-160MHz (depending on the board) 1.5GHz (overclockable to 2GHz)
Connectivity Built-in WiFi Built-in WiFi Built-in WiFi, Ethernet, Bluetooth
CPIO Pins 17 Up to 20 digit-al /0 Pins 0
and 6 analog input pins
Power Consumption | Low Moderate High
Programming Arduino IDE, Lua Arduino IDE, C++ Python, C, and other
Language scripting language scripting language high-level languages
Operating System None None Linux and other OSs
Analog Input 1 (10-bit resolution) Up to 6 (10-bit resolution) 4 (12-bit resolution)
PWM Output 1 Upto6 2 (Hardware PWM)
ADC Built-in ADC with 1 channel Optional ADC module 2 channels (12-bit resolution)
DAC None Optional DAC module 2 channels (12-bit resolution)
Operating Voltage 3.3V 5V (compatible with 3.3V) 5V
4MB built-in flash memory 32KB Flash (Uno) up to 256KB Flash MicroSD card reader up to
Storage (expandable with SPI flash chips) | (Mega) Optional SD card reader 16GB eMMC Flash storage
(depending on model)
USB Ports 1 micro USB port 1 micro USB port 2 USB 3.0 ports, 2 USB 2.0 ports
(for power and programming) (for programming and power) and 1 USB-C port
Audio None None HDMI and 3.5mm audio jack
Wireless Protocols Wi-Fib/g/n None Wi-Fib/g/n/ac, Bluetooth 5.0
Memory 80KB RAM and 4MB Flash 2KB RAM iggg;{iggoo SDRAM,
GPIO Voltage 3.3V (not 5V tolerant) 5V (tolerant to 3.3V) 3.3V (not 5V tolerant)

Size

Small (25.4 x 50.8 mm)

Small to medium
(Uno: 53.3 x68.6 mm,
Mega: 101.6 x 53.3 mm)

Medium (88 x 58 x 19.5 mm)

cost

7t012 (958-1643 DZ)

24050 (3286-6845 DZ)

109t0195 (14836.1-26541.99 DZ)

TABLE 2.2: Comparison between development board

After examining the various characteristics of these panels shown in the
table above, we generally concluded that there are differences that may or
may not matter, depending on the field of use, but especially in our field, we
concluded that using ESP8266 Board is the most appropriate and best solu-
tion in terms of price, energy consumption, accuracy, and Other privileges.

2.4 The development devices for Monitoring and
tracking systems

2.4.1 Monitoring sensors

After completing the search for the most important electronic boards for
development, we went to the stage of searching for sensors and the most
important products and leading companies in this field, and we concluded
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that there are many products or sensors, including similar ones and different
ones according to several criteria, and after obtaining the manual for their
use, we divided them First, according to the nature and type of information
to be monitored and collected, then we created an in-depth comparison of
the most important details that serve us in this experiment, summarized in
the following tables:

Temperature Sensors:

We start first with the Body temperature sensors, where we found that
there are two types, the first is for the environment, and the other is for topical
or for medical use.And when searching for the type intended for topical use,
we found several types, from which we selected the best and most famous
three LM35 sensor [100],Ds18B20 sensor [101],Maz30102 sensor [102] and we
reviewed the evidence for their use, and we concluded this comparative table
shown below:

Feature LM35 DS18B20 MAX30102
i{f;‘geeramre -55°C to +150°C | -55°C to +125°C | -40°C to +85°C
Accuracy +/-0.5°C (typical) | +/-0.5°C(typical) [ +/-0.1°C (typical)
~400ms
750ms to 2s
Response Time g?o/iegfcgnal (depending on <2s
reading) resolution)
Output Type Analog Digital Digital
Communication .
Protocol N/A 1-Wire 12C
E%Vr:’selimption 60 pA (typical) 1 mA (typical) 1.6 mA (typical)
ﬁe;itlgﬁgve Moderately (friced Moderately priced (
Cost (usugll under (usually under $5 | usually under $10
$2 273 ]‘{)Z) 684 DZ) 1369 DZ)

- Can operate on Can also measure
Additional heart rate an
Features N/A %ﬁg%gal%f;) d blood oxygen

saturation

TABLE 2.3: Comparison between Temperature sensors

After examining the various characteristics of these sensors shown in the
table above, we generally concluded that there are differences that may or
may not matter, depending on the field of use, but especially in our field, we
concluded that using DS18B20 sensor is the most appropriate and best solu-
tion in terms of price, energy consumption, accuracy, and size. Availability
and other benefits
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Heart Rate Sensors:

Then we went to the third element represented by heart rate sensors,
where we found that there are several types in terms of technology or mea-
surement method, including: optical heart rate sensors (PPG), electrocardio-
gram sensors (ECG) and radar heart rate sensors...and When searching for
the type intended for daily and medical use, we found several versions and
products, from which we selected the best and most famous three Max30100
sensors [103],Max30102 sensors [102],SEN-11574 sensors [104] and we re-
viewed the manual for their use, and we concluded this comparative table
shown below:

Features MAX30102 MAX30100 SEN-11574
Dimensions 5.6mm x 3.3mm | 3.3mm x 6.7mm | 18mm x 15mm x 5Smm
Operating Temperature | -40°C to +85°C | -40°C to +85°C | -40°C to +85°C
Heart Rate Monitoring Yes Yes Yes

SpO2 Monitoring Yes Yes Yes

Motion Artifact Removal | Yes Yes Yes

LED Current Range 0.2mA -50mA | 44mA -44mA | 0.2mA - 50mA

LED Pulse Width 1600ns 1600ns 200ns - 1600ns
Supply Current 1.8mA @ 100sps | 600pA @ 100sps | 50mA @ 100sps
Ambient Light Rejection | moderate low High

Power Supply 1.8-2.0V 2.7-5.5V 3.3V

LED Wavelength Red/IR Red/IR Red/IR

Sampling Rate Up to 320Hz Up to 1000Hz Up to 1600Hz
Communication 12C/SPI 12C 12C/SP1

Price 3t05(409-681Dz) | 3t05(409-681Dz) | 20t025(2738-3422Dz)

TABLE 2.4: Comparison between Heart Rate sensors

After examining the various characteristics of these sensors shown in the
table above, we generally concluded that there are differences that may or
may not matter, depending on the field of use, but especially in our field, we
concluded that using MAX30102 sensor is the most appropriate and best so-
lution in terms of price, energy consumption, accuracy, and size. Availability
and other features.
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Air Pressure sensors:

Then we went to the second element represented in the air pressure sen-
sors (atmospheric), where we found that there are several types in terms of
technology or measurement method, including: thermal pressure sensors,
piezoelectric pressure sensors and pressure sensors for micro-electromechanical

systems (MEMS) ...

and when searching for The type intended for use in

closed places and populated buildings, we found several versions and prod-
ucts, from which we selected the best and most famous three BMP280 [105],BMP180
[106],BM1383AGLYV [107] and we reviewed the manual for their use, and we
concluded this comparative table shown below:

Feature

BMP280

BMP180

BM1383AGLV

Measurement Range

Temperature: -40°C to 85°C

Temperature: -40°C to 85°C

Temperature: -40°C to 85°C

Pressure: 300 hPa to 1100 hPa

Pressure: 300 hPa to 1100 hPa

Pressure: 300 hPa to 1200 hPa

(9000 m to -500 m altitude)

(9000 m to -500 m altitude)

(9000 m to -500 m altitude)

Accuracy

Temperature: +0.01°C

Temperature: +0.1°C

Temperature: +0.5°C

Pressure: +0.18Pa

Pressure: +1 Pa

Pressure: +0.08 Pa

(equivalent to 1 m)

(equivalent to 1 m)

(equivalent to +3.2 m)

Power Consumption

2.7 nA (at 1 Hz sampling rate)

0.5 pA (at 1 Hz sampling rate)

1.2 pA (at 1 Hz sampling rate)

Interface

12C, SPI

12C

12C, SPI

Operating Voltage 1.7V to 3.6V 1.8V to 3.6V 1.7V to 3.6V

Size 2.5x2.5x0.93 mm 3.6 x3.8x0.93 mm 3x3x1mm

Other Features Altitude measurement None None
(based on pressure)

Sampling Rate Up to 75Hz Up to 50Hz Up to 200Hz

Measurement Mode Normal, Forced, Standby Ultra-Low-Power, Standard, High | Normal, Fast, Forced

Data Output Rate Up to 200Hz Up to 128Hz Up to 200Hz

Filter Digital filter with None Digital filter with adjustable
adjustable bandwidth bandwidth

Standby Time 0.5ms to 1000ms N/A 0.5ms to 1000ms

Response Time 1s (Normal), 125ms (Fast), 1s (Ultra-Low-Power), 2ms (Normal), 0.6ms (Fast),
20ms (Forced) 5ms (Standard), 8ms (High) 0.1ms (Forced)

Factory-calibrated with
calibration coefficients

Factory-calibrated with
calibration coefficients

Factory-calibrated with
calibration coefficients

Calibration stored in on-chip stored in on-chip stored in on-chip
non-volatile memory non-volatile memory non-volatile memory
Cost 2t05 (136.36-681.78Dz) 1t03 (136.36-409.07Dz) 1t02 (136.36-272.71.07Dz)

TABLE 2.5: Comparison between air Pressure sensors

Overall, the BMP180 and BM1383AGLYV are generally less expensive than
the BMP280, although the price difference may not be significant for small-
scale projects. The cost of the sensor is just one factor to consider when choos-
ing a sensor, and it is important to evaluate the trade-offs between cost, per-
formance, and features when making a decision.

We came to the valid perception that there are differences between these
sensors that may or may not matter, depending on the field of application.
However, specifically in our field, we found that using the BMP280 sensor is
the most appropriate solution is that it is available on one of the most impor-
tant characteristics, which is giving the height relative(Altitude) to sea level,
depending on the prevailing atmospheric pressure in the region, and the best
in terms of price, energy consumption, accuracy, size, availability, and other

privileges.
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2.4.2 Tracking and Location devices(sensors)

Then we moved on to the last and most important in this research rep-
resented by the positioning devices, where we found that there are several
types in terms of the technology used in communication or the method of col-

lecting information, including: GPS (Global Positioning System) [108] GLONASS

(Global Navigation Satellite System) [109] Galileo Navigation System [110]
BeiDou Navigation Satellite System [111] Wi-Fi Positioning System [112] Blue-
tooth Low Energy (BLE) Beacons [113] Inertial Measurement Units (IMUs)
[114] Google GPS API integrated sensors [115] When searching for the type
intended for indoor use and suitable for our environment and the nature of
our buildings, we found several versions and products, from which we chose
the best and most famous three, and we reviewed them, and we finished with

this comparative table shown below:

Wi-Fi Access Points

Feature Wi-Fi Positioning Sensors GPS NEO-6M Sensors Google GPS API
Accuracy Moderate to High High High
Outdoor/Indoor(Dependin,
Indoor/Outdoor Use Indoor on the nature of t(he guilding) Both
Availabilit Requires Wi-Fi Requires Clear Line of Sight Requires Internet
y Access Points to Satellites Connection
Power Consumption Low Moderate Low
Cost Low Moderate to High Free
Integration with Devices Easy Requires Additional Hardware Software APT
Granularity of Location Data VDV?E“XCS C(;I;S]?’i)rillilttsy of Precise Coordinates Precise Coordinates
Time to First Fix Fast Slow Fast
Robustness to Interference Vulnerable Resistant Resistant
Data Usage Minimal Minimal Moderate
Continuity of Service Dependent on Wi-Fi Continuous Service Dependent on Internet
y Access Points Connection
Geographical Coverage Limited to areas with Global Global

User Privacy

User’s Iocation data may be
shared with third-party
Wi-Fi providers

User’s location data is
generally not shared

User’s location data is
shared with Google

Multi-platform Support

Supported on most platforms

Supported on most platforms

Supported on most platforms

Ease of Use

Requires knowledge of network
and algorithm development.

Requires knowledge of GPS
and microcontrollers

Requires knowledge of
software development

Integration with Other Sensors

Can be integrated with other
sensors such as accelerometers
and temperature sensors for
more advanced applications.

Can be integrated with other
sensors, but requires additional
hardware and programming

Can be integrated with other
sensors through software
development

Data Security

Wi-Fi signals can be intercepted
and location data compromised

GPS signals can be jammed or
spoofed, leading to inaccurate
location data

Google has data security
measures in place to protect
user data

Real-Time Updating

Real-time location updates may
be delayed due to signal strength
and network connectivity

Real-time Tocation updates
may be delayed due to satellite
signal strength and network
connectivity

Real-time Iocation updates
may be delayed due to
network connectivity and
server response times

TABLE 2.6: Comparison between Tracking and Location sen-

SOrs

As shown in the table, Wi-Fi positioning sensors have moderate to high

accuracy and are suitable for indoor use, whereas GPS sensors have high ac-
curacy and are suitable for both indoor and outdoor use. Google GPS API
provides high accuracy, but requires an internet connection to access. Wi-Fi
positioning sensors have low power consumption and cost, but their accu-
racy depends on the density of Wi-Fi access points. GPS sensors have higher
power consumption and cost, but provide precise location data regardless of
the density of access points. Google GPS APl is free but requires an internet
connection and a software API to access location data.

Wi-Fi positioning sensors have a fast time to first fix, which means they
can provide a location fix quickly after being turned on. GPS sensors, on
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the other hand, have a slower time to first fix, as they require a clear line
of sight to satellites. Wi-Fi positioning sensors are vulnerable to interference
and signal blocking, whereas GPS sensors are resistant to these issues. Data
usage is minimal for both Wi-Fi positioning sensors and GPS sensors, but can
be moderate to high for Google GPS API, depending on how often location
updates are requested. Continuity of service is dependent on Wi-Fi access
points for Wi-Fi positioning sensors, continuous for GPS sensors, and depen-
dent on an internet connection for Google GPS API. Geographical coverage
is limited for Wi-Fi positioning sensors, as they only work in areas with Wi-Fi
access points. GPS sensors have global coverage, while Google GPS API also
provides global coverage.

After examining the various characteristics of these sensors shown in the
table above and Discuss it, we generally concluded that there are differences
that may or may not matter, depending on the field of use, but especially
in our field, we concluded that the use of Google MAP APLIt is the most
appropriate solution because it has one of the most important characteristics,
which is giving the location with high accuracy depending on the availability
of an Internet connection, whether it is internally or via mobile networks ex-
ternally, and the best in terms of price, energy consumption, accuracy, avail-
ability and other privileges.
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2.5 Conclusion

In conclusion, this chapter highlights the importance of IoT and data ac-
curacy in healthcare. The application of IoT and computing technologies,
specifically in the healthcare sector, presents both opportunities and chal-
lenges. While IoMT has the potential to improve patient care and well-being,
its implementation requires addressing issues such as real-time response,
data security, scalability, data management, and availability. The specific
problem addressed in the chapter is real-time patient monitoring and accu-
rate location tracking in critical healthcare domains. Combining IoMT and
computing is a significant challenge that necessitates addressing data accu-
racy, security, scalability, and other key concerns. Overall, the chapter em-
phasizes the significance of IoT and data accuracy in healthcare while ac-
knowledging the complexities involved in their integration.
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3.1 Introduction

In this chapter, we will explore the concept of a smart bracelet that har-
nesses the power of IoT technology to provide users with a seamless and
personalized experience. We will discuss design considerations, technical
specifications, and potential use cases for our smart bracelet. We have di-
vided it into parts, where we find in the first part the definition of the de-
vices used, followed by the second scenario of concepts (description using
the UML model) and finally the proposed procedures and algorithms. Ulti-
mately, our goal is to create a device that is not only functional and efficient,
but also aesthetically pleasing and comfortable to wear. Where readers will
have a comprehensive understanding of the process of designing a smart
bracelet in the era of the IoT, and will be equipped with the knowledge and
skills necessary to develop their own innovative wearable devices.
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3.2 SMB Functions

This section explains the proposed system architecture and its functions
using UML model.

3.2.1 General Architecture

The general conceptual model of the system we have been working on is
shown in Figure 3.1, which is made up of a three-section.

Solution Architecture

‘emperature sansor Heart Rate sensor /@ (A)ﬂ
N ?
§ Smart Bracelet
@7 h - Access Point

Barometric Pressure sansor
Location sensor .
Patient

-

8.

HTTP Server

= (te)

W apiop

-4
Router

Smart phone

Doctor /

FIGURE 3.1: Proposed General Architecture

* The first part consists of a set of medical sensors included in one bracelet
(e.g., heart rate sensor, O2 level sensor, temperature body sensor, ...etc)
that we place in the human body or attach them on his hand. The
sensed data using these sensors will be forwarded to a base station.
where each sensor picks up values and sends them to a base station.
Therefore, the publisher here represents the local server which is in con-
tact with the users at the other end via local network.
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* The second part consists of a base station (Server) that receives the col-
lected data from the bracelet, promotes patient database with more in-
formation about each patient.

* The third partis a subscriber (User), in which each doctor /nurse will be
the supervisor/observer of one or more patients. So, they can consult
patients’ sensed data using the stored computer database, cure patients
according to their updated situation in real-time, offer immediate in-
tervention, predict the coming urgent situation. With the possibility of
rounding the time.

3.2.2 System Visualization and Construction

System User Details

This section summarizes system user roles which consists of three basic
elements, as shown in Figure 3.2 below.

¢ Patient: is the sample on which the study will be carried out. He can
wear the bracelet alone or with the help of a nurse to make sure that
it is working. Then it will be automatically linked to the previously
programmed local network. After that, the bracelet starts collecting,
sensing and capturing the current health data of this patient through
the sensors embedded inside it, as well as providing his current loca-
tion. At the end, the sensed data will be processed and sent to the main
station via the same network (Wi-Fi).

* Nurse/doctor: Here we find that they have common requirements. At
the beginning, one of the display devices must be used, either a smart
phone or a computer, the local network of the hospital is connected, af-
ter which the account is logged in using the user name and password,
we find a set of available tasks that are represented on operations re-
lated to patient information, such as viewing patient current health in-
formation and his current location. In addition to a distinctive feature,
which is the ability to receive real-time alerts in the event that the pa-
tient’s condition suddenly deteriorates, and the possibility of exploit-
ing the service of predicting emergency cases for the patient. While the
nurse handles the other tasks related to the bracelets such as: i) adding
new bracelets, i.e., including them in the network and the system, and
assigning them to patients, ii) modifying the settings of a bracelet and
to whom it is assigned, such as its number, name, surname, and infor-
mation related to patient’s condition, as will as she can delete a bracelet.



46 Chapter 3. SMB: Smart Medical Bracelet Design

Use Case diagramme of Healthcare System
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FIGURE 3.2: Use Case Diagram

¢ admin: has other characteristics related to the system in general, such as
adding or modifying user information, deleting it, or adding a device,
and it also has the ability to update the system if necessary.

System Operation Dynamic Aspects

This section presents the dynamic aspects of system operation using UML
Activity Diagram. As shown in Figure 3.3, system scheme is divided on three
elements, each of them plays a role in system function according to a specific
sequence of actions.
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Activity Diagram
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FIGURE 3.3: Activity diagram

System Interaction

This section visualizes the interactive behavior of the system which is not
trivial task using UML Sequence Diagram, see Figure 3.4.
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FIGURE 3.4: Sequence diagram

Our system consists of four pillars of integrated tasks, which are subject
to a sequence based on the exchange of various information and tasks, shown
in the above diagram, where we find:

The user: who is represented by a member of the medical staff (doc-
tor/nurse), where we find that he has two functions. The first is to assign
the bracelet to the patient via a computer application, and this is of course
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after logging in correctly and ensuring the integrity of the patient’s informa-
tion entered previously or currently. Secondly, which is attaching the bracelet
on the patient’s wrist and fixing it well, of course, after making sure that it
is ready on the electrical sides and connected to the network. In case of en-
countering any problem in the previous steps, it is re-checked or contacted
maintenance.

After the success of all the previous steps, the system will start work-
ing automatically, as the bracelet senses the values of the vital indicators
of the patient at the present time, collects them, and checks their reason-
ableness. If the values are valid, it creates an HTTP request to the local
server, Apache, containing these values, and sends it to the local server of
the MySQL databases through the local WiFi network connected to it, and it
also responds with an HTTP response message attached to a number indicat-
ing the status of the message (success / failure / ...etc) By means of a code
that was previously discussed in the part explaining the HTTP protocol, and
if the data is wrong, it deletes it, taking into account that it is not repeated
and alerting to that.

We then move to the phone and computer applications, where each of
them sends an HTTP request to access the information stored on the local
server of the MySQL databases. Upon request, he examines it and compares
it with the normal values of a healthy person, and any values outside these
tields. He displays two audio and visual alerts showing the type of abnor-
mal vital indicator, as well as the exact current location of the patient, as
we mentioned earlier. Based on these alerts, a quick intervention is made
to aid the patient if necessary. This scenario, which we discussed, concerns
one bracelet, and the rest are followed by the same steps, and it is repeated
according to a time determined by the default battery life and the needs of
medical professionals.

We move to another part of the patient’s calls, in the event that the patient
wants to send a distress call, he presses the button designated for that, and
from it an HTTP request message containing the call is generated and sent to
the server, in turn he sends it to the two applications, which in turn show an
audio and visual alert that differs from the alerts It does not stop unless it is
seen and intervened to aid the patient.

Finally, we explain the part related to the prediction service provided by
the server, which works with two features, the first is automatic, which de-
pends on the current data of the patient, and when predicting the existence
of an unusual condition, it sends alerts accompanied by information about
the patient, his condition and location. The other is manual, i.e. opening a
window dedicated to that. Addressing it previously, filling out the data, and
activating the service that is returned as a result of either positive or negative,
and which has to adopt decisions regarding the quality of services provided
to the patient.

System Blueprints

This section models the objects that make up the system, displays the
relationships between the objects, and describes what those objects do and
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the services that they provide as shown in Figure 3.5.
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FIGURE 3.5: Class diagram [4]

3.2.3 System Model Scenario

In this section, we proposed two scenarios to summarize system func-
tions, The first one shows the normal situation and summarizes its course,
while the second one shows the emergency situation and procedures accom-

panying it.

¢ Normal case: we simulated the work environment, so we tried to make
it as close to reality as possible in the following figure
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FIGURE 3.6: First scenario(normal case)

The first scenario represents the normal case for both the patient and the
medical staff, where we find that the patient wears the bracelet that is
connected to the local network of the hospital and can roam and move
around the hospital in specific places, after making sure that his con-
dition allows that. While the patient is moving, the sensors embed-
ded within the bracelet sense his vital signs, determine his exact loca-
tion, and ensure the reasonableness values, then send them to the local
server every pre-specified time period via WiFi.

On the opposite side, the medical staff monitors the values of the vital
signs sent by each bracelet and then checks them. The current loca-
tion of the patient can be tracked on the hospital map. All these tasks
will be performed either through a smartphone or computer. There is
another additional feature that enables us to predict the patient’s con-
dition within a maximum period of 28 days if he is recovering or going
to die within the next 28 days.
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* Emergency case:

The specialist receives an alert suddenly the patient was
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FIGURE 3.7: Second scenario(Emergency case)

The second scenario represents the emergency situation of patient and
medical staff, where we find that the patient wears the bracelet that
is connected to the local network, so he can hang around inside the
hospital after making sure that he is in good conditions. During the
movement of the patient, suddenly he exposes to a health problem,
then the bracelet sends an urgent alert to doctor /nurse contains patient
vital signs and exact location on 3D axes for alerting the existence of an
emergency that requires rapid intervention.

On the opposite side, the medical staff receives an audio alert (notifica-
tion) attached to a report showing the abnormal vital component of the
bracelet owner with the number, as well as the exact location, including
the floor and the room. By observing the values of the vital indicators
sent by the bracelet and then examining them, the medical staff speeds
up to provide immediate intervention for the patient, taking into ac-
count the provided information by his bracelet. All these tasks will be
performed either through a smartphone or computer.

3.3 SMB Compositions

In this section, we explain the implementation of the bracelet node side.

First, we need:

1. NodeMcu(Esp8266)
2. Pulse Heart sensor (Max30102)
3. Body Temperature sensor (DS18B20)

4. Barometric Pressure sensor (BMP280)
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5. GPS Module (GPS-Neo-6M) (Optional)
6. Push Button 4 Pin
7. Jumper wire

8. Power supply (Battery charger TP4056, Lithium Battery, Regulator 5V
to 3.3V)

Components Description

1. NodeMcu(Esp8266): MCU stands for Micro-controller Unit - which
means it is a computer on a single chip. A micro-controller contains one
or more CPU’s (processor cores) along with memory and programmable
input/output peripherals project and built on the Espressif Non-OS
SDK for ESP8266. also is an open-source firmware and development kit
that helps you to prototype or build IoT products. It includes firmware
that runs on the ESP8266 Wi-Fi SoC from Espressif Systems, and hard-
ware which is based on the ESP-12 module. The firmware uses the
Lua scripting language. It is based on the eLua project and built on
the Espressif Non-OS SDK for ESP8266. The ESP8266 is a low-cost Wi-
Fi microchip with full TCP/IP stack and micro-controller capabilities,
which makes it an ideal platform for IoT (Internet of Things) appli-
cations. It provides an onboard USB-to-serial converter for easy pro-
gramming and debugging, as well as a range of GPIO pins, PWM, IIC,
1-Wire, for connecting various sensors and actuators. for more infor-
mation about NodeMcu we invited you to read this datasheet [?] [2].
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FIGURE 3.8: NodeMcu(Esp8266) [4]
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2. Pulse Heart sensor (Max30102): The MAX30102 sensor is a highly in-
tegrated optical sensor module, offers high sensitivity, low power con-
sumption. that is designed for use in wearable devices and healthcare
applications. It combines two LED’s, a photodetector, optimized op-
tics, and low-noise analog signal processing to detect pulse oximetry
and heart rate signals. The sensor utilizes two LED’s, a red LED and an
infrared LED, which are used to shine light through the skin and detect
the amount of light that is absorbed by oxygenated and deoxygenated
blood. The photodetector then measures the intensity of the light that
is transmitted through the skin and converts it into an analog electrical
signal. The signal is then processed by the onboard analog front-end
and digital signal processing circuits, which remove the noise and ex-
tract the pulse oximetry and heart rate signals.
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FIGURE 3.9: Pulse Heart sensor (Max30102) [4]

3. DS18B20 temperature sensor: is a digital temperature sensor that uses
a one-wire interface to communicate with microcontrollers such as ESP8266.
It is a low-cost, high-precision sensor that can measure the tempera-
ture of the surrounding environment or an object with an accuracy of
+0.5°C over the range of -10°C to +85°C. The sensor has a wide temper-
ature measurement range of -55°C to +125°C and a resolution of up to
12 bits, providing a temperature resolution of 0.0625°C. The DS18B20
sensor is housed in a small waterproof stainless steel package, which
makes it suitable for use in harsh environments. The one-wire interface
simplifies the wiring and allows multiple sensors to be connected to a
single micro-controller.

4. BMP280 barometric sensor : sensor is a barometric pressure and tem-
perature sensor form Bosch that is used to measure atmospheric pres-
sure and ambient temperature with high accuracy and low power con-
sumption. It is a small, low-cost, and easy-to-use. The BMP280 sensor
utilizes MEMS (Micro-Electro-Mechanical Systems) technology to mea-
sure pressure and temperature. It can measure pressure in the range
of 300 to 1100 hPa with an accuracy of +1 hPa and temperature in the



3.3. SMB Compositions 55

:Vcc

Data
Voo

FIGURE 3.10: DS18B20 temperature sensor [4]

range of -40°C to +85°C with an accuracy of £1°C. The sensor has a res-
olution of up to 20 bits for pressure and 16 bits for temperature, which
provides high precision and sensitivity. The BMP280 sensor commu-
nicates with microcontrollers through 12C and SPI interfaces, which
makes it easy to integrate with popular development platforms such as
NodeMcu. It also has a low power consumption mode, which makes
it suitable for battery-powered applications such as weather stations,
altimeters.
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FIGURE 3.11: BMP280 Barometric sensor [4]

5. Global Positioning System module (GPS-Neo-6M) : is a device that
receives signals from GPS satellites to determine its position and time.
The module consists of a GPS receiver, an antenna, and associated elec-
tronics, including a micro-controller and memory. The GPS receiver
collects data from multiple GPS satellites to determine the user’s lat-
itude, longitude, altitude, and speed. The antenna is used to receive
the signals from the satellites, and the micro-controller processes the
data to provide the user with accurate location and time information.
The GPS-Neo-6M is a commonly outdoor used GPS module that offers
high accuracy and fast time-to-first-fix performance, making it suitable
for a wide range of applications, including navigation, tracking, and
timing.
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FIGURE 3.12: GPS module (GPS-Neo-6M) [4]

6. Push button 4-pin : is a type of switch that is commonly used in elec-

tronic circuits and devices to initiate or stop a specific function or pro-
cess, it consists of a button that is mounted on a base and has four pins
for electrical connection. The four pins of the push button are typically
labeled as NO (Normally Open), NC (Normally Closed), C (Common),
and GND (Ground). When the button is not pressed, the NO pin is
open, and the NC pin is closed. When the button is pressed, the NO
pin is closed, and the NC pin is open. The C pin is connected to one
of the NO or NC pins depending on the desired function of the button.
The GND pin is connected to the ground of the circuit or device. When
the push button is pressed, it completes an electrical circuit, allowing
the current to flow from the power source through the button and to
the load or device. When the button is released, the circuit is opened,
and the current stops flowing.

1 2 14

ﬁM -]

NORMAL BUTTON
PRESSED

FIGURE 3.13: A push button 4-pin [4]

. Jumper Wire: A jumper wire is an electrical wire with a connector

at each end that is used to connect two points on a circuit board or
between different electronic components. Jumper wires are often used
to enable temporary or permanent connections between two points, by-
pass damaged components, or modify circuits. They are typically made
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of flexible insulated wire and come in various lengths, gauges, and col-
ors to make it easy to identify and differentiate them.

20 cm

Female

Male

Female

FIGURE 3.14: Jumper Wire [4]

8. Power supply: The TP4056 is a popular lithium-ion battery charging
module, is designed to charge single-cell lithium-ion or lithium poly-
mer batteries with a maximum charging current of 1A.

The TP4056 module has an integrated microchip that manages the charg-
ing process and provides various safety features, such as overcharging
protection, over-discharging protection, and short circuit protection. It
also has LED indicators that show the charging status of the battery,
making it easy to monitor the charging process. It can be powered by a
USB port or an external power source and is capable of charging a wide
range of battery capacities.

9. Lithium Battery: is a type of rechargeable battery that uses lithium
ions as the primary material for its electrolyte. These batteries are widely
used in portable electronic devices, due to their high energy density,
low self-discharge rate, and long cycle life.

Lithium-ion batteries consist of one or more electrochemical cells that
contain a positive electrode (cathode), a negative electrode (anode), and
an electrolyte that facilitates the flow of ions between the two elec-
trodes. During charging, lithium ions move from the cathode to the an-
ode, where they are stored. During discharging, the ions move from the
anode to the cathode, generating an electrical current that can power a
device. Lithium-ion batteries are favored over other rechargeable bat-
teries because they have a high energy density. They also have a low
self-discharge rate, which means they can hold a charge for a longer
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FIGURE 3.16: Power supply/Lithium Battery [4]

period of time. Lithium-ion batteries are also known for their long cy-
cle life, which refers to the number of charge-discharge cycles they can
endure before their performance degrades significantly.

10. Google Maps API (Application Programming Interface) is a web ser-
vice provided by Google that enables developers to embed and cus-
tomize Google Maps functionality in their own web-based applications,
It allows developers to access various features and functions of Google
Maps, such as displaying maps, creating markers, and adding custom
overlays. The Google Maps API provides a range of tools and features,
including;:

* Mapping services - Provides access to the base maps, imagery, and
other geographic data.

* Geocoding services - Converts addresses and place names into ge-
ographic coordinates.
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* Directions services - Provides turn-by-turn directions between two
or more locations.

o Street View services - Allows developers to add Street View im-
agery to their applications.

¢ Places services - Provides information about nearby places, such
as restaurants, hotels, and gas stations.

e Distance Matrix services - Calculates travel distances and times
between multiple points.

Directions API : Distance APl
¥4

A
& 4 Google Maps API "05

Places API Geocoding

FIGURE 3.17: Google Maps API [4]

Developers can use the Google Maps API to create customized maps
that display specific geographic data, such as real-time traffic informa-
tion, weather data, and business listings. They can also integrate the
API with other web-based tools and services to create interactive and
dynamic applications. Google Maps API is widely used in various in-
dustries, such as transportation, logistics, tourism, and real estate.

3.4 Machine Learning Classifier for Death Predic-
tion

3.4.1 Data description

This dataset used in this study was derived from MIMIC II Waveform
Database, the publicly-accessible critical care database. It contains summary
clinical data and outcomes for 1,776 patient’s dataset. involving some miss-
ing values. Table III.1 shows the MIMIC II Waveform dataset attributes with
their definitions and type.
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Name Description

icu_los_day length of stay in ICU (days, numeric)
hospital_los_day length of stay in hospital (days, numeric)
age age at baseline (years, numeric)
gender_num patient gender (1 = male; O=female)
weight_first first weight, (kg, numeric)

bmi patient BMI, (numeric)

sapsi_first first SAPS I score (numeric)

sofa_first first SOFA score (numeric)

service as a numeric

(binary: 0 = MICU or FICU, 1 = SICU)

day of week of ICU admission

(numeric, corresponds with day_icu_intime)
hour of ICU admission

(numeric, hour of admission using 24hr clock)
death within 28 days

(binary: 1 = yes, 0 = no)

service_num

day_icu_intime_num

hour_icu_intime

day_28_flg
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Name Description

day post ICU admission of
censoring or death (days, numeric)
censored or death

mort_day_censored

censor_flg (binary: 0 = death, 1= censored)
s ] sepsis present
SepsIS_tie (binary:0=no, 1= yes — absent (0) for all)
Congestive heart failure
chi_flg (binary: 0 =no, 1 = yes)
afib fl Atrial fibrillation
—8 (binary: 0 =no, 1 = yes)
Chronic renal disease
renal_flg

(binary: 0 =no, 1 = yes)
liver_flg Liver Disease (binary: 0 = no, 1 = yes)
Chronic obstructive pulmonary disease

copd_flg (binary: 0 =no, 1 = yes)
Coronary artery disease
cad_flg (binary: }(; = no,yl = yes)
stroke_flg Stroke (binary: 0 =no, 1 = yes)
mal_flg Malignancy (binary: 0 = no, 1 = yes)
resp_flg Respiratory disease (non-COPD)
- (binary: 0 =no, 1 = yes)
map_1st Mean arterial pressure (mmHg, numeric)
hr_1st Heart Rate (numeric)
temp_1st Temperature (F, numeric)
spo2_1st S_pO_2 (%, numeric)
b arterial blood gas count
abg_count (number of tests, numeric)
whbc_first first White blood cell count (K/uL)

3.4.2 Data preprocessing

In order to achieve more accurate results, data pre-processing is an im-
portant step in changing raw heart disease dataset into a clean and under-
standable format for analysis. The following sub-sections discuss techniques
applied to improve the quality of our dataset.
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FIGURE 3.18: Flowcharts

Missing data

In this contribution, we are going to apply the Mode Imputation tech-
niques/KNN algo, which is an algorithm that is useful for matching a point
with its closest k neighbors in a multidimensional space [116]. It can be used
for data that are ordinal, continuous, categorical, and discrete which makes
it particularly useful for dealing with all types of missing values.

Scaling data

In this step, data columns are re-scaled to a range of [0 to 1] and float to
integer in age for two causes. The first is one is to simplify the complexity of
digital computing. The second one is to get rid of attributes in the largest nu-
meric range while controlling attributes in the smallest numeric range [117].

3.4.3 Feature selection

Feature selection process is very significant to find most relevant attributes
to the classification and then to the diagnosis. It has many advantages:

(1) To make the model simpler to interpret.

(2) To decrease the variance of the model, and therefore over-fitting.

(3) To decrease the computational time and cost.

(4) And finally, the most important one, is to increase the performance of
the model [118].

In the literature, there is three main types of feature selection: filter, wrap-
per, and embedded methods. In this contribution we will choose the second
one, which is wrapper methods as implemented by algorithms that have
their own built-in feature selection methods.
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use genetic algorithm to search for the optimal feature subset [119], and
then use random forest algorithm to evaluate the performance of the selected
subset. Use genetic algorithm operators such as selection, crossover and mu-
tation to produce a new generation of feature subsets.

Random Forests (RF) are often used as evaluated feature selection in data
science. The reason is tree-based strategies used by RF can logically orders by
how well they improve the clarity of the node [120]. at the start of the trees,
we find nodes with the highest decrease in impurity, while nodes with the
minimum decrease in impurity occur at the end of trees. Thus, by pruning
trees below a particular node, we can create a subset of the most important
features.

By combining the strengths of genetic algorithm and random forest al-
gorithm, this approach can effectively search for the optimal feature subset
while also providing a reliable evaluation of the selected subset. [121]

3.4.4 Imbalanced Data

In this part, after examining the database, we noticed that there is an im-
balance between the two categories, and we found that category 0 prevails
over category 1.

3.4.5 Choosing Model

In this part, we explain the most important models that were chosen

Q Classification

——(Logistic regression

—{K—nea rest neighbors
—{Decision tree classifier (CART)
—{Su pport vector classifier
—{XG Boost method

——(G radient boosting method
——(Ra ndom forest method
—{I\Iaive Bayes classifier

/DD

FIGURE 3.19: Selected Models

and explain why they were chosen over others in the following table:



64 Chapter 3. SMB: Smart Medical Bracelet Design
Model Name Theory
Gradient Boosting is an ensemble learning method that combines multiple weak prediction models,
Gradient Boosting typically decision trees. It focuses on minimizing the loss function by iteratively adding models

that address the shortcomings of the previous models.

Random Forest

Random Forest is also an ensemble learning method that combines multiple decision trees. It
introduces randomness by using bootstrapping and random feature selection during the

construction of individual trees to improve generalization and reduce overfitting.

Naive Bayes

Naive Bayes is a probabilistic classifier based on Bayes’ theorem. It assumes that all
features are independent of each other, which is a naive assumption but leads to

efficient and fast classification. It is commonly used for text classification and spam filtering.

Decision Trees

Decision Trees are a non-parametric supervised learning method that learns a hierarchy
of if-else conditions from the data. It splits the data based on features and their thresholds
to make predictions. Decision Trees are interpretable and can handle both categorical

and numerical features.

k-Nearest Neighbors

k-Nearest Neighbors is a non-parametric lazy learning method that classifies data points
based on their proximity to k nearest neighbors in the training set. It does not make any
assumptions about the underlying data distribution and can handle multi-class classification

problems.

Logistic Regression

Logistic Regression is a linear classification model that uses the logistic function to model
the probability of a binary outcome. It is interpretable and works well when the relationship

between features and the target variable is linear.

Support Vector Machine is a supervised learning algorithm that finds the optimal

hyperplane in a high-dimensional space to separate different classes. It aims to maximize

Support Vector Machine
the margin between classes and can handle both linear and non-linear classification
problems using kernel functions.
XGBoost is an optimized gradient boosting algorithm that uses a combination of gradient
XGBoost boosting and regularization techniques. It focuses on both model accuracy and

computational efficiency, providing better performance compared to traditional gradient

boosting. It has gained popularity in various machine learning competitions.

3.4.6 Evaluating Model

In this last part, which is the most important, we discuss the models that
we chose and applied the study to, and the most important criteria used in
evaluating these models. First, we load the above database and divide it into
4 sub-datasets, namely:

X-train: A dataset used to train models. It is an entry and contains the
pre-selected features from the feature selection step. Y-train: A dataset that
is used to train the models and to train their predictions from the inputs.

X-test: A dataset used to test models and is an input and contains prede-
tined elements from the feature selection phase, which are new elements to

the model.

Y-test: A set of data used to evaluate the results predicted by the models
and considered to be valid outputs compared to the expected outputs of the

model.
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In this research, we tried to collect the maximum number of effective
models used in classifications and prediction, where we find: Gradient Boost-
ing, Random Forest, Naive Bayes, Decision Trees, k-Nearest Neighbours, Lo-
gistic Regression, Support Vector Machine, XGBoost

After the models are trained and tested, we move on to the evaluation
criteria to choose the best model, which should include excellent values that
cover most of these criteria. The first criterion is accuracy, and it should be
as high as possible. The second criterion is pressure, and it should be as high
as possible. The third criterion is the TP and FP values, and they should
also be as high as possible. TN FN should be as low as possible. The AUC
should also be as high as possible. All of these criteria have been explained
in previous sections and the results presented in the last chapter.

3.5 Conclusion

In conclusion, the chapter on the conception of a smart bracelet and clas-
sification machine learning model presents an overview of the design and
development of a wearable device and the application of machine learning
techniques for prediction.

The chapter introduces the concept of a smart bracelet, which is a wear-
able device equipped with various sensors to collect data related to user ac-
tivities, health parameters, and environmental factors. The smart bracelet
aims to provide personalized and real-time monitoring of user health and
well-being.

Furthermore, the chapter discusses the integration of machine learning
models into the smart bracelet system. Machine learning algorithms can an-
alyze the collected data and make predictions or provide valuable insights.
These models can be trained to detect patterns, classify activities, predict
health conditions, or provide recommendations based on user behavior and
environmental factors.

Overall, the chapter emphasizes the potential of combining wearable tech-
nology with machine learning algorithms to enhance health monitoring and
provide personalized assistance. The smart bracelet and predictive machine
learning models have the potential to revolutionize healthcare and empower
individuals to take proactive steps towards maintaining their well-being.
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41 Introduction

This chapter is devoted to the realization of the bracelet and the develop-
ment of the applications and will present the implementation of the system,
the development tools, the sensors used, and some screenshots of the appli-
cations made (PC/Android).

4.2 Programming Tools and Languages

First of all, the project is realized on Intel(R) Core(TM) i5-5300U CPU @
2.30GHz, with 8 GB of memory. We are implementing the project on Win-
dows 10/7 and Ubuntu 22.04. The main tools and languages that we used
for the realization of our system are the following:

4.2.1 Programming Languages:
Java; Python; C; PHP; SQL;
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—

Java

FIGURE 4.1: Class diagram [4]

Java: Java is a high-level, object-oriented programming language that
was developed by Sun Microsystems (now owned by Oracle Corpora-
tion) in the mid-1990s. Java is designed to be platform-independent,
meaning that Java programs can run on any computer or device that
has a Java Virtual Machine (JVM) installed [122].

Python: Python is a high-level, interpreted programming language that
was first released in 1991. Python is known for its simplicity, read-
ability, and ease of use. It is commonly used for web development,
scientific computing, data analysis, artificial intelligence, and automa-
tion [123].

C: Cis a high-level programming language that was developed in the
early 1970s. It is a general-purpose programming language that is used
for system programming, embedded systems, and developing appli-
cations where high performance and low-level hardware access are re-
quired [124].

PHP: PHP (Hypertext Preprocessor) is a server-side scripting language
that is used for web development. PHP is designed to be embedded
into HTML pages and can be used to create dynamic web pages, pro-
cess form data, authenticate users, and interact with databases [125].

SQL: SQL (Structured Query Language) is a programming language
that is used for managing relational databases. SQL is used to create,
modify, and delete databases, tables, and records, and to query data
from databases. It is commonly used in web development, data analy-
sis, and data science [126].

4.2.2 Programming Tools

NetBeans !; PyCharm, google colab; notepad-++; Xampp; apache server;
MySQL server, Netcat;

1
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FIGURE 4.2: Programming Tools NetBeans/ PyCharm/ google
colab/ notepad++/ Xampp/ apache server/ MySQL server/
Netcat/ Arduino IDE

* NetBeans: is an open-source integrated development environment (IDE)
that supports development in multiple programming languages such
as Java, C, C++, HTML, CSS, and JavaScript [127].

¢ PyCharm: is an integrated development environment (IDE) used in
computer programming, specifically for the Python language. It pro-
vides code analysis, graphical debugging, and supports web develop-
ment with Django [128].

* Google Colaboratory: or Colab for short, is a cloud-based platform that
allows users to write, execute, and share Python code in a Jupyter note-
book environment. It is free and runs on Google’s cloud infrastruc-
ture [129].

* Notepad++: is a free source code editor and Notepad replacement that
supports several programming languages. It runs on the Microsoft
Windows operating system and is designed to be lightweight and fast.

¢ XAMPP: XAMPP is a free and open-source cross-platform web server
solution stack package developed by Apache Friends. It includes Apache
HTTP server, MariaDB database server, and interpreters for scripting
languages such as PHP, Perl, and Python [130].

¢ Apache Server: The Apache HTTP Server, commonly referred to sim-
ply as Apache, is a free and open-source cross-platform web server
software. It is one of the most widely used web servers in the world
and supports several programming languages such as PHP, Perl, and
Python [131].

* MySQL Server: is an open-source relational database management sys-
tem (RDBMS) that uses Structured Query Language (SQL) to manage
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and manipulate data. It is widely used in web applications to store and
retrieve data [132].

* Netcat; Netcat is a command-line tool used for reading and writing
data across network connections using TCP or UDP protocols. It can
be used for port scanning, transferring files, and debugging network
protocols [133].

* PhpMyAdmin: is a free and open-source web-based application that
provides a graphical user interface (GUI) for managing MySQL and
MariaDB databases. It allows users to easily manage their databases,
create tables, run queries, and perform other database-related tasks. ®
A popular book on PhpMyAdmin is "Mastering PhpMyAdmin 3.3.x for
Effective MySQL Management" by Marc Delisle. This book provides
comprehensive coverage of phpMyAdmin and its features, including
installation, configuration, and use. It also includes practical examples
and tips for using phpMyAdmin effectively.

* Android Studio: is an integrated development environment (IDE) used
for developing Android applications. It provides a comprehensive suite
of tools for developing, debugging, and deploying applications for An-
droid devices [134] [135].

e Fritzing IDE: is an open-source software tool used for designing elec-
tronic circuits, prototyping and developing printed circuit boards (PCBs).
It provides a user-friendly interface that allows users to create and cus-
tomize circuits, and to generate a schematic diagram, a PCB layout, and
a bill of materials for their projects [136].

* Arduino IDE: is an open-source software development environment
used to write and upload code to Arduino boards. It includes a code
editor, a compiler, and a serial monitor, making it easy to program and
debug Arduino-based projects [137].

* SolidWorks: is a popular computer-aided design (CAD) software used
for creating 3D models, assemblies, and drawings. It is widely used in
engineering, product design, and manufacturing industries for creating
accurate and detailed models of products and mechanical components
[138].

4.3 Bracelet Realisation

In this section, we introduce the bracelet that was issued as SMB, and
we first tried to provide the necessary electronic components and connect
them in the way that was dealt within Chapter 1/Sec. 1.2, all of this kind is
represented in the following document. In general, we find that linking is
divided into two classes

Class 1 Electrical feeding: It is appointed by a rechargeable lithium bat-
tery with a constant current of 3.7 volts, connected by two leads, the first
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positive VCC and the second negative GND connected to a voltage regulator
for charging and discharging. We also mention that all sensors and the con-
trol board are fed in the same format. Class 2 Data transmission: It is done
by two threads, one called Serial Clock pin (SCL) that pulses the Controller
board at regular intervals, and a Serial Data pin (SDA) through which data is
sent between the two devices.

TP4056

micro usb NodeMcu ESP
cable 7 .

AAAAARRA

-----
-----
-----
.....

-----
-----
-----
-----

DS18B20 —]

BMP280

FIGURE 4.3: Connect circuit components
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FIGURE 4.4: Connect circuit components(Real)

After completing the connection of the various elements, depending on
its manual, we went to the part related to programming and setting up the
work environment and communicating with it. We relied on the Arduino
IDE program, and the following document explains parts of the program-
ming process.
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File Edit Sketch Tools Help

14 #include <DallasTemperature.h>
0 0 NodeMCU 1.0 (ESP-12EMod... + 15

16
17 const int oneWireBus = 43
1 #include cWire.hs 7 N 18
2 #include <Adafruit_Bup2g8e.h> -1- 19
3 #include <ESP8266WiFi.h> Import the necessary libraries for 20 OneWire oneWire(oneWireBus);
4 #include <ESP8266HTTPClient.h> 21
5  #include <WiFiClient.hy each sensor. 22
6 #include ¢Adafruit_Sensor.h> Each |ibl’al’y contains a humber 23 DallasTemperature sensors(&oneWire);
7 #include cadafruit evpage.h> | of classes that provide several 24 - -
8  #include <MAX30105.h> functions for extracting or 25 const long utcoffsetInSeconds = 36003 Declarations uf.vanables
9 #include cheartRate.h> f 26 uint32_t lastBeatTime = 8; necessary to receive data and
10 #include <ArduinoJson.h> processing data from the sensor. 27 float beatsPerfinute; attributes from a SEnsor or serve
. . . and to use the communication
11 #include ¢NTPClient.h> 28 int beatAvg; service from NodeMcu
12 #include <wirivdp.h> \, J/ 29 MAX301@5 particlesensor;
13 #include <onewire.h> 30 long irvalue;
14 #include <DallasTemperature.h> 31  const byte RATE_SIZE = 4;
15 32 byte rates[RATE_SIZE];
16 33 byte ratespot = @;
17 const int oneWireBus = 4; 34 long lastBeat = o
18 35
19 36 Adafruit _BMP280 bmp;
20  OneWire oneWire(oneWireBus); 37 const char® ssid = "ITE";
21 38 const char* password = "200020032010";
22 39 char buffer[20];
23 DallasTemperature sensors(&onewire); 40 string presr="0";

41 string alti="e"
42 string mac="0";
43 string tempr="0";
44 string ox="98";

H

FIGURE 4.5: Connecting to microcontroller

20 A . client. setInsecure();
L1 Tt T.stabtis( j== W1 _COUNICTTD - -
522 wiFicllent <lient; it (client.connect(Host, 443)) {
523 HTPC el | LLp;
521 client.printIn{"POST " + thisPage + key + " HTTP/1.1");
515 e client.println("Host: " + (String)Host);
:i? http.begin(client, serverfane); client.printIn{"Connection: close");
. client.printIn{"Content-Type: application/json");
529 http.addicacer"content Type”, “application/x wwa form Lrlencoded client.printIn{"user-Agent: Arduino/1.0");
520 ) client.print("content-Length: ");
531 i client.println{jsonstring. length());
532 string httpRequestData = "fwmac=" + mac +'temperature=" + “emr + - -
. client.println);
533 . R . -4-
534 client.print(jsonstring); Verify communication on secure HTTP port 443
i delay(1000); of the API if HTTP request with parameters is
43h int httpissponseliode = http.pusi(httplequestbata); } successfully sent over the Internet.
537 receive and parse the response in json format.
538 7 "\
539 i< (httpRasponselode:d) { -3-
5‘19 Initialize the HTTP request on Whﬂe_(dl%nt'avaqable()) { . .
:jj Tattatareein, 10 the client side by creating an string line = client.readstringUntil('\r');
Tp1talarite H N -
i dcgay(lme);. ? ’ HTTP request with the dataand | i (more_text) {
514 1 sending it to the local server
515 else { using the post method.
516 Check the generated http }
517 . response code if it was Jsonobject& root = jsonBuffer.parseobject(line);
8 successful or not. i
o hrtp.end(); L ] if (root.success()) {

FIGURE 4.6: Connect sensors (send receive to server)
FIGURE 4.7: Parts of the code on the side of the smart bracelet

After confirming and experimenting with the various elements with each
other, we went to the process of designing a three-dimensional prototype of
the body that contains all these elements, taking into account the patient’s
comfort and the conditions that facilitate the work of the sensors using the
SolidWorks program, and the result is represented in the documents below.
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FIGURE 4.8: 3D Box Design in Simulation (Solidworks)

Finally, after confirming the dimensions of all objects and their compati-
bility with the 3D design, we converted it into a format compatible with 3D
printing, and these are some pictures that show that.

FIGURE 4.9: Print the box using a 3D printer

Here are pictures of the bracelet completed and put together
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4.4 Mobile Application Interfaces

In this part, we look at the patient monitoring application for the smart-
phone, where we used the ANDROID Studio environment in the develop-
ment, where we find: First, the login interface, as each member of the medical
staff has his own username and password that enables him to log in and use
the application. Picture 1 of figure 1 explains this: Secondly, we find the main
interface that displays information about the patient who wears the bracelet,
which is specified in the list of bracelets, picture 2 of figure 1. We also find a
button for opening the map interface, which enables us to know the current
location of the patient with his personal and medical information, as illus-
trated in Picture 3 of figure 1. In addition to another button that opens an
interface for the artificial intelligence service, which is illustrated in Picture 4
of figure 1

We also have services that take place in the background, where all the
values of the vital indicators are checked periodically, if they are outside the
normal range for a healthy person, they are alerted (sound and writing) of
their presence and attached to the current location and the type of abnormal
indicator. Photo 1 Document 2

There is another service for alerts represented in SOS call by the patient
to the medical staff shown in Picture 2 Document 2

4.5 Desktop Application Interfaces

In this part, we have a computer application that provides additional
functions that are not available in the smartphone application.

First, we have an entry interface through which interfaces are opened for
lists according to the hierarchy of jobs and pre-defined by the manager.

Username: |

Passwoinrd: |

Login D Quit

FIGURE 4.10: Login(Desktop Application)
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Director: He has comprehensive access powers, among which we men-
tion the modification of doctors, main specialists, and assistants, access to all
their tasks.

* Profils List *

norn | prenom | date |enre  |adresse |nom_utlis | passwor | emal | num_tele | specialte

secl secl 12/03/.. Homme biskra ci.. secl secl 5ec1@q.. 066858.. assistant
sec2 sec? 26/01/.. Femme Biskrah.. sec2 sec? sec2@g.. 066207... assista..

Users (ADD/Update)
F Name: . User Name:
Password:
L_Name: .
E-mail:
Date of Birth: Phone:
Gender: [Homme 7 user Type: O Doctor  ® Secretary
Address: O Radiologist O Laboratoty
Speciality:
© ADD O Delete

FIGURE 4.11: Administrator menu Interface

Doctors: has access to specific tasks shown in the following image, includ-
ing the creation of medical prescriptions, sick leave, and most importantly,
the monitoring part and the prediction part.

* Doctor Profil *

F Name: oo E-mail: 1554780010
- -
L_Name: o Phone:! doct @arrai com -Medlcal analysez
-— .
=0 . Waitin 1ics % = -Medical rest
@ Waiting List
. -
| nom | prenom | age | nurntele | genre | tipe | daterasen
saoudi med laminne 47 0662075510 homme Generaliste  2021-05-3...
saoudi mohamedl. 47 0662075510 homme Generaliste  2021-06-0..0
omrane azziza 47 0658426671 femme Laboratoire  2021-06-0..
saoudi medmahdi 18 0655117157 homme Radiologue ~ 2021-06-1...
P P 42 0668587748 femme Radiologue ~ 2021-06-1...
saoudi medmahdi 18 0655117157 homme Radiologue ~ 2021-06-1...
pat pat 33 077945210  homme Generaliste  2021-06-1...
Refresh ODelete

FIGURE 4.12: Doctor menu Interface(Desktop Application)

Where we find the monitoring part is explained in the following docu-
ment and how to use it was mentioned in the serial diagram in the part.
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Geoge

Impossible e sharger Gougle Niapscarrectement.
Surcette page.

sonly  Fordevelopment purposes oy : 2 nornal status

0
ER—
v

FIGURE 4.13: Monitoring Interface (Desktop Application)

Foco rcischee | o 2122

And the prediction part works in two automatic ways depending on the
momentary information captured, and another works by entering informa-
tion available from outside the system. This is shown in the following pic-
ture.

Prediction
crestinecmaran| 23
Patient Age(year) —IBB =
Patient gender Men - Stroke-fig Yes ~
Patient weight(KG) —z,u@ Censor_flg Yes -
Temperarure{C®) 37 . Malignancy-fig Yes v
Heart Rate(Bpm) B0 Liver Disease-flg Yes v

S_pO_2(%) —935 Service_num l@
Paco_2(mmHg) "~ sp|g Davoficuadmiss ‘saturday -
Arterial pressure(mmHg) —ZDB Day post ICU admis @
Patient BMI 150 Stay in hospital —EB
Hemoglobin(g/dL) 2] StayinIcu Bl
Potassium{mEq /L) Coronary Artery disease-flg @
Input fluids by IV on day 1{(mL) —ZUB

+: Execute

FIGURE 4.14: Prediction Interface (Desktop Application)

Health assistant: They are the element responsible for entering patients’
information, assigning bracelets, and modifying the patients’ information at-
tached to them. As explained in the following document:
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*Profil

F_Name; =« L_Name: =

| nom | prenom | ae | numiele | genre | type | dateresen

sa0udi med laminne 47 0662075510 homme Generaliste 2021-05-3012.
saoudi mohamed lam... 47 0662076510 homme Generaliste 2021-06-0217..
omrane aziza i (BEB426671  fernme Lahoratoire 2021-06-08 01
saoudi med mahdi 18 0655117157 homme Radiologue 2021-06-18 15
1 p 4 0668587748 fernme Radiologue 2021-06-18 17
saoudi med mahdi 18 0855117157 homme Radiologue 2021-08-1817.
pat pat kk} (77945210 harnme Generaliste 2021-06-18 23..
soltane Omar 52 0554251213 homme Radiologue 2023-05-11 23

ODelete

FIGURE 4.15: Secretary Menu interface (Desktop Application)

4.6 Machine Learning Classifier for Death Predic-
tion
In this part, we explain the results of what was discussed and explained
in Chapter 3, where we find in:
4.6.1 Data preprocessing
Missing data

The two images in the figure below show the results of using the Drop
method in class 0 as the dominant class and we have over-availability, and
the KNN algorithm to replacing for the missing values in class 1.

PE S EE S AP SR e P P e PR RS e P Y S O P S S S e
o7 PRV P« P L P G P AP R A g i e
o & ﬁw’f«* e - E & HE

FIGURE 4.16: Chart showing missing data
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FIGURE 4.17: The Drop method in class 0
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FIGURE 4.18: The KNN algorithm for the missing values in
class 1

Scaling data

The figure below show the results of using the MaxMinScaler methods
in Field between 0 and 1 after eliminate the features that contain categorical
and binary data.
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FIGURE 4.20: Chart showing the distribution of data values af-
ter using the Scaling technique

FIGURE 4.21: The distribution of data values

4.6.2 Feature selection

The figure below shows the results of using the a genetic algorithm and
the random forest algorithm, and the results were as follows: Out of 39 ele-
ments from the basic database, 23 of them were nominated as basic elements
and have a relationship with each other and with the result to be expected,
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as we used: The algorithm uses the DEAP library, which is a framework for
evolutionary algorithms in Python.

The code defines three functions: ‘getFitness’, ‘geneticAlgorithm’, and
‘bestIndividual’.

The “getFitness” function takes an individual, a set of features, and a tar-
get variable, and returns a fitness score based on the accuracy of a random
forest classifier. The fitness score is calculated using cross-validation. The
function first checks if the individual contains any zeros, indicating that a
feature should be excluded. It then selects the subset of features that are not
excluded and converts them into a one-hot encoded format. It then applies a
random forest classifier to this subset of features and calculates the accuracy
using cross-validation.

The ‘geneticAlgorithm’ function takes a dataset, a population size, and
a number of generations, and uses a genetic algorithm to select the best fea-
tures. The function first defines the fitness function as ‘getFitness’ and creates
a DEAP toolbox. It then initializes the population and creates the statistics
and hall of fame objects. Finally, it calls the ‘eaSimple’ function from the
DEAP library to run the genetic algorithm.

The ‘bestIndividual” function takes the hall of fame and returns the indi-
vidual with the highest fitness score.

The main function reads the data from an Excel file, applies the genetic
algorithm to select the best features, and fits a random forest classifier to the
selected features. The accuracy of the classifier is then calculated using cross-
validation. The code prints the accuracy of the classifier with all features and
the accuracy of the classifier with the selected features.

Random forest is used because it is a popular classification algorithm that
is known for its high accuracy and robustness to overfitting. It is an ensemble
method that creates multiple decision trees and combines their predictions
to make the final classification. Random forest can handle a large number of
features, making it a suitable algorithm for feature selection problems [139].

In this code, the goal is to perform feature selection by selecting a subset
of features that can provide the highest classification accuracy. The fitness
function evaluates each individual feature subset by training a random for-
est classifier and using cross-validation to estimate the accuracy. The genetic
algorithm is used to evolve a population of individuals (feature subsets) over
multiple generations to find the best feature subset that maximizes the accu-
racy of the random forest classifier.

4.6.3 Imbalanced Data

In this part, since the dataset is not linearly separable (see Figure ??)
and to avoid generating new fake data using a technique of data augmenta-
tion and balancing such as SMOTE (Synthetic Minority Over-sampling Tech-
nique) and ADASYN (Adaptive Synthetic Sampling), we prefer to applying
some modification on ML models parameters to acheive best result with this
dataset.
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4.6.4 Model Validation

Since the chosen dataset is small, we need to validate the applied ML
models on this data using K-fold cross-validation method, which represent
the performance of the system on the 80% of the data instead of just 20%
of the training set. K-fold cross-validation method provides robust estimate
model’s performance compared to a single imbalanced train-test split dataset.
Moreover, K-fold cross-validation helps to reduce the impact of the dataset’s
random variations on the performance evaluation. Also, it provides a better
understanding of how the model generalizes to unseen data.

Linear Separation of Dataset

10.0

X2

—10.0 —7.5 —5.0 —2.5 0.0 2.5 5.0 7.5 10.0

FIGURE 4.22: Linearly Separable Data Visualisation

4.6.5 Evaluating Model

The figure below shows the implementation of using several different
classification models, their training and the results obtained.

Initial State

This part shows the initial result of the chosen evaluating metrics of mod-
els as shown in Figure 4.23. We notice that all models that we have tried
their accuracy around 80%. While Naive Bayes algorithm provides the low-
est accuracy 58%. Though, XGBoost provides the best results in the measured
metrics such as Accuracy with 86%, F1-score 86%, Recall 84%, Precision 86%
(see table 4.24).
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Model Performance Comparison

Accuracy
F1l-Score
Recall
Precision

Scores

Logistic RegresdimTision Tree SWM Random Foresklaive Bayes XGBoost
Models

FIGURE 4.23: Model Performance Comparison Chart

Basics Accuracy | Fl-Score Recall Precision
Logistic 0.82 0.80 0.80 0.81
Regression

Decision 0.81 0.79 0.80 0.85
Tree

SV 0.75 0.65 0.74 0.57
Random 0.84 0.81 0.75 0.57
Forest

Maive 0.58 0.61 0.58 0.73
Bavyes

XGBoost 0.86 0.86 0.84 0.86

FIGURE 4.24: Model Performance Comparison Table

Final State

This part shows the final result of the chosen evaluating metrics of mod-
els in the validation step using K-Fold Cross-Validation (see Figure 4.25). We
notice that after applying Genetic Algorithm for feature selection and some
modification on ML Models (4.25), we found that all models preform more
better with Accuracy, F1-score, Recall, and Precision all around 90%. Further-
more, Random Forest performs very well in this model within this Dataset
compared to others with 99.91% as Accuracy, followed by XGBoost which
provides the second highest Accuracy 99.83%. However, since this bracelet
is oriented to medical field where we are more interested to precision, we se-
lect XGBoost which is the top 1 in this model within this Dataset with 99.97%
as Precision (see 4.26 and 4.27).
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Model Performance Comparison (K-Fold Cross-Validation with Feature Selection)

1.0 4 N Accuracy
s Fl-Score
s Recall
]

Precision

Scores

Logistic Regresdimtision Tree SVM Random ForesHlaive Bayes XGBoost
Models

FIGURE 4.25: Model Performance Comparison Chart

K-Fold Cross-validatien | Accuracy | F1-Score | Recall Precision

with features selection

Logistic Regression 0.9957 0.9911 0.9929 0.989%
Decision Tree 0.9950 0.9900 0.9933 0.9917
SVM 0.9413 0.8913 0.9859 0.8146
Random Forest 0.9991 0.9982 0.9999 0.9965
Naive Bayes 0.9940 0.9875 0.9858 0.98941
XGBoost 0.9983 0.9963 0.9981 0.9997

FIGURE 4.26: Model Performance Comparison in Validation
Step Table

Mean Training Accuracy 99.94680851063829

Mean Training Precision 0.99557522548537

Mean Training Recall 0.9877777777777778

Mean Training F1 Score 0.9358885753871866
JELEEDEDEED i ryr i
Mean Validation Accuracy 99.838936170212766
Mean VYalidation Precision 0.9%963521735%130434
Mean VYalidation Recall 0.95815224265%44103
Mean Valldation Fl Score 0.99780215%780215%78

FIGURE 4.27: XGBoost Performance
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In addition, in the test step, the XGBoost model outperformed all other
models and achieved the highest scores across all metrics. It has the best Ac-
curacy, Precision, Recall, and F1 score, which indicates that it classified all
instances correctly. The Random Forest and Decision Tree models also per-
formed well but had slightly lower scores compared to the XGBoost model.
The Logistic Regression, and Support Vector Machine and Naive Bayes mod-
els achieved lower scores, indicating that they might have struggled more
with accurate classification (see figure 4.28).

K-Fold Cross-Validation | Accuracy | F1-Score Recall Precision
Test

Logistic Regression 0.8983 | 0.8963 0.8981 0.8997
Decision Tree 0.9616 | 0.9600 0.9633 0.9617
SYM 0.8413 | 0.7913 0.8859 0.8146
Random Forest 0.8991 | 0.8982 0.8999 0.8965
Naive Bayes 0.8940 | 0.8875 0.8858 0.8894
Naive Bayes 0.9623 | 0.9600 0.9629 0.9596

FIGURE 4.28: Model Performance Comparison in Testing Step
Table
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FIGURE 4.29: Confusion matrix visualization for different mod-
els

Based on the provided evaluation metrics and the confusion matrix (Fig-
ure 4.29), the models that performed the best training on this dataset are XG-
Boost ,Random Forest, and Decision Trees . These models achieved perfect
accuracy, F1 score, and precision, indicating exceptional performance on the
given dataset. The choice among these models may depend on other factors
such as computational efficiency, interpretability, or specific requirements of
the problem at hand.

4.7 Comparison with Related Work Results

Performance measures were calculated using cross-validated area under
the receiver operating characteristic curve (AUROC). We notice that our model
reaches the highest AUC with 99.4% compared to the recent related work
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[140] and [141], we have chosen these work since they have used the same
dataset and target variable.

Work AUC
Our work XGBoost model 0.994
Work [140] ADABoost model 0.801
Work [141] Random Forest model | 0.901

Comparing these results, we can see that the XGBoost model from our
work achieved the highest AUC score of 0.994, indicating excellent perfor-
mance in distinguishing between positive and negative classes. The Ran-
dom Forest model from Work [140] achieved the second-highest AUC score
of 0.901, while the ADABoost model from Work [139] had the lowest AUC
score of 0.801.

Based on these results, the XGBoost model from our work can be consid-
ered as the best performing model in terms of AUC. It demonstrates superior
discriminatory power and is more effective in data classification compared to
the other two models, and this is due to the set of steps that were studied, and
several methods were tried in each step before its final application, and this
is what distinguishes our work, which was built on good and tight planning.

4.8 Conclusion

In conclusion, the implementation of a comprehensive system consist-
ing of a smart bracelet, mobile application, desktop application, and ma-
chine learning model for death prediction in hospital patients has shown sig-
nificant potential in revolutionizing patient monitoring and improving out-
comes. The system enables continuous monitoring of vital signs and patient
data, while the mobile and desktop applications provide healthcare profes-
sionals with user-friendly interfaces for data analysis and intervention. The
machine learning model accurately predicts mortality risks by analyzing his-
torical patient data. Challenges include data accuracy, model validation, and
privacy concerns. Overall, this integrated system enhances patient care, in-
terventions, and resource allocation, leading to improved outcomes and po-
tentially saving lives.
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Chapter 5

Conclusions

The healthcare industry has seen significant developments in recent years,
particularly in the area of patient monitoring. Smart wearable devices, such
as wristbands, have emerged as a promising solution for continuous moni-
toring and tracking of hospital patients. These devices collect a wealth of data
that can be used to improve patient care and outcomes. This text explores the
use of smart wristbands to monitor and track hospital patients and predict
the probability of death within 28 days using machine learning models.

In traditional hospital settings, patient monitoring is primarily done through
periodic manual evaluations, which can lead to delayed intervention and in-
sufficient real-time monitoring. This approach may result in missed critical
events and suboptimal patient care. Therefore, a more proactive and continu-
ous monitoring solution is needed to identify patients at high risk of adverse
outcomes, such as mortality.

The proposed solution includes the deployment of smart wristbands equipped
with various sensors to continuously monitor vital signs, movement pat-
terns, sleep quality, and other relevant patient data. These wristbands se-
curely transmit the collected data to a central system where advanced ma-
chine learning models are used to analyze and interpret the information.

By using machine learning algorithms, the system can learn about pat-
terns and correlations within the data to identify early warning signs associ-
ated with worsening health conditions. This allows healthcare providers to
immediately intervene and implement personalized treatment plans for pa-
tients at high risk of dying within the next 28 days. In addition, the system
can generate automated alerts for healthcare professionals, ensuring timely
and targeted interventions.

While the concept of using smart wristbands to monitor a patient and
predict death holds huge potential, there are some limitations that need to be
considered. First, the accuracy and reliability of machine learning models de-
pend greatly on the quality and completeness of the data collected. Ensuring
smooth data collection and addressing potential data biases will be critical to
improving the predictive capabilities of the system.

Furthermore, the deployment and integration of such a system within a
hospital environment requires careful consideration of privacy and security
concerns. Strict protocols and safeguards must be put in place to protect
patient data and ensure compliance with privacy regulations.
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In addition to the in-depth study and careful work in the field of energy
consumption, extending the life of the battery, and ensuring its operation for
the largest possible period.

In terms of future work, continued research and development efforts should
focus on improving machine learning models to enhance their predictive ac-
curacy. In addition, expanding the range of monitored parameters and in-
corporating additional sources of data, such as electronic health records, can
provide a more comprehensive patient profile for improved prediction and
personalized care.



Appendix A

Smart Bracelet to Monitor and
Track hospital patient

91
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STARTUP : SMB-Entreprise
PREVISION
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