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 ملخص 

 

في الس نوات الأخيرة، أأثارت تكنولوجيا الذكاء الاصطناعي و الأش ياء المتصلة بالانترنت الكثير من    

خاصة في مجال المنازل الذكية التي تشمل العديد من اجهزة و تطبيقات الانترنت   . من أأهم  ياءالأش  الاهتمام، 

تهدف الى جعل مهمة تنظيف الأرضيات مهمة سهلة  ميزات المنازل الذكية هي منظفات الارضيات الذكية، التي  

سريعة لى  ال   .و  ا  يهدف  الروبوت  هذا  ذكي.  ارضيات  منظف  روبوت  انجاز  هو  هو  المشروع  هذا  من  هدف 

 تسهيل الاعمال المنزلية المملة و المتعبة. 

 

اعي،  و الذكاء الاصطن  ياءالأش  تصميم روبوت منظف الأرضيات الذكي باس تغلال تقنيات الانترنت    

  هذا الجهاز س يكون باس تطاعته تنظيف الأرضيات بشكل جيد و اتخاذ اللحظة المثلى لبدء عملية التنظيف. 

و   الاصطناعي  الذكاء  البرمجة،  الروبوتات،  علم  منها  التقنية  المجالات  من  العديد  يتضمن  المشروع  هذا 

 اة اليومية. الالكترونيات. النتيجة النهائية هي حل مفيد و مبتكر لتحسين الحي

 

نترنت الأش ياء، مكنسة الأرضيات الذكية، الذكاء الاصطناعي، الروبوتيات.  : الكلمات المفتاحية    ا 



Résumé

Ces dernières années, la technologie de l’Internet des objets et l’intelligence artificielle

ont suscité beaucoup d’intérêt, notamment dans le domaine des maisons intelligentes qui re-

groupent de nombreuses applications IoT. Parmi les caractéristiques les plus remarquables de la

maison intelligente se trouvent les aspirateurs intelligents, qui visent à rendre la vie quotidienne

plus confortable en simplifiant la tâche de nettoyage des sols.

L’objectif de ce travail est de créer un aspirateur intelligent pour les sols. Ce robot de net-

toyage est conçu pour faciliter et automatiser les corvées ménagères fastidieuses et fatigantes.

La réalisation d’un projet d’aspirateur intelligent pour les sols implique la conception et

la construction d’un robot capable de nettoyer les sols de manière autonome. En exploitant la

technologie de l’IoT et de l’IA, le robot aspirateur intelligent peut nettoyer les sols parfaitement

et décider du moment optimal pour démarrer le processus de nettoyage. Ce projet nécessite

une approche multidisciplinaire, mobilisant des connaissances et des compétences dans des

domaines tels que la robotique, la programmation, l’électronique et l’IA. Le résultat final est

une solution utile et innovante qui peut améliorer la vie quotidienne en prenant soin d’une

tâche banale.

Mots clés :Internet des objets, nettoyeur de sol intelligent, intelligence artificielle, robotique.
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Abstract

In recent years, Internet of Things technology and Artificial intelligence have generated

a lot of interest, particularly in the field of smart homes which includes many IoT applications.

Among the most notable features of the smart home are smart floor cleaners, which aim to make

daily life more comfortable by simplifying the task of cleaning floors.

The goal of this work is to create a smart floor cleaner. This cleaning robot is intended to

facilitate and automate tedious and tiring household chores.

Creating a smart floor cleaner project involves designing and building a robot capable of

autonomously cleaning floors. By leveraging IoT and AI technology, the smart floor cleaner ro-

bot can clean floors adequately and can decide the optimum moment to start the cleaning pro-

cess. This project requires a multidisciplinary approach, involving knowledge and skills in fields

such as robotics, programming, electronics and AI. The Final result is a functional innovative

solution that can improve daily life by taking care of a mundane task.

keywords : Internet of things, smart floor cleaner, Artificial Intelligence, Robotics.
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General Introduction

Context

In recent years, the term "Internet of Things" (IoT) has gained significant attention, driven

by the exponential expansion of interconnected devices like smart home appliances, wearables,

and industrial machinery. By integrating these devices into the IoT framework, we can establish

intelligent, streamlined, and interconnected systems that enhance various aspects of business

operations, smart cities, healthcare, and numerous other domains.

By harnessing the power of sensors, connectivity, and automation, a smart floor cleaner

forms an integral component of the IoT ecosystem. Through the utilization of its sensors and

artificial intelligence algorithms, it maximizes its efficiency by adapting to the surrounding en-

vironment. This robotic solution exemplifies the potential of IoT technology in streamlining

domestic responsibilities and enhancing the overall quality of everyday life.

Problematic and Motivation

Throughout the course of human history, cleaning has consistently remained a laborious

and time-consuming chore. Various methods were employed to clean spaces, yet they all de-

manded significant effort. As the population grew and work commitments intensified, finding

the time to clean rooms became increasingly challenging. Consequently, the existing cleaning

system was deemed inefficient in meeting the demands of modern lifestyles.

Advancements in domains such as the Internet of Things, Artificial Intelligence, Robotics,

and Electronics serve as a driving force to develop innovative solutions that significantly en-
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hance the quality of our lives in numerous ways.

Objectives

The primary objective of this project is to develop and implement an intelligent floor-

cleaning robot that incorporates various components, including the ESP8266 microcontroller,

ultrasonic sensor, motors, and more. This autonomous mobile robot is designed to navigate

unfamiliar environments, detect and avoid obstacles, construct an occupancy grid map of its

surroundings, and accurately determine its own position within the map. Additionally by using

an Artificial Neural Network model, it is equipped with the capability to autonomously decide

the optimal timing for operation, such as when the user is away from home or workplace, or

during periods of sleep, in order to minimize chemical exposure and transform floor cleaning

into an effortless and automated task. This versatile robot is suitable for deployment in diverse

settings, including offices, homes, and industrial environments, and can be easily activated with

a simple button.

After the general introduction, the thesis will be divided into four chapters as follows :

Chapter 01 :Fundamental Concepts of Internet of Things, The initial topic covered in

this chapter is the Internet of Things, where we present its components, architecture, protocols,

advantages and challenges and finally its application domain.

Chapter 02 :Generalities about Robotics, This chapter delves into the realm of Robotics,

elucidating its conceptual framework, the navigation techniques, and the categorization of ro-

bots, with an emphasis on autonomous mobile robots to which our floor cleaning robot belongs.

Chapter 03 :System Conception, In this chapter, we will describe the system that we will

develop and explain the functioning of each part of it.

Chapter 04 :System Implementation, This chapter will present the implementation tools

and code details, as well as discuss the expected results to be obtained.

2



Chapter 1

Fundamental Concepts of The Internet of

Things
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Chapter 1 : Fundamental Concepts of The Internet of Things

1.1 Introduction

The Internet of Things (IoT) is an emerging topic that holds significant technical, economic,

and social importance. Everyday objects such as consumer products, durable goods, industrial

and public components, trucks, cars, sensors, and more are being connected to the internet and

equipped with powerful data analysis capabilities. This transformation promises to radically

disrupt the way we work, live, and entertain ourselves.

The initial topic covered in this chapter is the Internet of Things, where we present its com-

ponents, architecture, protocols, advantages and challenges. The remainder of the chapter fo-

cuses on the presentation of the application domains of the Internet of Things. To wrap up, we

conclude the chapter.

1.2 Definitions

This section defines some important terms in the field of IoT.

1.2.1 Internet of Things

The concept of "Internet of Things" or "IoT" refers to a network of objects that relies essen-

tially on electronic devices and electronic components such as sensors and electronic boards.

These objects can be physical or virtual devices, as well as sensors or actuators. Thus, these de-

vices can produce, exchange, and use data with minimal human intervention [44].

1.2.2 M2M

M2M (Machine-to-Machine) technology involves the automated and streamlined transmis-

sion of information between two or more distinct devices. Common examples include smart

meters for homes, telematics services for vehicles, asset tracking, wearable technologies, and

automated supply chain management (SCM). Although M2M technology is generally designed

to operate without manual human assistance, real-time interventions can still occur from time

to time [7].
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1.2.3 Connected Object

Connected objects, also known as connected devices or IoT devices, encompass physical ob-

jects that establish internet connectivity, enabling them to communicate and interact with other

devices or systems. These objects possess sensors, software, and network connectivity, empo-

wering them to collect and exchange data and perform a diverse array of functions. Connected

objects span from commonplace household devices such as thermostats, smart speakers, and

appliances to industrial machinery, vehicles, and wearable devices. Through their connectivity

and communication abilities, these objects facilitate remote monitoring, control, and automa-

tion, resulting in heightened efficiency, convenience, and innovation potential across multiple

domains [32].

1.3 Components of an IoT system

In an IoT system, four fundamental components play crucial roles. First, IoT sensors are ca-

pable of collecting data from the physical environment. Second, IoT gateways act as bridges

between sensor networks and cloud services. Third, cloud functions facilitate advanced analy-

tics and monitoring of IoT devices. Lastly, user interfaces provide a visible and tangible means

for users [6]. As shown in Figure 1.1.

FIGURE 1.1 – Components of Internet of Things system [6]
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1.4 Architecture of an IoT system

The architecture of IoT comprises several connected system blocks to ensure the collection,

storage, and processing of data generated by sensors in massive data warehouses, as well as the

execution of commands sent by the user via an application on the object’s actuators.

However, there is no single standard reference IoT architecture model as it encompasses a

variety of technologies [13]. A six-layer model is shown in the following Figure 1.2.

FIGURE 1.2 – Iot system architecture [13]

1.5 Communication Protocols

Several communication protocols can be used to develop IoT systems, including :

1.5.1 MQTT Protocol

MQTT protocol is used in situations where clients have minimal code footprint and are connec-

ted to unreliable or limited bandwidth networks. It is mainly used for machine-to-machine
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(M2M) connections or for the Internet of Things. MQTT was developed in 1999 to enable moni-

toring devices in the oil and gas industry to send their data to remote servers. The protocol uses a

PUSH/SUBSCRIBE topology and works over TCP/IP. MQTT is based on events, thus minimizing

data transmission [46]. Figure 1.3 summarizes the flow of information in MQTT architecture.

FIGURE 1.3 – MQTT Protocol [49]

1.5.2 AMQP Protocol

AMQP (Advanced Message Queuing Protocol)is a messaging protocol that serves as an al-

ternative to expensive Message Oriented Middleware (MOM) products in the world of IoT. It

works similarly to MQTT, but replaces the publish/subscribe concept with producer/consumer.

Through its "exchange" mechanism, AMQP allows messages to be routed from a producer to

multiple topics using various criteria. This means that multiple consumers can consume the

same message through different topics [31]. As shown in Figure 1.4.

FIGURE 1.4 – AMQP Protocol [3]
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1.5.3 CoAP Protocol

CoAP (Constrained Application Protocol) is a Web transfer protocol optimized for constrai-

ned networks and devices used in wireless sensor networks to create the Internet of Things. It

allows managing the resources of communicating objects and sensors identified by URIs, using

a client-server interaction model based on exchanging requests-responses and methods similar

to the HTTP protocol [8]. Figure 1.5 illustrates more details.

FIGURE 1.5 – CoAP Protocol [37]

1.5.4 HTTP Protocol

The Hypertext Transfer Protocol (HTTP) is an application-level protocol that provides the ne-

cessary speed and lightness for distributed, collaborative, hypermedia information systems. It

is an object-oriented, stateless, and generic protocol that is suitable for various tasks, including

distributed object management systems and name servers, by extending its request methods.

HTTP is characterized by its ability to type data representation, which enables systems to be

built independently of the transferred data [26]. Figure 1.6 shows HTTP protocol’s architecture.
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FIGURE 1.6 – HTTP Protocol [16]

1.6 Main Characteristics of IoT

The key characteristics of IoT are as follows [36] :

1. Interconnectivity

refers to the ability of devices and systems to communicate and exchange data with each

other. This allows for seamless integration and automation of various processes. Intercon-

nectivity is facilitated through the use of common communication protocols and stan-

dards.

2. Connectivity

refers to the compatibility and accessibility of the network.Where accessibility is the abi-

lity to access a network while compatibility provides the shared capability to consume and

produce data.

3. Heterogeneity

In the IoT, devices are heterogeneous, using different hardware platforms and networks.

These devices can communicate with each other or service platforms through a variety of

networks.

4. Dynamic change

The status of devices is dynamic, meaning they can change between sleeping and waking

up, as well as being connected or disconnected. Additionally, the context of devices, such

as number, location and speed, can also vary.
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5. Thing-related services

With the help of IoT, we can provide thing-related services while adhering to the limita-

tions of the things themselves. This includes ensuring semantic consistency and confi-

dentiality protection between physical things and their corresponding virtual representa-

tions.

6. Massive scale

The number of devices that require management and communication with one another in

IoT will be at least ten times greater than the devices currently connected to the Internet.

7. Security

Establishing a comprehensive security system for IoT is crucial to ensure the protection of

personal data and the physical well-being of both creators and recipients.

1.7 Advantages and Challenges of Internet of Things

The Internet of Things offers numerous advantages in our day-to-day lives. However, it also

presents various challenges. In this section, we will discuss in detail these two controversial as-

pects.

1.7.1 Advantages of Internet of Things

The Internet of Things provides several advantages for individuals, businesses, and society at

large. One of its main benefits is its capacity to improve efficiency, and productivity, and save

on costs and efforts. Additionally, it enhances decision-making and provides more personalized

experiences. Furthermore, IoT devices can increase safety and security as they can detect and

alert individuals or systems to potential hazards or threats. Besides, IoT technology can reduce

waste and improve sustainability by optimizing resource usage and minimizing environmental

impacts. Ultimately, the IoT has the potential to revolutionize the way we live, work, and interact

with each other and our surroundings [23].
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1.7.2 Challenges of Internet of Things

While the Internet of Things presents numerous advantages, there are also several challenges

that need to be addressed [24].

— a. Resources limitations

Resource limitation is one of the critical challenges associated with the Internet of Things.

This includes computational limitations due to their low-power processors and slow CPUs,

memory limitations due to the lack of sufficient storage space and finally energy limita-

tions due to the use of small and low-power microcontrollers and sensors in IoT devices

and the limited availability of power sources.

— b. Scalability

As the number of IoT devices connected to the network increases exponentially, and more

services are added to IoT application platforms, the developed solutions struggle to keep

up with the system requirements. It is therefore crucial to design the right architecture and

systems capable of providing the necessary scalability to handle the anticipated growth.

— c. Security and privacy

Security is a significant challenge in IoT due to the large number of connected devices

that creates a complex and diverse attack surface, making it difficult to secure them all

adequately and the limited processing power and memory of IoT devices that makes them

more susceptible to security breaches.

— d. Data manipulation

Data management will pose a major challenge for the further expansion of IoT, given the

addition of numerous new applications and a vast number of devices.

— f. Price

It is important to consider the cost of backend servers required to process the data col-

lected by sensors. This cost will depend, of course, on the type and quantity of data being

collected and the number of sensors responsible for data collection. Software costs should

also be taken into account, both for the servers and for the sensors themselves.
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1.8 Application Domains of Internet of Things

IoT has a wide range of application domains across various industries such as health care,

agriculture, security and home automation. These domains will be detailed in this section [38] :

1. Health care : Hospitals worldwide are increasingly adopting the Internet of Things to en-

hance productivity and improve patient care. They utilize connected devices such as X-ray

and imaging machines, connected monitors, energy meters, and more.

2. Digital revolution in response to energy imperatives :In the energy sector, the Internet

of Things addresses major challenges such as depletion of natural resources, increasing

global energy demands, market price volatility, and labour shortages.

3. Agriculture :The rapid growth of the global population, changes in dietary habits, and cli-

mate disruptions are three major factors that make modern agriculture a daily challenge,

among others. IoT enables farmers to automate their farming practices, thereby increa-

sing production efficiency. Additionally, IoT has allowed farmers to gain a better unders-

tanding of different crops and the environmental factors that influence their agricultural

productivity.

4. Road safety : Connected cars have become particularly popular in recent years and play

a crucial role in enhancing road safety. Thanks to the digital revolution, the automotive

industry has seen unprecedented opportunities.

Numerous devices have been developed for connected cars, including :

- Autonomous emergency call systems.

- Dashboards synchronized with smartphones.

- Dedicated applications on digital platforms.

5. Smart Cities : Cities, also known as "smart cities" or "connected cities," are undergoing

their digital transformation to tackle the challenges of modern society. Urban planning,

economy, and sustainable development are major concerns for the cities of tomorrow,

which must meet the needs of a growing population with increasingly limited resources.

6. Smart homes : The term "Smart Home" refers to a practical home arrangement in which

devices and appliances can be remotely controlled from anywhere with an internet connec-
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tion, using a mobile device or another networked device. The various devices in the Smart

Home are connected via the internet, enabling the user to remotely control various func-

tions such as home security, temperature, lighting, and home entertainment. A variety of

robots are employed to assist with these tasks. Here are some examples :

— a.Security robots : Security robots, equipped with cameras and sensors, can detect move-

ments and sounds. They can be programmed to patrol the house and alert homeowners

in case of potential threats.

— b.Entertainment robots : Entertainment robots are used for leisure activities such as playing

music, displaying videos, or controlling smart televisions.

— c.Personal assistant robots : Personal assistant robots are designed to assist with daily

tasks such as setting reminders, making phone calls, and sending messages. These robots

are equipped with voice recognition and natural language processing capabilities, allo-

wing users to interact with them through spoken commands or prompts.

— d.Smart home hubs : Smart home hubs serve as the central control unit for a smart home.

They can be programmed to control various devices and equipment in the house, such as

thermostats, lights, and security systems.

— e.Cleaning robots : Cleaning robots are specifically designed to perform various cleaning

tasks autonomously, using sensors and navigation systems that allow them to avoid obs-

tacles while cleaning. Cleaning robots can be a valuable aid for individuals with limited

time or physical capabilities to regularly clean their homes. They can also be used in pro-

fessional environments such as offices and hotels to maintain clean workspaces. Here are

a few examples of cleaning robots :

-Toilet scrubbing robot.

-Laundry-folding cabinet.

-Mobile refrigerator.

-Home organization robot.

-Window-washing robot.

-Self-cleaning oven.

-Smart vacuum cleaner.
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-Smart floor cleaner (mop).

The following Figure 1.7 summarizes the most popular application domains of IoT.

FIGURE 1.7 – Application domains of IoT [39]

1.9 Conclusion

This chapter has delved into the fundamental concepts of the Internet of Things, beginning

with an elucidation of the salient terminologies, followed by an explication of the constituent

components and architecture of IoT systems. Subsequently, expounded on IoT key characteris-

tics and explored the prevalent protocols in its applications. Then identified and discussed the

various advantages and challenges that IoT systems present. Finally, it examined the domains

of application of the Internet of Things, with a particular focus on the utilization of robotics in

smart homes, particularly cleaning robots, which serves as the principal context of this project

that aims to propose a prototype of a smart floor cleaning robot.

The upcoming chapter will delve into the realm of robotics with a particular emphasis on the

cleaning robot.
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2.1 Introduction

Robotics is an intriguing and swiftly developing discipline that integrates engineering, com-

puter science, and artificial intelligence to create, construct, and implement machines that have

the ability to independently perform tasks or work alongside humans. These machines, com-

monly referred to as robots, are designed to replicate human actions, senses, and cognitive abi-

lities, allowing them to engage with the real world and execute intricate tasks with accuracy and

effectiveness.

This chapter delves into the realm of Robotics, elucidating its conceptual framework and ex-

pounding on the intrinsic nature of robots along with their operational dynamics. Subsequently,

an exploration ensues, shedding light on the navigation techniques employed by robots to na-

vigate unfamiliar terrains. The discourse then gravitates towards the categorization of robots,

with an emphasis on autonomous mobile robots to which our floor cleaning robot belongs.

A comprehensive dissection of cleaning robots, specifically floor-cleaning robots, follows suit.

Culminating the chapter, a compendium of related works pertaining to our project is presented,

and then we wrap up with a conclusion.

2.2 Robotics

Robotics is an interdisciplinary field that benefits from mechanical engineering, electrical

and electronic engineering, computer science, cognitive sciences, biology, and many other dis-

ciplines. Robotics is the art, knowledge base, and know-how of designing and using robots in

human activities.A robot is a programmable machine that can perform a range of automated

tasks, typically controlled by a computer program or an electronic circuit and it can be equip-

ped with intelligence to form an intelligent robot [34].

2.3 Functioning of Robots

Robots are artificial devices specifically designed to perform a variety of tasks with high pre-

cision and accuracy. They are typically equipped with a mechanical body, sensors, actuators,
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and a control system. Sensors are used for the robot to perceive its environment, while actua-

tors enable the robot to interact with the world through physical movements. The control sys-

tem utilizes programs and algorithms to guide the robot’s actions and decisions [29]. Figure 2.1

summarizes the functioning of robots.

FIGURE 2.1 – Functioning of a robot [29]

2.4 Mapping and navigation

In robotics, mapping and navigation are two key elements. Mapping is the process that allows

creating a representation of the robot’s environment using sensors and algorithms. Navigation,

on the other hand, aims to find a continuous path connecting the robot from its initial configu-

ration to a desired final configuration within that environment. The figure below illustrates the

navigation mechanism of mobile robots.

2.4.1 Mapping

In robotics, mapping involves creating a representation of the environment that allows the

robot to navigate and interact with its surroundings. This operation requires the use of sensors

to collect data about the environment, which are then processed to create a map. Mapping is

a crucial element in many robotic applications, including autonomous vehicles, mobile robots,

and drones. By creating an accurate map of the environment, a robot can navigate more effi-

ciently and avoid obstacles, enabling it to accomplish tasks more quickly [47]. There are several

commonly used map representations in robotic systems, including Point Cloud maps, Geome-

tric maps, and Occupancy Grid maps. Each map type serves a specific purpose in capturing and

representing the environment [10]. Figure 2.2 shows the most known map types.
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FIGURE 2.2 – Types of maps [10]

2.4.2 Navigation

Navigation in robotics pertains to empowering a robot to strategize and implement its mo-

tions with the purpose of accomplishing predefined objectives within its operational surroun-

dings. This process encompasses tasks such as ascertaining the robot’s position and generating

a path or trajectory that facilitates reaching a target destination or fulfilling a particular task. [1]

In robotics, a diverse range of navigation techniques exists, here highlighted some of the most

commonly utilized ones :

1. Systematic Navigation :Systematic navigation is a navigation approach employed by au-

tonomous mobile robots and intelligent systems to explore and traverse unfamiliar envi-

ronments in a methodical and effective manner. Within systematic navigation, the robot

adheres to a predefined algorithm or strategy to systematically explore the surroundings.

This typically involves leveraging sensors and other data inputs to make informed deci-

sions regarding movement and obstacle avoidance [30].

2. Reactive Navigation : Reactive navigation entails instantaneous and real-time reactions

to the robot’s environment. By leveraging sensor feedback, the robot can promptly adapt

and modify its movements as necessary. Reactive navigation commonly employs tech-

niques such as obstacle avoidance and reactive behaviors to enable dynamic navigation

and collision avoidance [5].

3. Global Path Planning :Global path planning focuses on identifying the most efficient path

from an initial position to a target location within the environment. This process takes

into account various factors such as obstacles, robot capabilities, and objectives to gene-

rate a path that minimizes distance, circumvents obstacles, and optimizes other relevant
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criteria. Commonly employed algorithms for global path planning include A* (A-star) and

Dijkstra’s algorithm. These algorithms analyze the environment’s characteristics to deter-

mine the optimal route for the robot to follow [48].

2.5 Types of Robots

The types of robots can vary based on their application, functionality, and the environment

in which they operate. We will mention them in this section.

2.5.1 Autonomous Mobile Robots

Autonomous Mobile Robots (AMRs) move throughout the world and make near real-time

decisions as they navigate. Technologies such as sensors and cameras help them gather infor-

mation about their environment. Embedded processing equipment assists in analyzing the data

and making informed decisions, whether it’s avoiding an approaching worker, precisely selec-

ting the right package, or choosing a suitable surface to disinfect. These are mobile solutions

that require limited human input to perform their tasks [45].

2.5.2 Articulated Robots

Also known as robotic arms, articulated robots are designed to mimic the functions of a hu-

man arm. The term "humanoids" is used to identify robots that perform human-centric func-

tions and often take forms similar to humans. They use many similar technological components

as AMRs to detect, plan, and act when performing tasks such as providing directions or offering

concierge services [27].

2.5.3 Cobots

Cobots, also known as collaborative robots, are designed to work alongside or directly with

humans. While most other types of robots perform their tasks independently or in strictly iso-

lated work areas, cobots can share spaces with workers to assist them in accomplishing more.
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They are often used to eliminate manual, dangerous, or tedious tasks from daily workflows. In

some cases, cobots can operate by sensing and learning from human movements [11].

2.5.4 Hybrid Robots

Different types of robots are often combined to create hybrid solutions capable of handling

more complex tasks. For example, an AMR can be combined with a robotic arm to create a robot

capable of manipulating packages within a warehouse. As more functionalities are combined

into unique solutions, computational capabilities are also consolidated [25].

Figure 2.3 shows a few examples.

FIGURE 2.3 – Robots Types [12]

2.6 Technological Advancements That Impact Autonomous Mo-

bile Robots

The technological advancements that have had a significant impact on the evolution of Au-

tonomous Mobile Robots (AMRs) include [15] :
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2.6.1 Hardware

1. Sensors : AMRs are typically equipped with a wide range of small, cost-effective, and energy-

efficient sensing technologies that provide input data for autonomous navigation.

2. Locomotion : The locomotion mechanism of robots refers to how autonomous mobile

robots move in their environment. Unlike fixed robot arms, AMRs are designed to move

freely and navigate through various types of terrain, including indoor environments, out-

door spaces, and areas with obstacles or uneven surfaces.

3. Batteries : A limited battery capacity and long charging times were weaknesses of AGVs

that reduced their performance, usability, and computational power. Higher energy ca-

pacity and improvements in charging methods, ranging from conventional plug-in power

supplies to wireless energy transmission, have a significant impact on AMR battery ma-

nagement.

4. Manipulation equipment : By combining AMRs with various manipulation equipment

into a single unit, new services and material handling operations can be achieved.

5. Processing devices : AI-focused processor architectures such as Intel Nervana, NVIDIA

Xavier, and Kneron AI SoC have an impact on the operational level of decision-making

in today’s AMRs. The computation of complex decisions enables new ways of dynamic

routing and scheduling, navigation and classification, as well as an appropriate reaction

to obstacles.

2.6.2 Software

1. Simultaneous Localization and Mapping (SLAM) : SLAM, which is a supporting techno-

logy for real-time navigation, encompasses the two activities of creating detailed maps of

the environment and calculating the position of an AMR on a map.

2. Motion planning : Motion planning is an essential part of vision-based guidance systems

and equipment manipulation. By utilizing input data from the environmental represen-

tation, the motion planner can calculate the size and dynamics of the robot, as well as a

feasible and collision-free path from the initial point to the final position.
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3. Artificial Intelligence : Enabled by hardware advancements, AI techniques can be applied

to assist AMRs in both navigation and service delivery.

2.7 Cleaning Robots

Current research focuses on creating robots to assist humans in their daily lives. A new ge-

neration of robots is being developed to coexist with humans and provide services in homes,

workplaces, and public spaces. Automated cleaning robots that belong to the autonomous mo-

bile robots can be used to autonomously clean floors, pools, lawns, and windows, even in the

presence of obstacles. The following Figure 2.4 shows some examples of these robots.

FIGURE 2.4 – Cleaning Robots [21]

2.7.1 Types of Cleaning Robots

There are various types of cleaning robots, each developed for specific cleaning tasks. Here

are a few examples [21] :

1. Window Cleaning Robots

Designed to automatically clean windows, glass walls, and other flat surfaces, window

cleaning robots are specialized robotic devices that require no human intervention. They
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often utilize suction or magnetic technology and need to be lightweight, small, compact,

and easily transportable, an example is shown in Figure 2.5.

FIGURE 2.5 – Window Cleaning Robots [28]

2. Lawn Mowing Robots

Lawn mowing robots are autonomous devices specifically designed to mow and maintain

lawns without the need for human intervention. With integrated sensors, these robots can

detect the boundaries of the lawn as well as obstacles, and they can be programmed to

work at specific times. They are powered by a battery, and their cutting system uses blades

or wires to trim the grass. A lawn mowing robot is shown in Figure 2.6.

FIGURE 2.6 – Lawn Mowing Robots [43]

3. Floor Cleaning Robots

Floor-cleaning robots are autonomous devices designed to clean floors without human

intervention. They use sensors to detect obstacles and map the cleaning area, and have

various cleaning functions such as vacuuming, brushing, mopping, or sweeping. They are

widely used in homes, offices, and public spaces to maintain cleanliness and hygiene. An

example is presented in Figure 2.7.
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FIGURE 2.7 – Floor Cleaning Robots [17]

2.7.2 Types of Floor Cleaning Robots

There are several types of floor-cleaning robots available today that can make this task much

easier and more efficient. In this discussion, we will explore some of the most common types.

1. Robotic Vacuum Cleaners

Robotic vacuum cleaners, also known as robot vacuums, are a popular type of floor-cleaning

robot. These robots use a suction technique that combines powerful suction and brushes

to remove dirt, dust, and debris from floors and carpets. Most robot vacuums are equip-

ped with a strong motor and a high-efficiency filter that can capture even the smallest

particles [18].

2. Robotic Mop A robotic mop, also known as a sweeping or mopping robot, is another type

of floor-cleaning robot. This device uses a cleaning technique that involves rotating and

back-and-forth movements to scrub and wipe the floor. Cleaning pads or a water tank

with a cleaning solution are used to make the cleaning process more effective [20].

3. Scrubbing Robot

A scrubbing robot is designed to deep clean floors using a combination of rotating brushes

or scrub pads and a water tank. The brushes or pads spin at high speeds, creating a scrub-

bing motion that can effectively remove dirt and tough stains [51].

4. Pool Cleaning Robots

Pool cleaning robots are specifically designed to clean swimming pools autonomously.

They utilize a combination of brushes, filters, and water jets to scrub the walls and floor

of the pool, collect debris, and circulate the water to maintain a clean and hygienic swim-

ming environment [9].
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Some of the floor cleaning robot types are exhibited in Figure 2.8.

FIGURE 2.8 – Types of Floor Cleaning Robots [17]

2.8 Related Works

In [52], The authors proposed a smart floor-cleaning robot developed using a combination

of techniques, hardware, and software. The development process followed Pressman’s research

and development methodology, which involved analyzing, designing, implementing, and tes-

ting the robot. The hardware components included an Omni-wheel system for navigation, a

vacuum cleaner for dust cleaning, and a floor polishing motor. The robot’s movements and

actions were controlled by an Arduino microcontroller, while its software utilized a Bluetooth

communication system for control via an Android smartphone. This integration of hardware

and software enabled the robot to autonomously navigate, avoid obstacles within a 15 cm range,

and efficiently clean different types of dirt, leaving less than 20 percent of dirt on the floor. The

creation of this robot contributes to robotics advancements and provides valuable insights for

automated floor cleaning systems.

In [1], the proposed system consists of an Arduino Mega, 3 ultrasonic sensors (one at the

front and the other two on the left and right), two geared DC motors, a motor driver, an LCD

screen, a GSM module, and a vacuum pump. The Arduino Mega controls all the processes to

be performed in the system. The ultrasonic sensors are used to calculate the distance between

the obstacle and the system. The geared DC motors are driven by the motor driver (L293D) to
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control the robot. The GSM module is used to transmit commands via the cellular network. The

system can be started and stopped by sending a message from a mobile phone. The vacuum

pump is used to suction impurities from the floor. The LCD screen is used to display the sys-

tem’s status.

In this article [19], an automatic vacuum cleaner is designed. It consists of an RC car to which

a vacuum cleaner is attached. An ultrasonic sensor is attached to the front of the car, which is

used to measure the distance if an obstacle is detected. If an obstacle is detected, the car changes

direction according to the code. The vacuum cleaner consists of a CPU fan that runs on battery

power. At the front of the vacuum cleaner, a hose is attached to suction dust from the floor.

The vacuum cleaner has space to collect the dust. Once it is filled, it needs to be removed and

cleaned manually. The vacuum cleaner will be carried on the RC car, and the wheel direction

depends on the code uploaded to the Arduino.

2.9 Conclusion

In this chapter, we delved into the fundamental aspects of robots, encompassing their defi-

nition, operational principles, and navigation techniques. We also explored the diverse types of

robots that exist in the field. Additionally, we provided an overview of the current state-of-the-art

in robotics, accompanied by a concise analysis of relevant works related to our project. Through

this exploration, we established the hierarchical positioning of our smart floor cleaning robot,

as it falls within the category of autonomous mobile robots, further sub-classified as cleaning

robots, and ultimately specialized as a floor cleaning robot.

Looking ahead to the upcoming chapter, we will delve into the conception of our project,

elucidating the methodologies and techniques employed in the development of our prototype.
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3.1 Introduction

This chapter delves into the conception of the proposed Autonomous mobile cleaning floors

robot, addressing its design, both at a general and detailed level. The objective is to provide a

comprehensive understanding of the operational mechanisms employed by the robot.

Topics covered include the techniques and equations utilized to create an accurate occu-

pancy grid map representing the robot’s environment, as well as the navigation strategies Sys-

tematic navigation, Self-Organizing Maps and A star, the Artificial Neural Network model inte-

grated into the robot. To enhance comprehension, these algorithms and techniques are illus-

trated through diagrams that depict the operating principles of the device. Lastly, the chapter is

concluded by summarizing the key insights obtained throughout the work.

3.2 General Architecture

This section, presents the general architecture of the proposed system, as shown in Figure

3.1.

FIGURE 3.1 – General architecture

This architecture aims to enable users to control and monitor the floor cleaner through a

mobile application.

1. Mobile Application : It serves as a user interface to control the intelligent floor cleaner in

two modes, manual starting and automatic starting.

2. Server :It is a key element of the architecture that enables the communication between
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the mobile application and the intelligent floor cleaner. You can send commands from

the mobile application to the robot and receive data from the robot’s environment and

display it on the mobile application.

3. Robot :The smart floor cleaner is equipped with sensors capable of detecting obstacles

and perceiving the environment and also a control system to manage the movement and

cleaning functions.

3.3 Detailed architecture

The robot consists of five necessary modules, each with its own role. The first is a perception

module that provides data about the robot’s environment. This information is then sent to the

processing module, which controls everything in the system, particularly the motion module,

which is responsible for directing and moving the robot. All these modules communicate via the

communication module and draw their power from a rechargeable power bank. The following

Figure 3.2 illustrates the detailed architecture of the system.

FIGURE 3.2 – Detailed architecture of the system.
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3.3.1 Perception Module

This module consists of a stepper motor and an ultrasonic sensor. It is responsible of the

environment’s perception. The ultrasonic sensor is used to measure the distance between the

robot and surrounding objects. The motor enables the sensor to rotate 360 degrees, providing

a panoramic view of the environment. These information are used to map the environment in

which the robot is located and determine whether it can navigate a given path or not. Additio-

nally, this module involves a PIR (motion and movement sensor) and a KY-037 (sound sensor) ;

sensors that provide data used in the decision-making model.

3.3.2 Movement Module

This module consists of two motors and is responsible for managing the movements and dis-

placements of the robot. It works closely with the processing module, which utilizes the infor-

mation processed by the perception module to guide the robot towards comfortable positions

while avoiding obstacles in its path.

3.3.3 Processing Module

This module is considered the brain of the robot as it is responsible for managing all the other

modules. It consists of two esp8266 nodes in communication.

3.3.4 Energy Module

In this project, it is necessary to have a reliable power source to ensure the proper functioning

of the system. For this purpose, we have chosen to use a power bank.

In addition to the communication protocols which consist of EspNow, HTTP and TCP/IP.
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3.4 Methodologies

This section encompasses the methodologies employed to ensure the good functionality and

performance of the robot.

3.4.1 Mapping and localization

By utilizing mapping and localization, the robot can create a map of its environment and

localize itself on that map. This enables the robot to navigate accurately in unknown environ-

ments, avoid obstacles, and plan routes efficiently.

3.4.1.1 Mapping

To provide the robot with a comprehensive environmental perception, an ultrasonic sensor

is integrated with a stepper motor capable of 360° rotation. The sensor emits ultrasonic waves

and utilizes the time-of-flight principle to measure the duration it takes for the waves to reflect

off objects. By applying the following formula :

Di st ance = Speed of Sound Waves×Time of Flight

2

This mechanism grants the automaton the ability to perceive its surroundings and make deci-

sions based on the obtained distance measurements.

The distances obtained from the ultrasonic sensor are stored in a JSON (JavaScript Object

Notation) file and then transmitted to a computer acting as a server.

By leveraging the distance measurements obtained from the JSon file and the cosine and sine

functions a grid comprising binary values is constructed. In this grid, each cell is assigned a va-

lue of "1" if it is occupied by an obstacle, and "0" if it is unoccupied. Figure 3.3 below gives more

details.
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FIGURE 3.3 – Mapping Mathematical Model

The Algorithm presented below provides a summary of how the environment is represented

in the grid for one rotation.
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Algorithm 1 Obstacles presentation algorithm
/* gather data and store it in a json file*/

For degree from 0° to 360° do

Distance = (SpeedOfSoundWaves × TimeOfFlight) / 2

JSon file ← Distance ;

End for ;

/* present obstacles in a grid */

For each row in Grid do

For each column in Grid do

If (distance ≤ threshold) then

If (deg r ee ≤ 90) or (deg r ee > 180anddeg r ee ≤ 270) then

y=int(diameter*math.cos(angle) ;

x=int(diameter*math.sin(angle) ;

If (deg r ee ≤ 90) then

SetGr i d [posx − y][x +posy ] to 1;

else

SetGr i d [posX + y][posY −x]to1;

If (deg r ee > 90 and deg r ee ≤ 180) or(deg r ee > 270anddeg r ee ≤ 360) then

y=int(diameter*math.sin(angle)) ;

x=int(diameter*math.cos(angle)) ;

If (deg r ee > 90 and deg r ee ≤ 180)

SetGr i d [posX + y][x +posY ] to 1;

else

SetGr i d [posX − y][posY −x] to 1;

else

SetGr i d [r ow][column] to 0 //Unoccupi ed ;

End for ;
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3.4.1.2 Localization

In order to accurately localize and trace the path taken by our robot, the following method is

utilized : First, set the motor’s speed to a constant value of 10 units. Next, calculate the distance

covered in a single rotation by leveraging the diameter of the wheels and every movement done

by the robot is sent to the server to follow its positions.

The Algorithm presented below illustrates the systematic process employed to construct the

occupancy grid map of the robot’s environment.

Algorithm 2 Algorithm of occupancy grid map
/* creating the occupancy grid map */

For each row in mapGrid do

For each column in mapGrid do

If (mapGr i d [r ow][column]i s 0) then

SetColor of [row][column] to white ; // unccupied

If (mapGr i d [r ow][column]i s 1) then

SetColor of [row][column] to black ; // occupied

If (mapGr i d [r ow][column]i s 2) then

SetColor of [row][column] to red ; // robot’s position

If (mapGr i d [r ow][column]i s 3) then

SetColor of [row][column] to green ; //discovered

If (mapGr i d [r ow][column]i s 4) then

SetColor of [row][column] to grey ; // undiscovered

End for ;

End for ;

3.4.2 Navigation

To bestow the robot with autonomous navigation capabilities, the known "grid-based navi-

gation" method is used, a prominent type of systematic navigation elucidated in the preceding

chapter. This section delves into the details of applying this technique to optimize the robot’s

efficiency in performing room cleaning operations.
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The following depiction 3.4 showcases the systematic exploration of a room employing the

grid-based navigation paradigm.

FIGURE 3.4 – Robot behaviour

Now, when the robot encounters an obstacle, it faces two distinct scenarios. The first scena-

rio is when the dimensions of the obstacle are smaller or equal to those of the robot. The second

scenario occurs when the dimensions of the obstacle surpass the dimensions of the automaton.

The following Schema 3.5 shows the robot’s behavior in these two cases :

FIGURE 3.5 – Robot’s behavior facing obstacles
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To elucidate the total behaviour of the proposed device following algorithmic procedure is pre-

sented.

Algorithm 3 navigation algorithm
While (r obot posi t i on ̸= t ar g et ) do

/*Check if the adjacent grid cell is reachable and free of obstacles*/

If (reachable and free) then

Move the robot to the adjacent grid cell ;

Update the robot’s position in the grid-based map;

else

If (Di mensi onO f Obst acle ≤ Di mensi onO f Robor ) then

Stop the robot’s forward movement;

Adjust the robot’s direction to move around the obstacle ;

else

Stop the robot’s forward movement;

Adjust the robot’s direction to move along with the obstacle ;

Adjust the robot’s direction to move around the obstacle ;

End If ;

End If ;

End While;

3.4.3 Uncleaned Spots Treatment

Usually, during the robot navigation, the robot leaves behind certain uncleaned spots. The

Figure 3.6 illustrates this issue :
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FIGURE 3.6 – Robot Leaving Uncleaned Spots

3.4.3.1 Self-Organizing Maps Algorithm

To address this challenge, the Self-Organizing Maps (SOM) algorithm is employed. Which

is an unsupervised learning and data visualization algorithm within artificial neural networks.

Its purpose is to organize and represent high-dimensional data in a lower-dimensional space,

all while maintaining the topological relationships between data points. This is accomplished

by training a grid of neurons to recognize various input patterns, effectively grouping similar

patterns and creating clusters [33].

The following pseudo Algorithm shows the way we took advantage of the SOM algorithm to

find relations with the shortest distances between the uncleaned spots :

37



Chapter 3 : System Conception

Algorithm 4 Self Organizing Maps
function InitializeSOM(size) :

Create a SOM grid with size x size nodes;

Initialize the weight vectors for each node randomly ;

Set the initial learning rate and neighborhood radius ;

Set the maximum number of iterations;

functionTrainingSOM() :

Repeat until convergence

For each iteration do

Select robot’s position node from the tour ;

Find the best matching unit (BMU) in the SOM for the se-

lected node ;

Update the weights of the BMU and its neighboring nodes ;

Adjust the weights using the learning rate and neighborhood function;

Update the tour ;

function OutputSOM() :

Output the final SOM tour ;

function SOM(size,nodes) :

InitializeSOM(size) ;

TrainingSOM() ;

OutputSOM() ;

3.4.3.2 A* Algorithm

After employing the Self-Organizing Map (SOM) algorithm to discover the shortest path bet-

ween the uncleaned spots, the A* algorithm is utilized to discover the shortest path from a spot

to the next spot in the map.
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Algorithm 5 A* algorithm
Function A* (start, goal) :

Initialize the open list ;

Initialize the closed list ;

g Scor e[st ar t ] ← 0 //Act aul cost ;

f Scor e[st ar t ] ← g Scor e[st ar t ]+heur i st i c(st ar t , g oal );

Add the st ar t i ng node on the open l i st ;

While the open list is not empty do

f i nd the node wi th the l east f on the open l i st ;

pop the node o f f the open li st ;

g ener ate the node ′s successor s;

set successor s par ent s to node;

For each successor do

If (successor i s g oal )then

Stop search;

else

gScore(successor)=gScore(node) + distance between successor and node ;

hScore(successor)=distance(goal, successor) ;

fScore(successor) = gScore(successor) + hScore(successor) ;

End for ;

push node on the closed list ;

End while;

The Algorithm provided below outlines the sequential steps for transitioning from one cell to

another based on the A* algorithm results, specifically for a single direction. It ensures consistent

treatment in all directions.
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Algorithm 6 Direction algorithm
Function di r ect i on(x, y,newx ,newy ,or i ent ati on, path) :

if (orientation is "forward") then

if(x = newx)then

if(y +1 = newy )then

orientation ← "r i g ht";

append"r i g ht"and" f or w ar d"topath;

if(y −1 = newy )then

orientation ← "le f t";

append "left" and "forward" to path;

if(y = newy )then

if (x-1 = newx)then

orientation ← " f or w ar d";

append "forward" to path;

if (x+1 = newx)then

orientation ← "backw ar d";

append "forward" and "right" to path;

return (orientation,path)

3.4.4 Adaptive Mop Lifting Mechanism

The adaptive mop lifting mechanism incorporated in the smart floor cleaner is a key feature

that enhances its cleaning efficiency. When the robot comes to a halt to perceive the environ-

ment or when it detects a previously cleaned area based on its previous journey, it lifts up its

mops, avoiding redundant cleaning and conserving energy. This mechanism is done by the use

of two vector springs that are pushed by a servo motor. The following Algorithm explains this

process.
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Algorithm 7 Adaptive mop lifting mechanism algorithm
While not completely cleaned

if robot is stopped to perceive Or spot is already cleaned

lift mops

else :

lower mops

end if

end while

3.4.5 Artificial Neural Network Model

To empower autonomous determination of the optimal timing for initiating mopping tasks,

intelligent decision-making capabilities are integrated. This is achieved through the incorpora-

tion of a PIR sensor for motion detection and a KY-037 sound detection sensor, supported by

the implementation of an Artificial Neural Network (ANN) model.

The ANN is trained using a comprehensive dataset that encapsulates various aspects of the

user’s routine. This dataset includes the weekday, monthday, month, hour, sleep status, vacation

status, volume, and location (inside or outside).

The Artificial Neural Network (ANN) model utilizes the given dataset as input. With its in-

tricate architecture, the model effectively analyzes the dataset to determine whether it should

initiate the cleaning process. The following Schema 3.7 shows the model’s architecture :

FIGURE 3.7 – ANN Model Architecture
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3.5 UML Diagrams

In this section, detailed UML diagrams are presented to provide a comprehensive understan-

ding of the proposed system.

3.5.1 Use Case Diagram

Figure 3.8 presents a use case diagram to outline the key functionalities and interactions of

the system.

FIGURE 3.8 – Use Case Diagram
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3.5.2 Sequence Diagram

In this section sequence diagram is exhibited to provide a clear and concise illustration of

the system’s execution flow and the collaboration between components that was divided into 4

sub-diagrams.

• Figure 3.9 shows the first sub-diagram that illustrates the starting and the environment

perception phase.

FIGURE 3.9 – System Starting and Environment Perception Diagram

• Figure 3.10 shows the second sub-diagram that demonstrates the mapping and localiza-

tion in addition to the obstacle avoidance phase.
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FIGURE 3.10 – Mapping and Localization and Obstacle Avoidance Diagram

• Figure 3.11 displays the third sub-diagram that shows the robot’s behaviour when it doesn’t

face any obstacle.
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FIGURE 3.11 – No Obstacle Case Diagram

• The Figure 3.12 depicts the fourth sub-diagram that exhibits the robot’s behaviour when

cleaning the uncleaned spots it leaves behind.
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FIGURE 3.12 – Uncleaned Spots Phase Diagram

3.6 Conclusion

In conclusion, this chapter has provided a comprehensive overview of the conception and

design of our system. We have explored the general and detailed architecture of our project,

delving into the operational mechanisms of our robot. The discussion encompassed a range of

topics, including the techniques and equations used to create an accurate map of the robot’s

environment, the navigation algorithms employed, and the integration of intelligence into our

robot. Through the use of diagrams, we have visually illustrated the operating principles of our

robot, enhancing understanding. Accordingly, in this chapter, we have gained valuable insights
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into the intricacies of the proposed system, setting the stage for further exploration in the sub-

sequent chapter by delving into the practical implementation of the designed system.
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4.1 Inroduction

In the preceding chapter, a comprehensive overview of the system design was offered, del-

ving into the intricacies of each step individually. Building upon that foundation, this chapter

elucidates the key programs, tools, programming languages, and libraries employed during the

project implementation. Furthermore, showcases the hardware components utilized and offers

illustrative code examples. To culminate, it presents compelling results attained through the en-

deavors.

4.2 Development Environments

This section provides an overview of the programming languages, frameworks, and develop-

ment tools utilized in the proposed project.

4.2.1 Programming Languages and Frameworks

The programming languages and frameworks used are presented as follows.

4.2.1.1 Python

Python is an object-oriented, high-level, open-source programming language that empha-

sizes code readability and ease of use. It was created in the late 1980s by Guido van Rossum.

Python is widely used in various domains, including web development, standalone software de-

velopment, and artificial intelligence [40]. Python’s logo is presented in Figure 4.1.

FIGURE 4.1 – Python logo
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4.2.1.2 C language

C is a high-level, general-purpose programming language created in the early 1970s by Den-

nis Ritchie at Bell Labs. It is a compiled language and has had a significant influence on the

development of many other programming languages. C is still widely used today, particularly in

domains such as operating systems, system programming, and embedded systems [41]. Figure

4.2 shows the C language’s logo.

FIGURE 4.2 – C language logo

4.2.1.3 Java

Java is a high-level, general-purpose programming language originally developed by James

Gosling at Sun Microsystems in the mid-1990s. It is an object-oriented language designed to be

platform-independent. Java is widely used for developing a variety of applications, including

mobile and web applications, enterprise software, and scientific computing [4]. In the following

Figure 4.3 Java’s logo is provided.

FIGURE 4.3 – Java logo

4.2.1.4 Numpy

NumPy is a Python library used for data analysis. It provides a multidimensional array ob-

ject, along with various derived objects such as masked arrays and matrices, and a variety of
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functions for fast array operations, including mathematical, logical, and shape manipulation

functions. NumPy is widely used in academic, financial, data science, and other scientific com-

puting domains [35]. Numpy’s logo is presented in Figure 4.4

FIGURE 4.4 – Numpy logo

4.2.1.5 Tensorflow

TensorFlow is an open-source Machine Learning library created by Google, which enables the

development and execution of Machine Learning and Deep Learning applications [2]. Figure 4.5

below shows the TensorFlow logo.

FIGURE 4.5 – Tensorflow logo

4.2.1.6 MiniSom

MiniSom is a Python library package utilized for unsupervised machine learning, specifically

for implementing self-organizing maps [22].

4.2.2 Development tools

We have utilized a comprehensive set of development tools and environments throughout

the course of our project. Here are the key tools and environments we employed.
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4.2.2.1 Jupyter

Jupyter is an open-source web application that allows the creation and sharing of documents

that contain real-time code, equations, visualizations, and narrative text. It is compatible with

over 100 programming languages, including Python, R, and Julia, and provides users with the

ability to write and execute code in an online environment [50]. Figure 4.6 below shows the

Jupyter logo.

FIGURE 4.6 – Jupyter logo

4.2.2.2 Arduino IDE

The Arduino IDE (Integrated Development Environment) is a software application used for

writing, compiling, and uploading code to Arduino boards. It provides a user-friendly interface

for creating and editing code, as well as a library of pre-written code for common functions. The

Arduino IDE simplifies the development process for Arduino projects by providing a streamlined

environment for writing and managing code [14]. Figure 4.7 displays Arduino’s logo.

FIGURE 4.7 – Arduino ide logo

4.2.2.3 Android studio

Android Studio is an integrated development environment (IDE) designed for creating An-

droid applications. It offers a comprehensive set of tools for developing, testing, and debugging
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applications. It supports multiple programming languages, including Kotlin and Java. Android

Studio is the official development environment for Android applications. It provides a rich and

feature-packed environment that enables developers to efficiently build and enhance Android

apps [42]. Figure 4.8 presents Android Studio’s logo.

FIGURE 4.8 – Android studio logo

4.3 Electronic Schema

This section clarifies how the electronic devices were interconnected during the smart floor

cleaner robot preparation as shown in Figure 4.9 :

FIGURE 4.9 – Electronic Schema
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4.3.1 Hardware Presentation

To successfully carry out the project efficiently, several electronic tools were used, including :

4.3.1.0.1 NodeMCU ESP8266 : a microcontroller board equipped with built-in WiFi connec-

tivity based on the ESP8266. It can be programmed using the LUA language or through the Ar-

duino IDE. Additionally, the NodeMCU features several digital and analog input/output pins,

as well as UART, SPI, I2C, and CAN ports. It is a versatile and popular choice for IoT projects,

allowing for wireless communication and integration with various sensors and devices. Figure

4.10 presents the microcontroller board.

FIGURE 4.10 – NodeMCU ESP2866

4.3.1.0.2 Stepper Motor : the motor presented in the Figure 4.11 is a type of electric motor

that operates by performing movements in discrete steps. Unlike conventional DC motors, it is

a brushless synchronous motor that divides a complete rotation into a certain number of steps.

FIGURE 4.11 – Stepper motor

4.3.1.0.3 Ultrasonic Sensor : an electronic device that measures the distance to an object

by emitting ultrasonic waves (frequencies higher than what the human ear can perceive) and
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receiving the waves reflected by the object. This sensor consists of two main components : the

transmitter and the receiver. The transmitter sends an ultrasonic pulse through a piezoelectric

crystal to the receiver. Figure 4.12 shows the sensor.

FIGURE 4.12 – Ultrasonic sensor

4.3.1.0.4 Servo motor : a type of electric motor that is commonly used in robotics and au-

tomation systems. It is designed to provide precise control over angular position, velocity, and

acceleration. This motor is shown in Figure 4.13

FIGURE 4.13 – Servo motor

4.3.1.0.5 PIR sensor : Pyroelectric Infra-Red (PIR) sensors find application in various fields,

particularly in security systems. These sensors are capable of detecting the presence of humans

and animals by sensing the thermal radiation emitted from their bodies. This functionality can

be utilized to initiate specific actions, such as activating doors, capturing video footage, and

more. This sensor is presented in Figure 4.14
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FIGURE 4.14 – PIR sensor

4.3.1.0.6 KY-037 sensor : The KY-037 sensor is a module that detects sound or vibrations in

its surroundings. It typically includes a built-in microphone or vibration sensor, along with sup-

porting circuitry for signal processing as shown in Figure 4.15. The sensor is designed to provide

a simple interface for measuring sound levels or detecting vibrations in various applications.

FIGURE 4.15 – KY-037 sensor

4.4 Hardware Installation

This section presents the hardware installation and sensors used in the system and delves

into the essential components to achieve the goal of the project"smart floor cleaner robot."

The robot comprises two main units :

• Unit1 : incorporates a NodeMcu to which a stepper motor is connected, on top of it is an

ultrasonic sensor positioned strategically in the middle of the robot. Also, KY-037 and PIR

sensors are connected to the node and positioned in the front of the robot.

• Unit2 : incorporates another NodeMcu that connects two stepper motors in the front for

the two mops, as well as two stepper motors in the back for the two wheels. Additionally,

there is a servo motor that controls the lifting and lowering of the mops.
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The robot also contains a water pump that spreads water with the sanitizing solution. Figure

4.16 below shows our smart floor cleaner robot’s hardware installation :

FIGURE 4.16 – Hardware installation

Figure 4.17 illustrates the external appearance of the robot.
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FIGURE 4.17 – External Appearance of TheRobot

4.5 Source Code Implementation

This part demonstrates sections on the code used to develop and program the robot.

4.5.1 Environment Perception

Excerpts from the source code that empower the robot to perceive its environment and store

the collected data in a JSON file are presented. The first function comes into play every one

meter to perceive, while the second function handles scenarios involving obstacles.

1. 360° rotation function : Environment perceiving function.

void Rotate_sensor_360(){

int i=0;

DynamicJsonDocument doc(4096);
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while(i<2048){ //0 TO 360 rotation

float Distance ;

Distance= Distance detection(i);

doc.add(Distance);

sensor.step(16);

i=i+16;

}

i=0;

while(i<2048){

sensor.step(-16);

i=i+16;

}

String json;

serializeJson(doc, json);

File file = SPIFFS.open("/data.json", "w");

file.println(json);

file.close();

}

Source Codes 4.1 – function perception_rotation()

2. 90° rotation function : Obstacles detection function.

void Rotate_sensor_90(){

DynamicJsonDocument doc(4096);

sensor.step(512);

int i=0;

int k=0;

while(i<1024){

int Distance= capter(i);

doc.add(Distance);

sensor.step(-16);
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i=i+16;

}

sensor.step(512);

String json;

serializeJson(doc, json);

File file = SPIFFS.open("/data.json", "w");

file.println(json);

file.close();

}

Source Codes 4.2 – function obstacle_rotation()

4.5.2 Robot’s Movement

This part showcases the key functions responsible for enabling the robot’s movements within

its environment.

1. Forward moving function : function to move the robot forward.

void move_forward(){

int i=1;

while(i<=73){

motor1.step(1);

motor2.step(-1);

i=i+1;

Serial.println(i);

}

}

Source Codes 4.3 – function move_forward()

2. Backward moving function : function to move backwards.

void move_Backward(){

int i=1;
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while(i<=1264){

motor1.step(-1);

motor2.step(1);

i=i+1;

}

}

Source Codes 4.4 – function move_Backward()

3. Left moving function : function to move the robot to the left.

void move_left(){

int i=1;

while(i<=730){

motor2.step(-1);

motor1.step(-1);

i=i+1;

}

}

Source Codes 4.5 – function move_left()

4. Right moving function : function to move the robot to the right.

void move_Right(){

int i=1;

while(i<=730){

motor2.step(1);

motor1.step(1);

i=i+1;

}

}

Source Codes 4.6 – function move_Right()

61



Chapter 4: System Implementation

4.5.3 Mapping

The most important function of the mapping procedure is provided.

# Function of building the robot’s map

def draw_map(self):

self.canvas.delete("all")

for i in range(self.rows):

for j in range(self.cols):

value = self.matrix[i][j]

if value>=0:

color = "gray" \\ undiscoverd spot

if value == 1:

color = "black" \\obstacle

elif value == 2:

color = "red" \\robot’s position

elif value == 3:

color = "green" \\cleaned spot

elif value == 4:

color = "white" \\ discovered spot

Source Codes 4.7 – function draw_map()

4.5.4 Self-Organizing map function

Here, the self-organizing map function using the minisom library is exhibited.

def SOM(matrix,first_visit):

np.random.seed(10)

x, y = np.where(matrix == 0)

obstacles_x, obstacles_y = np.where(matrix == 1)

N_neuron = matrix.shape[0] * matrix.shape[0] * 5

som = MiniSom(1, N_neuron, 2, sigma=4, learning_rate=0.1,

neighborhood_function=’gaussian’, random_seed=0)
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points = np.array([x, y]).T

obstacles = np.array([obstacles_x, obstacles_y]).T

som.random_weights_init(points)

last_iteration = None

distance_traveled = None

min_error_iteration = None

min_error = float(’inf’)

min_error_visit_order = None

plt.figure(figsize=(10, 9))

for i, iterations in enumerate(range(5, 61, 5)):

som.train(points, iterations, verbose=False, random_order=False

visit_order = np.argsort([som.winner(p)[1] for p in points])

first_visit_index = np.where(visit_order == (first_visit - 1))[0][0]

visit_order = np.concatenate((visit_order[first_visit_index:],

visit_order[:first_visit_index]))

error = som.quantization_error(points)

if error < min_error:

min_error = error

min_error_iteration = iterations

min_error_visit_order = visit_order

x_y_coord = np.array([x[min_error_visit_order] , y[min_error_visit_order]]).T

return min_error, min_error_visit_order, x_y_coord

Source Codes 4.8 – function SOM()

4.5.5 A* function

The A star function used to find the shortest path from one cell to another is provided.

def AStar(matrix, start, end):

rows = len(matrix)
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cols = len(matrix[0])

visited = [[False for _ in range(cols)] for _ in range(rows)]

dx = [-1, 1, 0, 0]

dy = [0, 0, -1, 1]

queue = [(0, start, [start])]

while queue:

queue.sort()

current_cost, (x, y), path = queue.pop(0)

if (x, y) == end:

return path

if visited[x][y]:

continue

visited[x][y] = True

for i in range(4):

new_x = x + dx[i]

new_y = y + dy[i]

if is_valid_move(new_x, new_y, matrix, visited):

new_cost = current_cost + 1

priority = new_cost + heuristic((new_x, new_y), end)

new_path = path + [(new_x, new_y)]

queue.append((priority, (new_x, new_y), new_path))

return None

Source Codes 4.9 – function A_star()

4.5.6 Robot’s Direction

The function that directs the robot between the cells given by the A star function is as follows.

def direction(x,y,new_x,new_y,orientation,path):
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if(orientation=="forward"):

if(x==new_x):

if(y+1==new_y):

path.append("right")

path.append("forward")

orientation="right"

return orientation,path

if(y-1==new_y):

path.append("left")

path.append("forward")

orientation="left"

return orientation,path

if(y==new_y):

if(x-1==new_x):

path.append("forward")

orientation="forward"

return orientation,path

if(x+1==new_x):

path.append("right")

path.append("right")

path.append("forward")

orientation="bacward"

return orientation,path

Source Codes 4.10 – function direction()

4.5.7 ANN Model Architecture

The ANN model’s architecture used to start the robot’s functioning in the most optimum mo-

ment is shown in Figure 4.18.

65



Chapter 4 : System Implementation

FIGURE 4.18 – ANN Model Architecture

4.6 Results and Discussion

This section showcases and discusses results obtained from both the hardware and software

aspects of the proposed system.

4.6.1 Hardware Aspect

To begin, the results obtained through the hardware aspect of our work are presented.

4.6.1.1 Distance Detection Result

Figure 4.20 below shows the data gathered by the ultrasonic sensor.

FIGURE 4.19 – Obstacles Detection
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4.6.1.2 Obstacles Presentation

The Figure below 4.20 shows the result of obstacles detection in one rotation.

FIGURE 4.20 – Obstacles Presentation

4.6.2 Software Aspect

This section showcases and delves into the results of the mapping process, path-finding in-

telligent algorithms, and our decision-making model.

4.6.2.1 Result of Mapping Procedure

Figure 4.21 below represents the result of the mapping procedure.
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FIGURE 4.21 – Environment Map

4.6.2.2 Result of SOM Algorithm

The following Figure 4.22 presents the results gathered by several iterations of the execution

of the Self-Organizing maps Algorithm with the error value of each iteration.

FIGURE 4.22 – Self-Organizing Maps Result

4.6.2.3 ANN Model Result

After conducting experiments using SVM and logistic regression, an ANN model was em-

ployed to enhance the inefficient obtained results.

The comparison Table 4.6.2.3 clearly indicates that the ANN model surpassed both SVM
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and logistic regression in terms of accuracy, precision, recall, F1 score, and loss. These findings

confirm the effectiveness of investigating the ANN model for achieving superior performance

in the current classification task.

Based on the obtained results, the proposed model demonstrated better performance. It

achieved an accuracy of 0.95, surpassing the LR and SVM models, which achieved a lower ac-

curacy of 0.92. Moreover, in terms of precision, the ANN model showcased a precision of 0.86,

slightly outperforming the logistic regression and SVM models with a precision of 0.85. The ANN

model also excelled in the Recall function, attaining a value of 0.95, whereas the LR and SVM mo-

dels achieved a lower recall of 0.92. Similarly, in the F1 Score function, the ANN model achieved

a higher score of 0.92 compared to the LR and SVM models, which obtained a score of 0.88. No-

tably, the proposed ANN model exhibited a significantly lower loss value of 0.03, whereas the LR

and SVM models rendered higher loss values of 2.62.

TABLE 4.1 – Comparison Table
Accuracy Precision Recall F1 Score loss

LR 0.92 0.85 0.92 0.88 2.62
SVM 0.92 0.85 0.92 0.88 2.62
Proposed ANN model 0.95 0.86 0.95 0.92 0.05

• Figure 4.23 below shows the accuracy of the model :

FIGURE 4.23 – Training and Validation Accuracy

• Figure 4.24 below shows the loss of the model :
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FIGURE 4.24 – Training and Validation Loss

4.6.2.4 Mobile Application

The mobile application is designed to remote control the robot using a server. As shown in

Figure 4.25 it can be used to start the device in both modes (manual starting and intelligent

starting), it also shows the map of the startup’s location.

FIGURE 4.25 – Mobile Application
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4.7 Conclusion

This chapter has outlined the tools, software, and hardware employed in the development

of the proposed system. Furthermore, also it has demonstrated the code snippets generated for

each phase of the system’s architecture, along with the procedure for interconnecting electronic

devices to construct a prototype of a smart floor cleaner, while also individually defining each

device. Lastly, it has showcased certain outcomes achieved throughout the progression of the

system’s development.
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General Conclusion

The rapid growth of interconnected devices and the development of technologies such as

the Internet of Things, Artificial Intelligence, Robotics, and Electronics have paved the way for

innovative solutions that significantly enhance the quality of our lives.

The primary objective of the project discussed in this context is to develop and implement

a smart floor-cleaning robot, utilizing components such as NODEMCU microcontrollers, ultra-

sonic sensor and motors. This robot is designed to navigate unfamiliar environments, generate

accurate maps, detect and avoid obstacles and make decisions regarding path selection. Moreo-

ver, through the integration of a PIR sensor (motion sensor) and a KY-037 sensor (sound sensor),

an artificial intelligence framework based on an ANN model has been developed. This enables

the robot to autonomously determine the ideal timing for operation, enhancing its efficiency

and adaptability.

In this thesis, four chapters were presented, the first chapter delved in IoT, its components,

architecture, protocols, advantages and challenges and finally its application domains. The se-

cond chapter, delved into robotics, its conceptual framework, navigation techniques, and the

categorization of robots, with an emphasis on autonomous mobile robots, also some related

works to our project were discussed. The third chapter described the system that we developed

and explained the functioning of each part of it. Finally, the fourth chapter showed the imple-

mentation tools and code details, as well as a discussion of the results we obtained.

In the future, we will equip our system with both Lidar to enhance visibility and a more po-

werful micro-controller like the raspberry pi.
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