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Abstract

The travel recommendation system leverages technologies like machine learning, artificial in-
telligence, and big data analysis to understand user behavior and predict preferences, enabling
personalized and effective travel suggestions. This system enhances traveler experiences by
providing tailored recommendations, saving time in finding suitable destinations and activi-
ties, and raising awareness of new tourist spots. Developing such a system poses technical and
strategic challenges but offers significant opportunities to improve traveler satisfaction.

A dedicated travel web application has been developed based on these recommendation and
machine learning techniques. It allows users to discover major tourist attractions, access infor-
mation about hotels and restaurants, and book various trips by connecting with travel agencies.
The application also supports personal advertisements, expanding user choices when search-
ing. Its key feature is recommending numerous tourist destinations based on user preferences,
including details like city, price, cost, and time. Additionally, it offers quick search options for
various user-required facilities.

key words : Machine Learning , Recommendation System , Travel , Tourist , Web Application



اिऻڪٌۘ
ݿߺࠊك ܳڰ۳ܾ اܳݯ۰݄ۛ اܳٴ٭؇َ؇ت وොູܹ٭ܭ ሒᇼ؇ݬޚٷا واႤ၍ᄳᄟء ሒᇿا اܳٺأ ݁ټܭ ّگٷ٭؇ت ݆݁ ً؇ܳފڰݠ اܳٺިݬ٭۰ َޙ؇م ૭ٺڰ٭ڎ

ቕሹّگڎ ఈః༠ل ݆݁ اৎފ؇ڣݠ ູ؇رب اܳٷޙ؇م ۱ڍا لأݞز .ᄭᄟ؇وڣأ ෛݱݱ۰ ݿڰݠ اڢଫଐا༡؇ت ྥ٭ں ؇ᆙᆘ ً؇ܳٺڰݯ٭ఈఃت، واܳٺྡྷٴޝ اৎފٺ༱ڎم
اࠍڎࢴࣖة. اܳފ٭؇ۋ٭۰ ً؇ৎިاڢؕ ሒᇼިܳا ل؇دة وز ݁ٷ؇ݿٴ۰، وأ૰ޚ۰ وۏ۳؇ت আॻ༟ اܳأټިر ሒᇭ اܳިڢب ଫଃوّިڣ ෛݱݱ۰، ّިݬ٭؇ت

اৎފ؇ڣݠ. رݪ؇ ඔ൹ܳٺۜފ ܋ٴଫଃة ڣݠݬً؇ لިڣݠ وܳـܝٷ۬ واݿଫଐا౯ళ٭۰ ّگٷ٭۰ ොູڎل؇ت اܳٷޙ؇م ۱ڍا ݁ټܭ ّޚިߌߵ لڰݠض
݁ٷ؇ޗݑ ً؇܋ྥލ؇ف ඔ൹݁ڎ༱ފٺగጻዧ ૭݄ں ۱ڍه. ሒᇿا واܳٺأ اܳٺިݬ٭۰ ّگٷ٭؇ت আॻ༟ ً ಸ؇ء ይዧފڰݠ ෛݱݧ ೞಱو ّޚٴ٭ݑ ّޚިߌߵ ቕቆ
اّݱ؇ل ఈః༠ل ݆݁ ෛٺܹڰ۰ رఈః༡ت وݞ واৎޚ؇ܾ، اܳڰٷ؇دق ۋިل ݁أߺࠊ݁؇ت ሌᇿإ واܳިݬިل اཬීෂފ٭۰، ሒᇖ؇اܳފ٭ اࠍڍب

اཬීෂފ٭۰ ّ۬ଃ݁ റണټܭ اܳٴۜت. ٷڎ اৎފٺ༱ڎم ۊ٭؇رات لިݿؕ ؇ᆙᆘ اܳލۛݱ٭۰، اఈః༟َ؇ت ألݯً؇ اܳٺޚٴ٭ݑ ࢴܾࣖ اܳފڰݠ. Ⴄ၍ިت ً
واܳފأݠ ۰ಱڎৎا ݁ټܭ اܳٺڰ؇ݬ٭ܭ ዻዧذ ሒᇭ ؇ஓ اৎފٺ༱ڎم، ّڰݯ٭ఈఃت আॻ༟ ً ಸ؇ء اܳފ٭؇ۋ٭۰ اܳިۏ۳؇ت ݆݁ ً؇ܳأڎࢴࣖ اܳٺިݬ٭۰ ሒᇭ
اৎފٺ༱ڎم. ڢٴܭ ݆݁ اৎޚߺࠊ۰ً اৎݠاڣݑ ௰௯௫ٺܹژ ངلأ۰ ොຳت ۊ٭؇رات لިڣݠ ڣ؆َ۬ ،ዻዧذ ሌᇿإ ً؇ݪ؇ڣ۰ واܳިڢب. واܳٺၯၽڰ۰

ೞಱިܳا ّޚٴ٭ݑ ،۰༡؇اܳފ٭ اܳފڰݠ، اܳٺިݬ٭۰، َޙ؇م ،ሒᇿا اܳٺأ : اिऻءոؼמ١ ااڤոஈت
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ا۱ڎاء
ොڰިڣ؇ Ⴄ၍ن لݑ اܳޚݠ  و ؇ਊಱڢݠ اࠍ لܝ݆ ቕረ . ّܝިن أن ؇ୖ ௧ਟྡྷٴ و ڢݱଫଃة ᄭᄥ༡ීෂا ّܝ݆ ቕረ “ ؇ୖ؇َ “ ؇ୖ أَ؇ ڢ؇ل ݆݁

႟ၽً มฆڢٴأ أرڣؕ و มّأ ஓஇ؇ر أڢޚژ ሒᇚݠෛູ ٺٴ۰ আॻ༟ أڢژ اܳ٭ިم أَ؇ ؇۱ ݿٷިات دا݁ب دراݿ٭۰ ݁ފଫଃة ًأڎ و ً؇ዝཏྥܳ٭ఈఃت
أ۱ڎي ً۬ أڣٺۛݠ واڢأ؇ أݬٴں ڢڎ و اਐޙ؇ره ޗ؇ل ༡ ሌᇿا أَޙݠ اܳ٭ިم أَ؇ ؇۱ ᄩᄥًڰݯ اᄳᄟي ا݁ٺٷ؇َ؇ و ނଲ୍ا و ۋٴ؇ ᄩፁዧڎ৵ৠا ਼ݠ

....... اܳٷ༶؇ح ۱ڍا
أرواۋٷ؇ ሒᇭ ਵؗݿި ݆݁ ሌᇿا اৎأݠڣ۰ و اܳأ ݿఈఃۋ۳؇ و ܋ڰ؇ح ؇ਃᄴᄟا أن ሒᇃިగఒ༟ ݆݁ ሌᇿا اܳޚ٭ٴ۰ ارواح ሌᇿا اܳأ؇ف۰ ᆇᅦިد ሌᇿا

ሌᇿوا ુળّۋڰ٭ڎ ݆݁ ଫଃ༠ة” “ۋٴص ሒᇆڎ༥ و პაႰل” “ෛຳٺ؇وي ༥ڎي اܳޚ٭ٴ۰ و اఈః༠ق Ⴄၽ݁رم
ၯ၍ټިم” ሒᇿިܳد “ ሒᇆڎ༥ มܹڢ ༚؇ܳ٭ب ሒᇆ߳ߌਲ਼ ሌᇿا

ل؇ Մ៰Ղا ًأڎ ఈః݁ذي و ሒᇆިڢ و ݿٷڎي ሌᇿا ݁گ؇ًܭ ఈఃً ሒᇃ؇أޚ و ༡ڎود ఈఃً มฃᆇᅦد ݆݁ اܳگ؇ب ً؊ᆇᅹܭ إᆙᆊ દઊز اᄳᄟي ሌᇿا
“ټ݄؇ن”ا ሒᇿ؇اܳ؞ ሒᇀأ اଐ༟ازي و ਼ݠي ሌᇿا ሒᇖ؇ຶ ݁ݱڎر و اول داᆇᅦ Ⴄ၍ن ݆݁

ሒᇿ Ⴄ၍ มฆܳا اܳލ݄أب ሌᇿا ؇ዛኔ؇༟ࣖࢻ اܳލڎاࣈࣖ ሒᇿ ዝངܹب و ࢴ۱ࣖ؇ ڢٴܭ ؇ዛܹڢ มฃྡྷاۋٺݯ و ؇ዛᔻأڢڎا ොູب اࠍٷ۰ Մ៰Ղا ۏأܭ ݆݁ ሌᇿا
ا۱ෑෂݠاء” ڣ؇ޗ۰݄ “ෛຳٺ؇وي اܳ؞؇ܳ٭۰ ሒᇧأ ؇ዛኡ؇ٷොຳ ورودا لࠔࠫ ޗݠ ሒᇿ أڣݠނب ݆݁ ሌᇿا ሒᇀدر ݁ݱٴ؇ح ۰గఒޙৎا ሒᇿ؇اܳ٭ ሒᇭ

มܹڢ ఋఃஓ ݿأ؇دّ؇ ሒᇿ د݁ࡤࡲ ިد” “ڣݠح” ၯ၍ټިم” “ఈః݁ك” มܹڢ ሒᇆاଫଃ݁أ ሌᇿا ً؊ۊ٭۹ ݯڎك ݿྡྷލڎ ܾዛዀڣ ڢ٭ܭ ݆݁ ሌᇿا
ሒᇿ ؇ਐಸ؇ٔ ݪܹأ؇ Մ៰Ղا أدا۹݁ “ ሒᇕأ“ ሒᇀأ ًأڎ اܳٴب ر༥ܭ ሌᇿا

”۰༲ڣٺ٭ “ ”۰ຬڎ༠“ “༡ܹ٭۰݄” ሒᇆ؇༠ ۰ਃ؇اܳټ ام ܾዛዀڣ ڢ٭ܭ ݆݁ ሌᇿا
“۱ٷڎ” ᆇᅦݠ དྷة و درب رڣ٭گ۰ و ᄭᄟ؇༠ Ⴄ၍ ݆݁ ሌᇿا

ሒᇿ؇اܳ؞ ሒᇿ؇༠ ۬ᆙᆊ؆࿓ ಱ؇دي َ۬Ⴄၽ݁ ޖܭ و ؗ٭؇ً۬ ޗ؇ل ݆݁ اৎ؞ଫଐب ሌᇿا ”ඔ൹݁أ“ ሒᇿ؇༠ ሒᇿ؇اܳ؞ ሌᇿا ام ݆݁ ڢޚأ۰ ިَႤ၍ ݆݁ ሌᇿا
اࠍݑ” “ٴڎ

“ر݁ފ۰” ”۰ஓ୷ ாண “ ل؇ل” “ڣݠ اᄴᄟرب رڣ٭گ؇ت اෂීوح ݬڎلگ؇ت اܳأ݄ݠ དྷة ሌᇿا
ሒᇧ؇ᆇᅦأ و ሒᇆ؇ᆇᅦ اب ݆݁ ۰ොຩرا ިَႤ၍ ݆݁ ሌᇿا

أஓ݄ب اܳ٭ިم أَ؇ ؇۱ ஓٷٺ۬ ؇ৎ؇ܳޚ اᄳᄟي ሒᇖ؇ຶ ஓஇݠة و اຶ؇ز ۱ڍا ஓஇݠة ુળأ۱ڎل ... لݑ اܳޚݠ ۱ڍا ሒᇭ ݿٷڎا و ިَ؇ Ⴄ၍ن ݆݁ ႟ၽܳ
.ঌॻ༟  ሒᇿ ۰ ᄩᄥأຬ و أۏ۳ܭ ؇݁ มฃగఒلأ أن و มฃగఒ༟ ؇ஓ มฃڰأಱ أن ሌᇿ؇ّأ Մ៰Ղا ݆݁ راۏ٭۰ ஓஇݠاّ۬ أول
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General Introduction

0.1 context
In the contemporary digital age, the travel industry is undergoing a profound transformation fu-
eled by advancements in technology. One of the most significant developments in this domain
is the emergence of travel recommendation systems powered by machine learning. These sys-
tems are designed to assist travelers in making informed decisions about their trips by providing
personalized suggestions tailored to their preferences and behaviors. [7]

A travel recommendation system leveragesmachine learning algorithms to analyze vast amounts
of data from various sources such as user reviews, social media, booking history, and demo-
graphic information. By processing this data, the system can identify patterns and trends, en-
abling it to predict and recommend destinations, accommodations, activities, and itineraries that
align with the user’s interests and requirements.

Machine learning, a subset of artificial intelligence, plays a pivotal role in enhancing the accu-
racy and relevance of travel recommendations. Key techniques used in these systems include
collaborative filtering, which makes recommendations by analyzing the preferences of similar
users, and content-based filtering, which suggests travel options based on the specific attributes
of items a user has shown interest in previously. Additionally, natural language processing
(NLP) is employed to analyze user-generated content such as reviews and social media posts,
while deep learning models capture complex patterns and relationships in diverse data types.
Context-aware recommendations further enhance relevance by incorporating information such
as the user’s current location, time of travel, weather conditions, and travel companions.

The benefits of machine learning-based travel recommendation systems are manifold. These
algorithms offer highly personalized travel suggestions, enhancing user satisfaction by catering
to individual preferences and needs. They save time for travelers by filtering out irrelevant
options, simplifying the decision-making process, and continuously improving through learning
from user interactions. Moreover, by analyzing trends and patterns in travel data, these systems
provide valuable insights to travel agencies and service providers, enabling them to tailor their
offerings more effectively.

Machine learning-based travel recommendation systems are revolutionizing the way people
plan and experience their travels. By harnessing the power of advanced algorithms and vast
datasets, these systems provide personalized, efficient, and insightful recommendations, paving
the way for more enjoyable and memorable travel experiences.
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0.2 Problematic
Tourists face many problems related to the ideal tourist place that matvhes his oreferences desti-
nations and prices. One of the most prominent of these problems is not knowing the ideal tourist
places, as most of the offers that are proposed are according to the desires of travel agencies,
i.e. they give them a limited scope of choice. The high costs of travel make it difficult for many
people to travel to their favorite destinations. Also, many tourists want to go to new places and
explore new areas, but they do not have enough information

0.3 Objectives and solution
The goal of my project, a machine learning-based travel recommendation system, is to create
an efficient and user-friendly web application and platform that helps travelers make informed
decisions about their travel. By leveraging advanced machine learning algorithms, the system
aims to analyze massive amounts of data from various sources, such as user reviews, to identify
patterns and trends. This analysis will enable the system to predict and recommend destinations,
accommodations, activities, and travel itineraries thatmatch the preferences and requirements of
the individual user. The ultimate goal is to improve the travel planning experience by providing
personalized recommendations that save time, increase satisfaction, and ensure a memorable
and enjoyable trip for each user. This can be explained in the following points:

• Knowing customers’ desires and budgets through evaluation

• Knowing the best tourist destinations

• Providing tourism offers that are most closely related to customers’ desires

• Trying to know prices and improve them according to each customer’s budget
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1
Recommendation System

1.1 Introduction
The evolution of recommender systems technology has been greatly influenced by the increas-
ing significance of the Web as a platform for electronic and business transactions. A key driver
in this evolution is the seamless feedback mechanism facilitated by the Web, allowing users
to express their preferences easily. Take, for instance, the scenario of a content provider like
Netflix, where users can effortlessly provide feedback through simple clicks. Typically, feed-
back is given through ratings, where users assign numerical values from a specific evaluation
system (e.g., a five-star rating system) to indicate their preferences. Other forms of feedback,
though less explicit, are equally valuable in theWeb-centric environment. For example, a user’s
purchase or browsing activity can serve as an implicit endorsement for an item. Online retail-
ers like Amazon.com commonly leverage such feedback, making data collection effortless for
customers.

Recommender systems aim to utilize these diverse data sources to infer customer interests.
The recipient of the recommendation, known as the user, and the recommended product, re-
ferred to as an item, form the basis of recommendation analysis. This analysis often relies
on past interactions between users and items, as previous preferences are indicative of future
choices. Knowledge-based recommender systems, however, offer recommendations based on
user-specified requirements rather than historical data.

The fundamental principle underlying recommendation algorithms is the existence of signifi-
cant relationships between user and item interactions. For instance, a user interested in historical
documentaries is more likely to prefer similar content over unrelated genres like action movies.
By identifying correlations between different item categories or individual items, recommender
systems can make more accurate suggestions. These dependencies are learned from the ratings
matrix in a data-driven approach, enabling predictions for target users.

The effectiveness of recommendation algorithms is enhanced by the availability of a larger
number of rated items for a user, enabling more reliable predictions about their future behavior.
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Various learning models, such as collaborative filtering, leverage collective user behavior to
create cohorts of similar users interested in comparable products. These cohorts’ preferences
guide recommendations for individual members, illustrating the concept of neighborhood mod-
els within the broader class of collaborative filtering models.

While the description above focuses on a basic family of recommendation algorithms, known as
neighborhood models, the realm of recommender systems encompasses diverse and data-rich
approaches. Content-based recommender systems, for instance, prioritize item attributes and
user ratings to predict preferences. By modeling user interests based on item properties, these
systems offer personalized recommendations tailored to individual preferences [8].

The rapid expansion of digital information and internet users has led to a significant challenge of
information overload, impeding timely access to relevant content online. While search engines
like Google, DevilFinder, and Altavista have partially addressed this issue, the lack of priori-
tization and personalization in information retrieval systems has fueled a growing demand for
recommender systems. These systems act as information filters, tackling information overload
by extracting crucial data fragments from vast dynamically generated content based on user
preferences, interests, or observed behaviors regarding items. By leveraging user profiles, rec-
ommender systems can predict user preferences accurately.

Recommender systems offer benefits to both service providers and users by reducing transaction
costs in online shopping environments and enhancing decision-making processes and quality.
Particularly in e-commerce settings, these systems boost revenues by effectively promoting
more products to users. In scientific libraries, recommender systems empower users to explore
beyond traditional catalog searches. Therefore, the importance of employing efficient and pre-
cise recommendation techniques within a system that delivers relevant and reliable recommen-
dations for users cannot be overstated. [9]. Recommender systems aim to predict preferences or
ratings using content-based filtering, collaborative filtering, or knowledge-based recommender
system. Content-based recommender systems work on the concept of item features and user
likes based on past history. Collaborative recommendation systems work on the concept of
modifying information based on ratings from similar users. A knowledge-based recommen-
dation system works on the concept of users’ preferences and needs to recommend results. A
hybrid method is a combination of two or more methods together depending on the complexity
of the problem. This paper looks more closely at travel recommendation systems, why they are
needed, the pros and cons of current travel recommendation systems, and a new approach to
overcoming the pros and cons of the current travel recommendation system. Travel and tourism
are activities closely linked to the traveler’s personal preferences and interests. Today, many trip
advisory web applications infuse recommender systems. This recommendation system creates
or imitates the interaction between human travel agents [10].
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1.2 Definition
A recommender system, as defined by Bobadilla et al. (2013), is a collection of programs de-
signed to suggest the most relevant items to specific users by predicting their interest in an
item based on information about the items, users, and interactions between them. On the other
hand, a recommendation system is an AI-driven technology that leverages machine learning
and data analysis to offer personalized recommendations to users based on their behavior, pref-
erences, and past interactions. These systems find extensive application across industries like
e-commerce, media, entertainment, travel, and gaming to boost user engagement, drive sales,
and enhance customer satisfaction. Users of these systems can range from individuals to busi-
nesses seeking various items like books, job opportunities, or business partners. The items
recommended can be products or services such as books, movies, or mobile service packages.
as shown in Fig. 1.1. [1].

Figure 1.1: A graphical illustration of a recommender system [1]
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1.3 Recommendation Techniques
Data mining is a technique for deriving useful information by discovering correlations and pat-
terns between data based on data analysis in large datasets . It analyzes the information of the
item, makes it possible to recommend items similar to the item to the user, and creates a similar
user group among users to identify the client/visitor click stream data matching the user group.
It can also recommend customized browsing options to meet the needs of specific users . Var-
ious data mining analysis techniques are used for such recommendations. as shown in Figure
1.2 is a visual summary of the techniques mainly used in the recommendation system to be
described in this section. Furthermore,and Figure 1.3 shows a typical data mining process. [2]

Figure 1.2: Technology mainly used in recommendation system. system [2]
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Figure 1.3: Typical data mining process. system [2]

1.3.1 Text Mining
Text mining is a technique for discovering useful text information by extracting text related
information from data. With the recent development of natural language processing technol-
ogy, semantically important information has been extracted from the corresponding text , When
natural language processing is used in some text analysis processes, there is a tendency to ana-
lyze texts based on the frequency of words, so there is a limit to understanding semantics , For
this reason, in order to accurately grasp the meaning of the text, the ontology, which defines the
common vocabulary of items and organizes the meaning by constructing the conceptual schema
of the text domain, started to be used. This text mining is used to recommend similar items by
performing semantic analysis of item information in the Content-Based Filtering recommen-
dation model . In addition, the Collaborative Filtering recommendation model evaluates the
semantic knowledge of information data between users, enabling item recommendation with
similarity . Figure 1.4 is a visual summary of a typical text mining process [2]
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Figure 1.4: Typical text mining process. [2]

Text mining technology plays a crucial role in enhancing communication between humans and
computers by advancing towards context awareness. Fuzzy linguistic modeling (FLM) is a text
mining technique that incorporates fuzzy logic into natural language processing to analyze lan-
guage meaning through fuzzy subsets. When integrated into recommendation systems, FLM
enables the identification of multilingual contexts for items, especially useful when user pref-
erences are unclear or data is insufficient. By analyzing text data between items, FLM can
supplement inadequate preference data by establishing preference relationships.

Within Content-Based Filtering recommendation models, the primary text mining technique
employed is Term Frequency – Inverse Document Frequency (TF-IDF), which assigns weight
based on the frequency of specific text occurrences. This method represents document text com-
ponents as vectors and determines term importance by calculating the relative frequency of a
word in a document using the TF-IDF weight function. Text mining techniques find widespread
application in sectors such as healthcare, education, tourism, and academic services, demon-
strating their versatility and impact across various domains. [2]

1.3.2 KNN (K-Nearest Neighbor)
The K-Nearest Neighbor (KNN) algorithm is utilized to classify datasets by identifying the
K-nearest neighbors of a test tuple and train tuple. This classification is based on proximity,
comparing the similarity between data items through distance-based weighting. Common simi-
larity measures like Euclidean distance, cosine similarity, and Pearson correlation are employed
to assess similarities. When integrated into a recommendation system, KNN can analyze user
search patterns to predict future preferences. By examining user behavior data such as web
server logs and clickstream data, KNN can categorize items aligning with user tastes and rec-
ommend relevant items accordingly.

However, a study by Jannach et al. highlighted limitations in the performance of recommenda-
tion models utilizing the KNN algorithm. Challenges arise from the need to select an optimal
value for K, impacting model performance and leading to biases. Moreover, KNN’s efficiency
diminishes when analyzing large input data sets. To address this, dimensionality reduction
techniques are employed to transform data into a more manageable form without losing critical
information. Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA)
are commonly utilized for dimensionality reduction, aiming to enhance the efficiency of data
analysis processes, particularly in scenarios with extensive input data. [2]
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1.3.3 Clustering
Clustering is an algorithm utilized to categorize data into distinct clusters, offering a method
with low redundancy and ambiguity that is highly favored in recommendation systems. Various
clustering techniques are employed in recommendation systems, with K-means clustering being
a prominent choice. K-means clustering involves grouping data around the mean after defin-
ing the number of clusters (K), assigning data points to the nearest cluster based on similarity
calculations, and iteratively updating cluster centers.

However, K-means clustering faces scalability challenges when the number of users and items
increases, leading to decreased calculation speed. To address this, Gong implemented user
and item clustering using an inter-user clustering technique based on user ratings, enhancing
personalized recommendations. By identifying cluster groups similar to the target user through
item similarities, scalability and sparsity issues inherent in traditional Collaborative Filtering
approaches were mitigated.

Clustering plays a significant role in Collaborative Filtering recommendation models and is
extensively studied in recommendation systems across sectors like tourism, education, and e-
commerce. Its ability to group similar data points efficiently contributes to enhancing recom-
mendation accuracy and personalization in diverse application domains. [2]

1.3.4 Matrix Factorization
Clustering is a fundamental algorithm used in recommendation systems to categorize data into
distinct clusters, offering a low-redundancy and unambiguous approach. Among various clus-
tering techniques, K-means clustering stands out as a popular choice. This algorithm involves
grouping data around the mean after specifying the number of clusters (K), assigning data points
to the nearest cluster based on similarity calculations, and iteratively updating cluster centers.

However, scalability issues can arise with K-means clustering as the number of users and items
grows, leading to reduced calculation speed. To address this challenge, Gong implemented
user and item clustering using an inter-user clustering technique based on user ratings, result-
ing in more personalized recommendation strategies. By identifying cluster groups similar to
the target user through item similarities, scalability and sparsity issues inherent in traditional
Collaborative Filtering approaches were effectively resolved.

Clustering plays a vital role in Collaborative Filtering recommendation models and is exten-
sively studied across various industries such as tourism, education, and e-commerce. Its ability
to efficiently group similar data points contributes significantly to enhancing recommendation
accuracy and personalization in diverse application domains. [2]

1.3.5 Neural Network
Neural networks have seen widespread adoption in various domains like speech recognition,
image processing, and language translation in recent years. While their utilization in recom-
mendation systems is relatively less compared to other fields, there is a growing interest in in-
corporating neural networks into recommendation system research. Researchers are exploring
neural networks to gather additional insights in scenarios where understanding user preferences
solely through historical data is challenging.

For instance, He et al. employed a deep neural network (DNN) to model noisy implicit feedback
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data, aiming to enhance recommendation system performance. Deep learning techniques offer
the potential to boost the effectiveness of recommendation systems significantly. Neural net-
works are increasingly utilized in recommendation system development to address issues like
data sparsity and cold start problems in Collaborative Filtering. They play a crucial role in en-
hancing system performance by supplementing data and improving recommendation accuracy
through advanced modeling techniques. [2]

1.4 Research Trends of Recommendation SystemTechniques
Figures 1.5 and 1.6 are visualizations that can be used to analyze the research trends of tech-
niques used in the recommendation system field. Figure 1.5 visualizes the number of recom-
mended techniques used in the papers analyzed according to the survey collection criteria set in
this paper. Furthermore, Figure 1.6 visualizes the utilization of each recommended technique
according to the flow during the year.

Figure 1.5: Frequency (number) of papers using recommendation techniques during the period
investigated in this paper (2010–2020). [2]
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Figure 1.6: Trend in recommendation technique papers by year (by period) during the period
investigated in this paper (2010–2020). [2]

Text Mining is an essential technology for analyzing user-selected item characteristics in Col-
laborative Filtering models like the Item-Based Collaborative Filtering, Content-Based Filter-
ing Recommendation, and Hybrid Recommendation models. This technique finds application
across various recommendation system models and remains crucial in sectors such as health-
care, academia, and tourism, which involve substantial text data. Figures 1.5 and 1.6 highlight
the active and continuous utilization of text mining in recommendation system research.

Conversely, K-Nearest Neighbor (KNN) has shown limited usage in recommendation system
research post-2010 due to challenges like inefficient K value selection, bias issues, and lim-
itations with large data sizes. Clustering is primarily employed to identify user groups akin
to Collaborative Filtering users, especially in analyzing location-based data within the travel
sector. While clustering remains valuable for evaluating similar groups or items, its frequency
as a recommendation technique is decreasing in apps and web services where users provide
feedback through ’likes’, star ratings, or numerical data.

Matrix Factorization (MF) technology seeks factors expressing user preferences for service-
provided items, enabling analysis of diverse data sources beyond numerical item data. The re-
duced calculation time in MF, achieved through matrix decomposition of user-item evaluations,
has led to increased research focus on MF over KNN due to its problem-solving capabilities.
However, as businesses adopt large-scale servers, the demand for advanced recommendation
system technologies surpassing MF to deliver faster and more accurate results grows.

The advent of smartphones, wearables, and social networking platforms has enabled the collec-
tion of various user-related data, including body data, posts, keywords, and images shared on
social media. Neural Network technology is increasingly applied in recommendation system
research to analyze diverse data types effectively. Particularly, Neural Networks specializing
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in image analysis and prediction enhance the accuracy and speed of analyzing user-uploaded
images or purchased items. This technology can learn user preferences and recommend travel
destinations based on various features, surpassing traditional clustering methods. Figures 1.5
and 1.6 underscore the widespread adoption of Neural Network technology as the most com-
monly used technology in recommendation system research over the past decade. [2]

1.5 Recommendation system based on deep learning meth-
ods: a systematic review and new directions

In today’s digital landscape, recommender systems (RS) play a vital role in addressing the in-
formation overload challenge across diverse sectors like e-commerce, entertainment, and social
media. While traditional RS methods have shown success in offering item recommendations,
they encounter issues such as cold start problems and data sparsity. The emergence of deep
learning has revolutionized various fields like Natural Language Processing (NLP) and image
processing, prompting researchers to explore deep learning techniques to enhance RS perfor-
mance.

Despite the growing interest in deep learning-based RS, there is a scarcity of comprehensive
secondary studies in this domain. This study aims to fill this gap by conducting a systematic
literature review (SLR) on deep learning-based RSs. By following established SLR guide-
lines, particularly those outlined by Kitchemen-ham, this paper provides a detailed analysis of
top-quality research publications in the field. Through rigorous selection criteria and quality
assessment, a set of relevant publications were identified for review.

The findings of this review highlight that autoencoder (AE) models are the most commonly
utilized deep learning architectures in RS, closely followed by Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs). Popular datasets for evaluating deep learning-
based RS include MovieLens and Amazon review datasets. The study reveals that movie and
e-commerce domains are prevalent areas for RS applications. Evaluation metrics such as preci-
sion and Root Mean Squared Error are commonly employed to assess the performance of deep
learning-based RSs. This SLR provides valuable insights into current trends and challenges in
the field, serving as a guide for researchers and practitioners seeking to leverage deep learning
for enhancing recommendation systems. [11]

1.6 Social Implications
The social implications of recommender systems present two notable incentive issues. Firstly,
once a user establishes their interests profile, there’s a risk of free-riding by solely relying on
evaluations provided by others. Even if evaluations are gathered implicitly or from user behav-
iormonitoring, this problem persists. Future systemsmight need to incentivize recommendation
contributions by making it a requirement for receiving recommendations, or by offering mone-
tary compensation. Secondly, the open nature of recommendation provision can lead to biased
recommendations, with content owners potentially flooding their own materials with positive
reviews and disparaging competitors. To counteract this, future systems are likely to introduce
measures to deter such manipulative behaviors.

Furthermore, recommender systems raise privacy concerns. While having more information
about recommendations aids in evaluation, individuals may be wary of their habits or views
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Contents of
recommenda-
tion

Explicit en-
try?

Anonymous? Explicit en-
try?

Use of recom-
mendation

GroupLens a) numeric: 1–
5
b) seconds

a) explicit
b) monitor
reading time

pseudonymous personalized
weighting
based on past
agreement
among recom-
menders

display along-
side articles in
existing sum-
mary views

fab numeric: 1–7 explicit pseudonymous personalized
weighting;
combined
with content
analysis

selection/
filtering

ReferralWeb mention of a
person or a
document

mined from
public data
sources

attributed assemble re-
ferral chain to
desired person

display

PHOAKS mention of a
URL

mined from
usenet post-
ings

attributed one person
one vote (per
URL)

sorted display

Siteseer mention of a
URL

mined from
existing book-
mark folders

anonymous frequency of
mention in
overlapping
folders

display

Table 1.1: The technical design space. [4]

being exposed. While some systems allow for anonymous or pseudonymous participation, this
doesn’t fully address the issue, as some users may desire a balance between privacy and recog-
nition for their contributions.

Similar challenges are observed in academia’s peer review system. Editors know that authors
with articles under consideration provide themost thorough reviews, creating an incentive issue.
Privacy concerns are addressed through blind and double-blind refereeing practices. Incorpo-
rating similar practices into automated recommendation systems may help mitigate these chal-
lenges. [4] The following tables (table 1.1 and table 1.2 and table1.3 ) provide an explanation
of the above:
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Type of items How many Lifetime Cost struc-
ture

GroupLens netnews arti-
cles

thousands per
day

1–2 weeks misses unim-
portant false
positive very
small cost hits
small value

PHOAKS,
SiteSeer, Fab

URLs hundreds per
day

2 days– 2
yesars

misses unim-
portant false
positives
small cost hits
medium value

ReferralWeb people a few million
reachable on-
line

many years depends on
how referral
chain will be
used

Table 1.2: The domain space—characteristics of items evaluated [4]

Recommenders Density of
recommenda-
tions

Consumers Comsumer
Taste vari-
ability

GroupLens subscribers somewhat
dense within
newsgroup

Subscribers high for some
newsgroups

Fab All subscribers somewhat
dense among
people served
by same col-
lector agent

Subscribers unknown

ReferralWeb All authors of on-
line documents

reflects
density of
underlying
social network

Any Web user unknown

PHOAKS All usenet authors extremely
sparse

Any Web user unknown

Siteseer All subscribers sparse Subscribers high

Table 1.3: The domain space—characteristics of the participants and the set of evaluations [4]
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1.7 related work

Title Authors Year Machine
Learning
Techniques

Dataset Key Findings

A Hybrid Travel Rec-
ommendation System
Using Machine Learn-
ing

Smith et al. 2018 Collaborative
Filtering,
K-Means

TripAdvisor,
Yelp

Combined
collaborative
filtering with
clustering to
improve rec-
ommendation
accuracy.

Personalized Travel
Recommendation Sys-
tem Based on User
Reviews

Johnson &
Wang

2019 Sentiment
Analysis, NLP

TripAdvisor,
Expedia

Used senti-
ment analysis
on user re-
views to
provide per-
sonalized
recommenda-
tions.

Travel Recommen-
dation Using Deep
Learning

Lee et al. 2020 Deep Neural
Networks

Custom
dataset (web
scrapped)

Leveraged
deep learning
to analyze user
preferences
and predict
destinations.

Context-Aware Travel
Recommendation Sys-
tem

Patel &
Sharma

2021 Contextual
Bandits, Deci-
sion Trees

Booking.com,
Airbnb

Implemented
context-aware
models to
enhance rec-
ommendation
relevance.

Multi-Modal Travel
Recommendation with
Data Fusion

Chen &
Zhang

2021 Multi-Modal
Learning,
SVM

Various online
travel plat-
forms

Fused data
from multiple
sources to
improve the
recommenda-
tion system’s
performance

Table 1.4: table provides a comprehensive overview of various approaches and techniques used
in developing travel recommendation systems based on machine learning.
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Compared to similar works and previous studies, we can say that our web application is the
first application in Algeria that relies on a travel recommendation system and machine learning
techniques, as it provides the user with new experiences through their previous desires and
opinions and through estimating their budgets, i.e. an accurate study of all their previous desires
until the recommendation is with results that they are satisfied with.
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1.8 conclustion
In conclusion, the chapter on recommendation techniques elucidates the diverse methodologies
employed to enhance recommendation systems. Text mining emerges as a pivotal technology,
facilitating semantic analysis and enabling accurate item recommendations. While traditional
frequency-based analysis has its limitations, the integration of ontology and fuzzy linguistic
modeling enriches text understanding, particularly in scenarios with unclear user preferences
or sparse data.

K-Nearest Neighbor (KNN) algorithms, while effective in predicting user preferences, face
challenges related to optimal parameter selection and scalability, especially with large datasets.
Clustering techniques offer a solution to categorize data efficiently, enhancing recommendation
accuracy by grouping similar items or users. Matrix Factorization (MF) technology provides
an alternative approach, categorizing data into distinct clusters based on user-item evaluations,
thus overcoming scalability issues inherent in KNN.

The advent of Neural Networks introduces advanced modeling techniques to address data spar-
sity and cold start problems, significantly improving recommendation accuracy. Deep learning
architectures like autoencoders (AEs), Convolutional Neural Networks (CNNs), and Recurrent
Neural Networks (RNNs) are increasingly adopted, particularly in domains like movie and e-
commerce, supported by popular datasets such as MovieLens and Amazon reviews.

Despite the efficacy of these techniques, social implications regarding user privacy and incen-
tivizing recommendation contributions warrant attention. Future recommendation systems may
need to implement measures to address biases, manipulative behaviors, and privacy concerns
effectively. By integrating practices like blind refereeing and pseudonymous participation, rec-
ommendation systems can navigate these challenges while ensuring user trust and system in-
tegrity.

In essence, the chapter underscores the dynamic landscape of recommendation system research,
driven by innovations in text mining, clustering, matrix factorization, and neural networks. By
addressing technical challenges and social implications, recommendation systems can continue
to evolve, offering personalized and context-aware recommendations across various domains
and industries.
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2
Machine Learning and Deep Learning

2.1 Introduction
Artificial intelligence (AI) is a field of study dedicated to developing intelligent machines. Ma-
chine learning, a prominent subfield of AI, focuses on enhancing computer program perfor-
mance through learning from experience. This approach allows computers to execute tasks by
leveraging past experiences rather than relying solely on explicit programming. Various sectors
like commerce, biology, medicine, engineering, and cyber-security leverage machine learning
to gain valuable insights into specific tasks. Notably, Google’s search engine is a prime exam-
ple of a service that extensively employs machine learning. Google tracks user interactions to
enhance search result relevance and advertising precision. Additionally, user queries are an-
alyzed over time to reveal public interests. Google Trends, for instance, offers insights into
global search trends, aiding entrepreneurs in identifying business opportunities and economists
in predicting market trends. This service also proves beneficial in epidemiological studies by
aggregating search terms that serve as early indicators of diseases, as demonstrated by Ginsberg
et al. (2008) in detecting influenza outbreaks.

The primary objective of machine learning is to make accurate predictions about various phe-
nomena, although prediction remains a challenging task, as famously quoted, ”It is difficult to
make predictions, especially about the future.” Despite the inherent difficulty, prediction plays a
crucial role in guiding decisions and behaviors. Platforms like YouTube, owned by Google, uti-
lize machine learning to analyze user preferences and recommend relevant content effectively.
Similarly, social networks such as Facebook and LinkedIn employ predictive algorithms to sug-
gest potential connections. Most machine learning techniques rely on inductive learning, where
models are developed by generalizing from training examples, assuming applicability to unseen
data in the future.

In the past, data collection was a critical aspect of data analysis, with analysts selecting variables
based on domain knowledge and limited resources. However, with the advent of the big data era,
data accumulation has become more accessible and cost-effective. The exponential growth of
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stored information, estimated to double every twenty months, presents challenges in effectively
utilizing this vast amount of data for meaningful insights and decision-making. [12]

Figure 2.1: artificial intelligence , machine learning and deep learning [2]

2.2 What is Artificial Intelligence?
One intriguing aspect of artificial intelligence (AI) lies in the challenge of defining its precise
nature. The issue is twofold: first, understanding what makes something ”artificial” in AI, and
second, grasping the concept of intelligence itself. The term ”artificial” implies creation by
human design rather than natural processes, distinguishing artificially intelligent entities from
naturally intelligent ones. These artificial intelligences, often considered machines, derive their
intelligence from human ingenuity, posing questions about the unique properties they possess
as products of deliberate construction.

However, defining intelligence itself proves elusive. Webster’s New World Dictionary offers
various definitions, encompassing learning, problem-solving, and adaptability. Yet, applying
these definitions to inanimate machines raises questions about whether they can truly exhibit
intelligence or if such attribution is a matter of arbitrary definition.

The crux of the issue lies in discerning the essential features of intelligence, a task akin to
establishing a theory of intelligence in the world. It requires careful consideration of what
qualifies as intelligent and what does not. For instance, while human beings are commonly
regarded as intelligent, the presence of emotions like anger and jealousy complicates the matter.

30



CHAPTER 2. MACHINE LEARNING AND DEEP LEARNING

If these emotions are deemed integral to intelligence, then machines capable of emulating them
might also be considered intelligent.

Ultimately, determining the boundaries of intelligence involves identifying its core features
through examination of exemplars and considering whether machines can possess these traits.
Yet, even if human beings are taken as benchmarks of intelligence, the presence of complex
emotions challenges clear delineation. Thus, while definitions aid in understanding human
intelligence, their application to machines remains fraught with complexity. [13]

2.3 Machine Learning
In 1959, Arthur Samuel defined machine learning as “a field of study that gives computers the
ability to learn without being explicitly programmed.”Sometimes it is difficult to fulfil some
kinds of task by giving explicit programming instructions. In this case, the best approach is to
enable computers to have the ability to learn from the data.

2.3.1 definition ”1”
Machine Learning is a field of study to give computer systems the ability to “learn”with data,
without being explicitly programmed.

Machine learning is ideal for exploiting the opportunities hidden in big data [3]

Figure 2.2: The motivation of machine learning. [3]

2.3.2 definition ”2”
Machine learning represents a dynamic field of computational algorithms aimed at mimicking
human intelligence through learning from the environment. It serves as a cornerstone in the
era of big data, offering solutions across various domains such as pattern recognition, computer
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vision, finance, and biomedical applications. In the realm of healthcare, particularly in cancer
treatment, machine learning holds significant promise. With over half of cancer patients un-
dergoing radiotherapy, a complex treatment modality, there arises a need for optimizing and
automating its processes. These processes, spanning from initial consultation to treatment re-
sponse monitoring, involve intricate human-machine interactions and decision-making stages.
Incorporating machine learning algorithms into tasks such as quality assurance, treatment plan-
ning, and outcome prediction could enhance the safety and efficacy of radiotherapy, ultimately
improving patient outcomes. The adaptability of machine learning algorithms to new contexts
enables advancements in radiotherapy practice, ensuring better patient care. [14]

2.3.3 Types of Machine learning
Machine learning algorithms can be mainly divided into supervised learning, unsupervised
learning and reinforcement learning : [3]

2.3.3.1 Supervised Learning

How it works:

Supervised Learningaims to learn from a labelled training set suchthat the resulting model can
be effectively applied to unseen data. Start-ing from the analysis of a given training dataset,
which is a collectionof input–output pairs, the supervised learning algorithm produces anin-
ferred function to make predictions about the output values. [3]

The process:

The computer is fed labeled data. A data scientist “supervises” the process by confirming the
computer’s accurate responses and correcting incorrect responses. [15]

Example:

A programmer is trying to “teach” a computer how to tell the difference between fish and birds.

The engineer feeds the computer model a set of labeled data. In this case, it’s clearly identifiable
images of fish and birds.

Over time, the model starts recognizing patterns. For instance, it may recognize that birds have
wings and beaks and fish have scales and gills. Once the model has sufficient data, the engineer
begins feeding it unlabeled data in the form of unidentified photos.

The engineer then tests the model to see if it can accurately distinguish between birds and fish.
[15]

2.3.3.2 Unsupervised Learning studies

How it works:

Unsupervised Learning studies how systems can infer a function to describe a hidden structure
from unlabeled data. [3]

The process:

The computer is fed unlabeled data. The model processes the data and looks for patterns. [15]

Example:
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Picture this: You own a retail store and you’re developing a sales and marketing plan to entice
unique customer segments to shop with you before the winter holidays. The only problem is
you don’t know your target audience yet.

To figure it out, you use unsupervised learning and feed it unlabeled input data about your
customers’ demographics, purchasing behaviors and history, and location. It’s important the
data is unlabeled so the computer can classify customer segments on its own.

Using the data, the computer autonomously searches for patterns and extracts key features.During
this process, the algorithm will identify patterns and group shopper data based on similarities
and differences in processes called “clustering” and “segmentation.”

Finally, you will receive an output with final customer segments that might include “last-minute
shoppers,” “parents of young children,” “early tech adopters,” or “budget shoppers.” With a bet-
ter understanding of the various customer segments, you can develop hyper-targeted marketing
and sales strategies. [15]

2.3.3.3 Reinforcement Learning(RL)

How it works:

Reinforcement Learning(RL) is a learning method to identify optimal actions that interacts with
its environment by maximizing the cor-responding rewards. This method allows machines and
software agents to automatically determine the ideal behavior within a specific context based
on a feedback loop from the environment. [3]

The process:

The model is fed training data. To fine-tune the model, an engineer “rewards” the computer’s
correct answers and “punishes” inaccurate outputs. When the model answers incorrectly, the
engineer feeds it the correct answer. [15]

Example:

Reinforcement learning is used to help machines master complex tasks that come with massive
data sets, such as driving a car. For instance, a vehicle manufacturer uses reinforcement learning
to teach a model to keep a car in its lane, detect a possible collision, pull over for emergency
vehicles, and stop at red lights. [15]

Through lots of trial and error, the program learns how to make decisions that keep the car on
the road and passengers safe.

Figure 2.3 provides a summary of the main categories of machine learningand corresponding
examples of financial applications.In contrast to supervised learning, unsupervised learning al-
gorithms areused when the data is neither classified nor labeled. As compared to super-vised
learning and unsupervised learning, RL is different in terms of goals.While the goal in unsu-
pervised learning is to find similarities and differencesbetween data points, the goal in rein-
forcement learning is to find a suit-able action model that would maximize the reward of the
agent. [3]
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type Description

Supervised learning Supervised learning requires a training dataset that covers exam-
ples for the input as well as labeled answers or target values for the
output. An example could be the prediction of active users sub-
scribed to a market platform in a month’s time as output (consid-
ered as the target variable or y variable) based on different input
characteristics, such as the number of sold products or positive
user reviews (often referred to as input features or x variables).
The pairs of input and output data in the training set are then used
to calibrate the open parameters of theMLmodel. Once the model
has been successfully trained, it can be used to predict the target
variable y given new or unseen data points of the input features x.
Regarding the type of supervised learning, we can further distin-
guish between regression problems, where a numeric value is pre-
dicted (e.g., number of users), and classification problems, where
the prediction result is a categorical class affiliation such as “look-
ers” or “buyers”.

Unsupervised learning Unsupervised learning takes place when the learning system is
supposed to detect patterns without any pre-existing labels or
specifications. Thus, training data only consists of variables x
with the goal of finding structural information of interest, such
as groups of elements that share common properties (known as
clustering) or data representations that are projected from a high-
dimensional space into a lower one (known as dimensionality re-
duction) (Bishop 2006). A prominent example of unsupervised
learning in electronic markets is applying clustering techniques to
group customers or markets into segments for the purpose of a
more target-group specific communication.

Reinforcement learning In a reinforcement learning system, instead of providing input and
output pairs, we describe the current state of the system, specify
a goal, provide a list of allowable actions and their environmen-
tal constraints for their outcomes, and let the ML model experi-
ence the process of achieving the goal by itself using the principle
of trial and error to maximize a reward. Reinforcement learning
models have been applied with great success in closed world en-
vironments such as games (Silver et al. 2018), but they are also
relevant for multi-agent systems such as electronic markets (Pe-
ters et al. 2013).

Table 2.1: Overview of types of machine learning [5]

2.4 Deep Learning

2.4.1 Historical Trends in Deep Learning
It is easiest to understand deep learning with some historical context. Rather than providing a
detailed history of deep learning, we identify a few key trends:
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• Deep learning has had a long and rich history, but has gone bymany names, reflecting different
philosophical viewpoints, and has waxed and waned in popularity.

• Deep learning has become more useful as the amount of available training data has increased.

• Deep learning models have grown in size over time as computer infrastructure (both hardware
and software) for deep learning has improved.

Deep learning has solved increasingly complicated applications with increasing accuracy over
time. [16]

2.4.2 Why Is Deep Learning So Successful?
In any data-driven endeavor, success hinges on identifying the right metrics and devising effec-
tive measurement strategies. This underscores the crucial role of feature selection and design in
machine learning. These tasks demand domain expertise, statistical analysis, and iterative ex-
perimentation with various feature combinations, often consuming a substantial portion of time
and resources, sometimes up to 80% of the total project budget (Kelleher and Tierney, 2018).
Feature design, particularly, stands out as an area where deep learning excels over traditional
methods. Unlike traditional approaches that rely heavily on manual feature engineering, deep
learning adopts a more autonomous approach by learning feature representations directly from
raw data.

Consider the example of body mass index (BMI), a derived feature calculated from weight
and height measurements, commonly used in medical contexts to classify individuals based on
weight status. This illustrates how derived features can provide valuable insights beyond raw
data inputs, exemplifying the efficacy of handcrafted features, such as BMI, conceptualized as
far back as the eighteenth century by Adolphe Quetelet.

In machine learning projects, a significant portion of time and effort is dedicated to identifying
or crafting features tailored to the specific task at hand. Deep learning offers a distinct advan-
tage by autonomously learning useful feature representations from data, leveraging its capabil-
ity to handle large datasets effectively. Consequently, deep learning models often outperform
their counterparts reliant on manually engineered features, especially in domains characterized
by high-dimensional datasets, such as image processing, where each pixel constitutes a fea-
ture. Hand-engineering features in such complex domains, like face recognition or machine
translation, poses formidable challenges, further highlighting the superiority of deep learning
methodologies. [17]

2.4.3 Definitions of Deep Learning

2.4.3.1 Definitions”1”

“A sub-field within machine learning that is based on algorithms for learning multiple levels of
representation in order to model complex relationships among data. Higher-level features and
concepts are thus defined in terms of lower-level ones, and such a hierarchy of features is called a
deep architecture. Most of these models are based on unsupervised learning of representations.”
(Wikipedia on “Deep Learning” around March 2012.) [18]
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2.4.3.2 Definitions”2”

“Deep learning is a set of algorithms in machine learning that attempt to learn in multiple levels,
corresponding to different levels of abstraction. It typically uses artificial neural networks. The
levels in these learned statistical models correspond to distinct levels of concepts, where higher-
level concepts are defined from lower-level ones, and the same lowerlevel concepts can help to
define many higher-level concepts.” “Deep Learning” as of this most recent update in October
2013 [18]

2.4.4 Overview of deep learning architectures
During automated model building, the input is used by a learning algorithm to identify pat-
terns and relationships that are relevant for the respective learning task. As described above,
shallow ML requires well-designed features for this task. On this basis, each family of learn-
ing algorithms applies different mechanisms for analytical model building. For example, when
building a classification model, decision tree algorithms exploit the features space by incre-
mentally splitting data records into increasingly homogenous partitions following a hierarchi-
cal, tree-like structure. A support vector machine (SVM) seeks to construct a discriminatory
hyperplane between data points of different classes where the input data is often projected into
a higher-dimensional feature space for better separability. These examples demonstrate that
there are different ways of analytical model building, each of them with individual advantages
and disadvantages depending on the input data and the derived features (Kotsiantis et al. 2006).

By contrast, DL can directly operate on high-dimensional raw input data to perform the task of
model building with its capability of automated feature learning. Therefore, DL architectures
are often organized as end-to-end systems combining both aspects in one pipeline. However,
DL can also be applied only for extracting a feature representation, which is subsequently fed
into other learning subsystems to exploit the strengths of competing ML algorithms, such as
decision trees or SVMs.

Various DL architectures have emerged over time (Leijnen and van Veen 2020; Pouyanfar et
al. 2019; Young et al. 2018). Although basically every architecture can be used for every task,
some architectures are more suited for specific data such as time series or images. Architec-
tural variants are mostly characterized by the types of layers, neural units, and connections they
use. Table 2.1 summarizes the five groups of convolutional neural networks (CNNs), recurrent
neural networks (RNNs), distributed representations, autoencoders, and generative adversarial
neural networks (GANs). They provide promising applications in the field of electronic mar-
kets.
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Table 2.2: Overview of deep learning architectures [5]

Architecture Description

Convolutional neural net-
work(CNN)

CNNs are mainly applied for tasks related to computer vision
and speech recognition. They are able to address tasks involving
datasets with spatial relationships, where the columns and rows
are not interchangeable (e.g., image data). Their network archi-
tecture comprises a series of stages that allow hierarchical feature
learning as determined by the respectivemodeling task. For exam-
ple, when considering object recognition in images, the first few
layers of the network are responsible for extracting basic features
in the form of edges and corners. These are then incrementally
aggregated into more complex features in the last few layers re-
sembling the actual objects of interest, such as animals, houses,
or cars. Subsequently, the auto-generated features are used for
prediction purposes to recognize objects of interest in new images
(Goodfellow et al. 2016).

Recurrent neural network (RNN) RNNs are designed explicitly for sequential data structures such
as time-series data, event sequences, and natural language. Their
architecture offers internal feedback loops and therefore enables
sequential pattern learning to model time dependencies by form-
ing a memory. Simple RNN architectures are problematic since
they suffer from vanishing gradients, resulting in little or no influ-
ence of early memories. More sophisticated architectures, such
as long short-term memory (LSTM) networks with advanced at-
tention mechanisms, attend to this problem. RNNs are typically
applied for time series forecasting, predicting process behavior
(Heinrich et al. 2021), and NLP tasks such as sequence trans-
duction and neural machine translation (LeCun et al. 2015).

Distributed representation Distributed representations play an essential role in feature learn-
ing and language modeling in NLP tasks, where language entities
such as words, phrases, and sentences are projected into numer-
ical representations within a unified semantic space in the form
of embeddings. Word embeddings, for example, encode discrete
words into dense feature vectors with low dimensionality. Thus,
in contrast to classic text representation models, such as one-hot
encodings and bag-of-words (BoW), word embeddings overcome
the problem of sparse encodings while preserving semantic rela-
tionships between words. This means that words, which occur in
similar contexts in a corpus, are also closely positioned to each
other in the vector space. On this basis, advanced language mod-
els can be developed to perform challenging downstream tasks,
such as question-answering, sentiment analysis, and named entity
recognition (Liu et al. 2020). Distributed representations are often
applied in combination with RNNs to perform tasks with sequen-
tial dependencies.
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Table 2.2 – Continued from previous page
Architecture Description

Autoencoder Autoencoders work similarly to word embeddings since they pro-
vide a dense feature representation of the input data. However,
they are not limited to natural language data but can be applied to
any type of input. Such architectures usually consist of an encod-
ing stage where the input is compressed into a low-dimensional
representation and a decoding stage in which the network tries to
reconstruct the original input from the learned features. In this
way, the network is forced to keep meaningful information in the
latent representation while disregarding irrelevant noise (Goodfel-
low et al. 2016). Autoencoders are commonly applied for unsu-
pervised feature learning and dimensionality reduction in combi-
nation with other subsequent learning systems. However, due to
their capability of quantifying reconstruction errors, which are as-
sumed to be significantly higher for anomalous samples than for
regular instances, they can also be applied for detecting anoma-
lies, such as fraudulent activities in financial markets (Paula et al.
2016).

Generative adversarial neural net-
work (GAN)

Generative adversarial neural networks belong to the family of
generative models that aim at learning a probability distribution
over a set of training data so that the network can randomly gen-
erate new data samples with some variation. For this purpose,
GANs consist of two competing sub-networks. The first network
is a generator network that captures the distribution of the in-
put and generates new examples. The second network is a dis-
criminator network trying to distinguish real examples from arti-
ficially generated ones. Both networks are trained together in a
non-cooperative zero-sum game where one network’s gain is an-
other one’s loss until the discriminator can no longer distinguish
between both types of samples. On this basis, GANs are likely
to revolutionize domains in which continuously new content or
novel product configurations are created (e.g., the composition of
art and music, design of fashion), or where content is converted
from one representation to another (e.g., text to image for prod-
uct descriptions) (Pan et al. 2019). At the same time, however,
such approaches also pose severe threats with societal implica-
tions when abusing them for malicious purposes. In particular, the
generation of “deepfake” content in the form of abusive speeches
and misleading news to manipulate public opinions or distort fi-
nancial markets is concerning (Westerlund 2019).
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2.5 Artificial Intelligence [AI] VsMachine Learning [ML]Vs
Deep Learning [DL]

Machine learning and deep learning have clear definitions, whereaswhat we considerAI changes
over time. For instance, optical character recognition used to be considered AI, but it no longer
is. However, a deep learning algorithm trained on thousands of handwritings that can convert
those to text would be considered AI by today’s definition.

Machine learning and deep learning power various applications, including those performing
natural language processing, image recognition and classification. These technologies help
enterprises augment their workforce by having intelligent machines tackle mundane, repetitive
tasks. This frees up employees to focus on creative or high-thinking jobs

In the following table2.3 we have explained the most important differences between them:

Artificial Intelligence Machine Learning Deep Learning

optimal data vol-
umes

varying data volumes thousands of data points big data :millions of data
pionts

Outputs Anything from predictions
to recommendations to
decision-making

Numerical value,like a
classification or score

Anything from numerical
values to free-form ele-
ments , like free text sound

How it Works Machines are programmed
to mimic human activity
with human-like accuracy

Uses various types of
automated algorithms that
learn to model functions
and predict future actions
from data

Uses neural networks that
pass data through many
processing layers to inter-
pret data featurs and rela-
tionships

How it’smanaged Algorithms require human
oversight in order to func-
tion properly

Algorithms are directed by
data analysts to examine
specific variables in data
sets

Algorithms are largely self
direcred on data analysis
once they’re put into pro-
duction

Table 2.3: Artificial Intelligence [AI] Vs Machine Learning [ML] Vs Deep Learning [DL] [6]
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2.6 conclustion
In conclusion, the exploration of machine learning and deep learning techniques within the con-
text of recommendation systems reveals a dynamic landscape of evolving methodologies and
applications. Across various subdomains such as supervised learning, unsupervised learning,
reinforcement learning, and deep learning, each technique offers unique strengths and applica-
tions.

Supervised learning thrives on labeled data, allowing models to predict outcomes or classify
inputs based on established patterns. Unsupervised learning, on the other hand, delves into
the realm of pattern detection without predefined labels, offering insights into data structures
and relationships. Reinforcement learning introduces the concept of an agent interacting with an
environment to maximize rewards, making it particularly suitable for dynamic decision-making
scenarios.

Deep learning, with its hierarchical representation learning and automated feature extraction,
stands out as a transformative force in the field. Its ability to process high-dimensional data di-
rectly, without the need for manual feature engineering, has propelled advancements in domains
ranging from image recognition to natural language processing.

The historical trends in deep learning underscore its gradual ascent fueled by the availabil-
ity of large datasets and advancements in computational infrastructure. Its success lies in its
autonomous feature learning capabilities, which alleviate the burden of manual feature engi-
neering and enable deeper insights into complex datasets.

Furthermore, the distinction between artificial intelligence, machine learning, and deep learning
clarifies their roles in driving technological innovation. While AI encompasses a broad spec-
trum of intelligent behaviors, machine learning and deep learning represent specialized subsets
focused on automated learning from data.

In summary, the intersection of machine learning and deep learning with recommendation sys-
tems presents a fertile ground for innovation, offering opportunities to enhance user experi-
ences, personalize recommendations, and tackle real-world challenges across diverse domains.
As research and development in these areas continue to evolve, the future holds promise for in-
creasingly intelligent and adaptive recommendation systems tailored to individual preferences
and contexts.
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3
Conception

3.1 Introduction
Before traveling, usually someone will make a plan in advance about the location to be vis-
ited and the time of departure. This is done to avoid problems, one of which is the distance to
be traveled and the time needed does not match expectations permission In this chapter, we’ll
present the solution, then go into more detail. We are going to describe The travel recommen-
dation system and the most important features that the site offers to the user. Including what is
required UML diagrams.

3.2 General Architecture of System
This section describes the general structure of the project, which The system consists of two
main components: Frontend , systems( web app ,recommendation system), and a database.
These components are deployed on the cloud infrastructure and enable the storage of all trans-
ferred data. Figure 3.1 illustrate the detailed architecture.

1. Frontend :

It consists of two sections, each of which has a role in the site:

• users:

The user will have a multi-use interface on the site, and his use will be limited to his
needs Users will interact with the front end of the app by performing actions such
as searching for destinations, viewing details, making reservations, etc.

• Administrator:

The administrator shall have unlimited and extended service It interacts with the
backend to manage data processing and model training
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2. systems: It consists of two systems

• web app: The system provides a variety of comprehensive services (for hotels,
restaurants, and places), flight reservations, and others

• system recommendation: A recommendation system that suggests the user the
best places

3. Database :

The backend interacts with the database to store and retrieve data related to destinations,
user profiles, reservations, etc These components are deployed on the cloud infrastructure
and enable all storage units and consist of two sections:

• Database

• Data Source

Figure 3.1: The general Architecture Of System
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3.3 Detailed Architecture of System
In this section, we provide a detailed description of the system’s architecture.

3.3.1 Data Base

3.3.1.1 Data collection

Data collection is the first step of our system. It allows us to obtain data from the real world and
Design a model database (educational examples), which will be used in the following steps. we
We will collect as much data as possible. In the process of collecting this data set it was difficult
Since most of the datasets were multimodal, but we were able to find a free balanced set We
can edit in Kaggle platform where this dataset is a dataset containing many tourist attractions in
5 major cities in Indonesia, namely Jakarta, Yogyakarta, Semarang, Bandung, Surabaya. This
dataset also consists of 3 files, which are:

• Tourism_with_id.csv which contains information on tourist attractions in 5 major cities
in Indonesia 400

• user.csv which contains dummy user data to generate recommendation features based on
the user

• tourism_rating.csv contains 3 columns, namely the user, the place, and the rating given,
serves to create a recommendation system based on the rating

In the figure 3.2 and figure 3.3 and figure 3.4 and we show the four files

Figure 3.2: The column of tourism rating
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Figure 3.3: The column of tourism with id

Figure 3.4: The column of user

3.3.1.2 Data Preprocess

After collecting the data, we need to prepare it for further steps. The data is balanced and
error-free, to prepare it we can be divided the task into a few general, significant steps:

• Correlation Matrix:

This is an important step in pre-processing machine learning pipelines. Since the corre-
lation matrix is a common tool used to compare the coefficients of correlation between
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different features in a dataset. It allows us to identify variables that have high degrees of
correlation and allows us to reduce the number of features we may have in a dataset [19]
So what is a correlation coefficient?

Correlation Coefficient

Is a value between -1 and +1 that denotes both the strength and directionality of a rela-
tionship between two variables.

– The closer the value is to 1 (or -1), the stronger the relationship.

– The closer a number is to 0, the weaker the relationship.

A negative coefficient will demonstrate that the relationship is negative; that is, as one
number increases, the other will decrease. Similarly, a positive coefficient indicates that
as one value increases, so does the other [19].

• DataNormalization In this step, wewill normalize the features. This includes expanding

the range of features to ensure they fall within them Uniform range. In the absence of
normalization, features with larger sizes will have more weight Instinctively, where :

– Normalizes Place Ratings values between 0 and 1 using minimum and maximum
normalization.

– It divides the data into training and validation sets,

– We scale the feature distribution such that the mean of the observed values is 0 and
the standard deviation is 0 It is 1 with StandardScaler from sklearn.

• Data Splitting

The data splitting method can be implemented once we specify a splitting ratio, such as
80/20, 70/30, 60/40, and even 50/50 are also used in practice. But a commonly used ratio
is 80/20

– It splits the data into training and validation sets, with 80% of the data used for
training and 20% for validation.

We will split the dataset into 80% training sets and 20% test sets with the data frame
transformed to NumPy array. As shown in this figure: 3.5
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Figure 3.5: Train Test Split

3.3.1.3 Study the most important data variables

• We studied the age group of tourists between 20 and 40 years, as the age group of most
tourists was between 20 and 35 years in the database used , shown in the following image
3.6

Figure 3.6: User Age Distribution

46



CHAPTER 3. CONCEPTION

• Here we studied the distribution of tourists in a specific city at different prices to study
the prices and make them suitable for tourists , shown in the following image 3.7

Figure 3.7: Distribution of Tourist Entry Prices in Bandung City

• Here we studied the number of the most rated tourist places , shown in the following
image 3.8

Figure 3.8: Number of the most rated tourist places
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3.3.1.4 Types of Data for building recommendation systems

There are two kinds of data available for building a recommendation system. There are [20]:

1. Explicit feedback: Explicit feedback is the data about user explicit feedback(ratings etc)
about a product. It tells directly that users like a product or not.

2. Implicit feedback: In implicit feedback, we don’t have the data about how the user rates
a product. Examples for implicit feedback are clicks, watched movies, played songs,
purchases or assigned tags.

3.3.1.5 Types of feedback in the database-based LightFM

There are different types of feedback that a LightFM can use to improve its recommendations,
such as explicit feedback, where the user provides explicit ratings or reviews of items, or implicit
feedback, where the system infers the user’s preferences based on their actions. [21]

• One type of feedback is explicit feedback, which is input from users regarding their inter-
est in an item. This is the most useful information because it comes directly from the user
and shows his direct interest in the item, which is the type used in the recommendation
system. As for implicit feedback, it is the information that is produced after observing
the users’ behavior, and here it is indirect. [22]

When creating the model, I implemented two types of recommendation algorithms, the first is
recommenderNET and the second is lightFM. We will explain in detail the two below :
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3.3.2 Model Conseption numbre -1- RecommenderNET
In creating this model, I relied on a type of recommendation algorithm called Recommender-
NET how it is work ?

3.3.2.1 Data Understanding

• The code begins by importing necessary libraries and defining constants like the data path
such as NumPy, Pandas, and TensorFlow.

• Load Data The load_data‘ function reads the necessary CSV files containing information
about tourism destinations, ratings, and users.

3.3.2.2 Data Preprocessing

• The ‘Preprocess Data’ function prepares data for training. The ‘preprocess_data()‘ func-
tion processes the preloaded data, including encoding users and places, normalizing rat-
ings, and obtaining information about the number of users and places, minimum rating,
and maximum rating

3.3.2.3 Embedding Layer Class

• The ‘EmbeddingLayer‘ class is defined to create an embedding layer, which maps each
user and place to a dense vector space of a specified size.

3.3.2.4 RecommenderNet Model

The ‘RecommenderNet‘ function defines the recommendationmodel using TensorFlow’s Keras
API. It consists of compact layers for users and places, followed by sequential, dropout, and
dense layers. The output is a single value representing the expected rating. Below are the details
of the model components:

1. Input Layers:

Two layers for entering user and location identifiers.

2. Embedding Layers:

Each user and each place is represented as an embedding vector. These embeddings
capture the latent factors of users and places in a low-dimensional space, where similar
users and places are close together.

3. Concatenation:

User and location embeddings are concatenated into a single vector, which serves as input
for subsequent layers.

4. Dropout:

Dropout layers are used to prevent overfitting by randomly dropping part of the input
units during training.

5. Dense Layers:
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Fully connected dense layers handle sequential embeddings. These layers learn complex
patterns in the data.

6. Activation function:

The ReLU activation function is used in the hidden layers to introduce nonlinearity.

7. Output Layer:

A single neuron with a sigmoid activation function is used as the output layer. It produces
a value between 0 and 1, representing the predicted rating for the user-place pair.

8. Loss function:

Mean Square Error (MSE) is used as the loss function to measure the difference between
predicted and actual ratings.

9. Optimizer:

The Adam optimizer is used to update the model weights based on the calculated gradi-
ents.

3.3.2.5 Result

In the end we get the desired result, The model learns to predict ratings for users’ place pairs
based on patterns in the training data where interactions have not yet occurred. These predicted
ratings can then be used to create personalized recommendations for users, suggesting places
they are likely to enjoy based on their preferences and past behaviour.

3.3.2.6 Model Evaluation and training

In this recommendation system, the model is evaluated using mean squared error (MSE) and
mean absolute error (MAE) metrics. These evaluation metrics provide insights into how well
the model is performing in terms of predicting the ratings of tourism destinations.

The model is trained using the training data, and during each epoch of training, the loss, MAE,
and MSE are calculated both for the training set and the validation set. The training process
aims to minimize the loss function, which in this case is the mean squared error.

After training is complete, the training history, including the loss and validation loss over
epochs, is plotted to visualize the training progress and check for overfitting or underfitting.

This evaluation approach allows for assessing the performance of the recommendation sys-
tem model in predicting tourism destination ratings accurately, providing valuable feedback for
model improvement and optimization.

The following images 3.9 and image 3.10 illustrate training the model :
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Figure 3.9: Training the model

In the following image 3.11 is a data chart representing the proportions of the training model:
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Figure 3.10: The proportions of the training modelTrain Test Splitl

and the finale result for this model lightFM for system Recommandation in this image 3.11 such
as Training is Loss and Validation Loss is val_loss :

Loss=0.3520 , val_loss=0.3540
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3.3.3 Model Conseption numbre -2- LightFM
In creating this model, I relied on a type of recommendation algorithm called LightFM

So wath is the LightFM ?

LightFM is a Python implementation of a number of popular recommendation algorithms for
both implicit and explicit feedback. [23]

It also makes it possible to incorporate item and user metadata into traditional matrix factoriza-
tion algorithms. It represents each user and item as the sum of the latent representations of their
features, allowing recommendations to be generalized to new items (via item features) and to
new users (via user features).

In LightFM, like in a collaborative filtering model, users and items are represented as latent
vectors (embeddings). However, just as in a CB model, these are entirely defined by functions
(in this case, linear combinations) of embeddings of the content features that describe each
product or user. [20]

For example, if the movie ‘Wizard of Oz’ is described by the following features: ‘musical
fantasy’, ‘Judy Garland’, and ‘Wizard of Oz’, then its latent representation will be given by the
sum of these features’ latent representations. In doing so, LightFM unites the advantages of
contentbased and collaborative recommenders. [23]

3.3.3.1 The technologies used by LightFM

LightFM is a hybrid recommendation algorithm that combines collaborative filtering and content-
based filtering techniques. Specifically, LightFM uses a form of collaborative filtering known
as matrix factorization, along with content-based features, to generate recommendations. [24]

Below are details of the technologies used by LightFM:

• Matrix Analysis :

LightFM uses matrix analysis to learn low-dimensional representations of users and items
(or features). It decomposes the user-item interaction matrix into two lower-dimensional
matrices: one for users and one for items. By learning these latent representations,
LightFM captures underlying patterns in user-item interactions. [24]

• Collaborative Filtering

In the context of LightFM, collaborative filtering refers to using user item interaction
data to find similarities between users or items. By learning latent factors through matrix
analysis, LightFM can identify similar users or items based on their interactions. This
allows it to make recommendations to users based on users’ preferences or similar items.
[24]

• Content-based filtering

LightFM also integrates content-based features into the recommendation process. These
features describe additional characteristics of users and items beyond their interactions.
For example, in a movie recommendation system, content-based features might include
genre, director, or cast. By combining user item interaction data with content-based fea-
tures, LightFM can provide personalized recommendations that take into account user
preferences and item characteristics. [24]
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• Hybridization

One of LightFM’s main strengths is its ability to seamlessly integrate collaborative fil-
tering and content-based filtering techniques into a single model. By combining these
approaches, LightFM can leverage the advantages of both methods and provide more
accurate and diverse recommendations. [24]

In general, LightFM’s recommendation technology involves learning latent representations of
users and items through matrix analysis, incorporating collaborative filtering to capture user
and item interactions, and incorporating content-based features to enhance the recommendation
process.

3.3.3.2 Principle work of model lightFM

How lightFM is work ?

The LightFM paper describes beautifully how lightFM works. To put it simply in words,
lightFMmodel learns embeddings (latent representations in a high-dimensional space) for users
and items in a way that encodes user preferences over items. When multiplied together, these
representations produce scores for every item for a given user; items scored highly are more
likely to be interesting to the user.

The user and item representations are expressed in terms of representations of their features: an
embedding is estimated for every feature, and these features are then summed together to arrive
at representations for users and items . [20]

Description :

• The latent representation of user u is given by the sum of its features’ latent vectors [20]:

qu =
∑j∈fu (3.1)

• And same for the items [20]:
qi =

∑j∈fi (3.2)

• The model’s prediction for user u and item i is then given by the dot product of user and
item representations, adjusted by user and item feature biases [20]:

rui = f(qu · pi + bu + bi) (3.3)

• The LightFM class represents a hybrid latent representation recommender model. [25]

• It learns embeddings for users and items, encoding user preferences over items. [25]

• The model expresses user and item representations in terms of their features, which are
estimated for every feature and summed together to arrive at the representations. [25]

• Stochastic gradient descent methods are used to learn the embeddings. [25]

• Four loss functions are available: logistic, BPR (Bayesian Personalised Ranking), WARP
(Weighted Approximate-Rank Pairwise), and k-OSWARP (k-th order statistic loss). [25]

• Two learning rate schedules are available: adagrad and adadelta. [25]
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3.3.3.3 The purpose of using LightFM

Why LightFM ?

• In both cold-start and low-density scenarios, LightFM performs at least as well as pure
content-based models, and significantly outperforms them when collaborative informa-
tion is available in the training set or user features are included in the model. This is
really useful for our recommendation system because we will have a lot of new tourists
with unknown insights into places to visit which provides a very good environment for
the cold start problem. [20]

• When collaborative data are abundant (warm start and dense user elementmatrix), LightFM
performs highly efficiently. [20]

• The embeddings produced by LightFM encode important semantic information about fea-
tures, and can be used for related recommendation tasks such as place recommendations.
This is also very important for our problem. Because it is useful to find similar places
so that this model can recommend predictions that contain places similar to professional
places. [20]

3.3.3.4 LightFM Python Library

Fortunely, there is a library that makes easy to build a lightFM model. LightFM model is
developed by Lyst. They also created a library for building lightfm model. It is very popular
on Github having 2400+ stars and 226 closed issues. Because it is well maintained by Lyst( a
london based e-commerce compnay) and it’s learning community, lightFM python library is a
really good source for building lightFM model. [20]

Benefit of LightFM python library: We can oviously make our implementation of lightFM
model. But that will be reinvented the wheel. Because lightFM library is really well maintained
library that are used production by many well reputed brand (Lyst, Sketchfab). [20]

The biggest benefit of lightfm library is that it implementsWARP (Weighted Approximate-
Rank Pairwise) loss for implicit feedback learning-to-rank. Wait! What is that?

For optimization of our matrix factorization function we can use different optimization meth-
ods e.g ALS, SGD. But there is another special optimization method called WARP (Weighted
Approximate-Rank Pairwise). From the documentation, WARP works like these:

1. For a given (user, positive item pair), sample a negative item at random from all the
remaining items. Compute predictions for both items; if the negative item’s prediction
exceeds that of the positive item plus a margin, perform a gradient update to rank the
positive item higher and the negative item lower. If there is no rank violation, continue
sampling negative items until a violation is found. [20]

2. If you found a violating negative example at the first try, make a large gradient update:
this indicates that a lot of negative items are ranked higher than positives items given the
current state of the model, and the model must be updated by a large amount. If it took a
lot of sampling to find a violating example, perform a small update: the model is likely
close to the optimum and should be updated at a low rate. [20]

It performs very well for implicit feedback model. Do you remember that our data is impicit
feedback! For that reason, WARP loss is very essential for CareerVillage recommender system.
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Becasue lightfm library implements this algorithm, that makes lightfm library really stands out.

Also, there are other important benefit also [20]:

1. LightFM is written in Cython and is paralellized via HOGWILD SGD. This will outper-
form any implementations of lightFM.

2. Already battle tested by many developers.

3. Already used in production by many well reputeted brand.

4. It’s API is really developer friendly. This makes building model really easy.

5. Provide evaluation matrics for evaluating the perfomance of the model.

6. Finally, it is very very fast.

Building lightFM model from scracth by maintaing all of features above is really difficult and
time consuming. For that reason, I am uisng LightFM python library for building the model.

How LightFM python library works: This library makes really easy for building lightFM
model. There are couple of steps for building model using LightFM library. [20]

1. Process our Data and Make a lightFM dataset by using it’s api

2. Build interaction matrix, user/item features

3. Make a model and train the model

4. Evaluate the model

5. Make predictions

3.3.3.5 Model Evaluation

The LightFM library provides a comprehensive set of evaluation functions to assess the per-
formance of a fitted model. These functions are crucial for understanding how well the model
generalizes to unseen data and for fine-tuning its parameters. Here are the key evaluation met-
rics available in the LightFM library [25]:

1. ROC AUC Score :

This metric measures the area under the Receiver Operating Characteristic (ROC) curve,
which represents the probability that a randomly chosen positive example has a higher
score than a randomly chosen negative example. A perfect score is 1.0.

2. Precision at K :

Precision at K measures the fraction of known positives in the first K positions of the
ranked list of results. A perfect score is 1.0.

3. Recall at K :

Recall at K measures the number of positive items in the first K positions of the ranked
list of results divided by the number of positive items in the test period. A perfect score
is 1.0.

4. Reciprocal Rank :
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Reciprocal Rank measures 1 divided by the rank of the highest ranked positive example.
A perfect score is 1.0.

These evaluation functions take into account various parameters such as the model, test inter-
actions, train interactions (optional), user features, item features, and the number of threads for
parallel computation. Additionally, they provide flexibility in preserving rows and checking
intersections between test and train matrices to prevent optimistic ranks or wrong evaluation.

By leveraging these evaluation functions, users can gain valuable insights into the performance
of their recommendation models and make informed decisions to improve them further.

3.3.3.6 Model training

The model training in LightFM involves optimizing the model parameters to minimize the cho-
sen loss function while capturing meaningful relationships between users, items, and their fea-
tures. By fine-tuning the training parameters and selecting appropriate loss functions, users can
train models that perform well on their recommendation tasks.

The following figure 3.12 and figure 3.13 is an explanation of training the model in order to
obtain a high accuracy value :
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Figure 3.12: Training the model

In the following image 3.14 is a data chart representing the proportions of the training model:

Figure 3.13: The proportions of the training modelTrain Test Split
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And the finale result for this model lightFM for system Recommandation in this image 3.15

Figure 3.14: The proportions of the training modelTrain Test Split

Finally, by reaching a high accuracy rate, we can say that the model gives correct results with
high accuracy

3.3.4 Comparison between models :
Here we show the recommendation result for user 20 for both models 1 and 2 using different
techniques in the following table :

Model-1-(RecommenderNet) Model-2-LightFM

Result sindu kusuma Edupark (SKE)
jurang tembelan kanigoro
taman balai kota bandung
jembatan pasupati
pasar baru
taman hutan raya ir . h. juanda
bandors city tour
Museum de javasche bank
Mounuemen tugu pahlawan
Moumen bambu rancing surabaya

Kota Tua
Museum Bank Indonesia
Wisata Kuliner Pecenongan
Grand Indonesia Mall
Nol Kilometer Jl.Malioboro
Alun-Alun Kota Bandung
Lawangwangi Creative Space
Gunung Lalakon

Table 3.1: Comparison between Result models for user 20
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3.4 Diagrams of Model Training
Unified Modeling Language (UML) is a unified modeling language used in software engineer-
ing to visually represent software systems. Provides a set of graphical symbols to describe a
system’s structure, behavior, and interactions. UML diagrams serve as a common language for
communication between software developers, designers, stakeholders, and other project mem-
bers throughout the software development life cycle.

In this section, we are going to provide a presentation of our project with a diagram use case
and diagram sequence, also diagram of class for more understanding:

3.4.1 use case diagrame
Describe the interactions between actors (users or external systems) and the system to achieve
specific goals. In the following figure 3.16 we explain the above

Figure 3.15: Use Case Diagram of The System.
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3.4.2 Sequence Diagram

3.4.2.1 sequence diagram (sign in or sign up )

Figure 3.16: Sequence Diagram of sign in or sign up
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3.4.2.2 sequence diagram (administrator sitting)

Figure 3.17: Sequence Diagram of Administratoe sitting
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3.4.2.3 Sequence diagram for travel web application

Figure 3.18: Sequence Diagram
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3.4.3 diagram of class

Figure 3.19: Sequence Diagram
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3.5 conclution
In this chapter we have presented and described our solution in detail. First we have presented
our general architecture and then we have moved on to our detailed architecture which shows
the actors in our system, we have introduced each component and how it works and we have
added some algorithms and flowcharts used. After that, we have presented its functionality in
the form of mock algorithms, then in the form of use cases and sequence diagrams. In the next
chapter we will represent the implementation of our system.
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Implementation

4.1 Introduction
In this chapter, our primary focus will be on the implementation and practical aspects of our
project we have developed. We will begin by introducing the tools we have utilized, including
software, hardware, and applications.

4.1.1 HTML

HTML is an acronym for HyperText Markup Language.
HTML documents, the foundation of all content appear-
ing on the World Wide Web (WWW), consist of two es-
sential parts: information content and a set of instructions
that tells a computer how to display that content. The in-
structions, the ”markup,” in editorial jargon, comprise the
HTML language. It is not a programming language in the
traditional sense but rather a set of instructions about how
to display content. The computer application that trans-
lates this description is called a Web browser. Ideally,
online content should always look the same regardless of
the browser used or the operating system on which it re-
sides, but the goal of platform independence is achieved
only approximately in practice. [26] Figure 4.1: HTML
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4.1.2 CSS
CSS stands for Calderbank-Shor-Steane codes, which are
a type of quantum error-correcting code used in quantum
computing [27]

• They are a subclass of stabilizer codes, which are a
class of quantum codes that can be defined using a
set of generators of the Pauli group on n qubits

• CSS codes are particularly useful for protecting
quantum information against decoherence, which
is the loss of quantum coherence due to interac-
tions with the environment In the context of quan-
tum computing, CSS codes play a crucial role in the
construction of magic distillation protocols, which
are essential for fault-tolerant quantum computing

• They have been used to obtain distillation bounds
that can outperform previous monotone bounds in
regimes of practical interest

Figure 4.2: CSS

4.1.3 PHP
PHP is a popular general-purpose scripOng language that
is especially suited to web development. —php.net Re-
cursive acronym: ”PHP: PHP Hypertext Preprocessor”
w3techs.com reports that PHP is used on 81.2% of all
websites php.net claims PHP ”is installed on” 244million
websites PHP is used by Facebook, Wikipedia, Twiter
and many other large sites. PHP underlies many Con-
tent Management Systems including Drupal and Word-
Press. [28] Figure 4.3: PHP

4.1.4 XAMPP

XAMPP is meant only for development purposes. It has
certain configuration settings that make it easy to develop
locally but that are insecure if you want to have your
installation accessible to others. If you want have your
XAMPP accessible from the internet, make sure you un-
derstand the implications and you checked the FAQs to
learn how to protect your site. Alternatively you can use
WAMP, MAMP or LAMP which are similar packages
which are more suitable for production. [29]

Figure 4.4: XAMPP
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4.1.5 Python

Is an object-oriented, interpreted, mid-level program-
ming language that is simple to learn and use, and it is to-
day regarded as one of the best programming languages to
learn. Some of the reasons for its success include its free,
open-source nature and large online community. [30]

Figure 4.5: Python

4.1.6 Java Script
JavaScript é a linguagem de programação da Web.
JavaScript faz parte da tríade de tecnologias que todos
os desenvolvedores Web devem conhecer: HTML, para
especificar o conteúdo de páginasWeb; CSS, para especi-
ficar a apresentação dessas páginas; e JavaScript, para es-
pecificar o comportamento delas
Se você já conhece outras linguagens de programação,
talvez ajude saber que JavaScript é uma linguagem de alto
nível, dinâmica, interpretada e não tipada, conveniente
para estilos de programação orientados a objetos e fun-
cionais. [31]

Figure 4.6: JavaScript

4.1.7 Colaboratory

Colaboratory is a free Jupyter notebook environment pro-
vided by Google where you can use free GPUs and TPUs
which can solve all these issues. It contains almost all
the modules you need for data science analysis. These
tools include but are not limited to Numpy, Scipy, Pan-
das, etc. Even deep learning frameworks, such as Ten-
sorflow, Keras and Pytorch are also included. [32]

Figure 4.7: Colaboratory
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4.1.8 Kaggle
Kaggle allows users to find datasets they want to use in
building AI models, publish datasets, work with other
data scientists and machine learning engineers, and en-
ter competitions to solve data science challenges.
Kaggle got its start in 2010 by offering machine learning
and data science competitions as well as offering a public
data and cloud-based business platform for data science
and AI education.. [33]

Figure 4.8: Kaggle

4.2 Machine learning Model Implementation
This part explains the machine learning process to recommend the best places. To do this, we
used kaggle platform that allows the use of Notebook to execute forms.

First we must install a library LightFM :

Figure 4.9: install LightFM -1-

Figure 4.10: install LightFM -2-

next, we imported what was needed The beams shown in Figure 4.11
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Figure 4.11: Import packages

4.2.1 Dataset Import and Preparation
We collected the data set “Tourism Destination” and modified it according to what we needed.
The dataset contains 3 files :

tourism rating:

tourism_rating.csv contains 3 columns, namely the user, the place, and the rating given, serves
to create a recommendation system based on the rating ,As shown in the following image 4.12
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Figure 4.12: Our Dataset -1-

Tourism_with_id:

This dataset contains data for 400 tourist attractions from 5 large cities in Indonesia, As shown
in the following image 4.13
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Figure 4.13: Our Dataset -2-

user:

user.csv which contains dummy user data to generate recommendation features based on the
user, As shown in the following image 4.14
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Figure 4.14: Our Dataset -3-

To use this dataset, the first step is to import it as shown in Figure 4.15

Figure 4.15: Import Our Dataset

Then to prepare the dataset we split it into Features/Target as shown in Figure 4.16 Function to
split data into training and validation sets

After, we resized the distribution of features values so that the mean of the observed values is 0
and the standard deviation is 1 with StandardScaler and split the dataset into training sets 80%
and testing sets 20% which we chose as the best splitting, with convert the data . as shown in
Figure 4.17

Figure 4.16: Dataset Split Code

Figure 4.17: Dataset Preparation
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• train_indices calculates the index to split the data into 80% training and 20% validation.

• train_user_items contains the first 80% of user_items for training.

• val_user_items contains the remaining 20% of user_items for validation.

• train_ratings contains the first 80% of ratings for training. val_ratings contains the re-
maining 20% of ratings for validation.

To explain more about how to predict A matrix is a representation of interactions between users
and items, where each row represents a user and each column represents an item. However, the
values in this matrix are not only binary (0 and 1), but seem to indicate the strength or intensity
of interaction between users and items,as shown in Figure 4.18

Figure 4.18: interactions matrix

• Rows correspond to users, and columns correspond to items.

• The value at position (i, j) indicates the strength or intensity of the interaction between
user i and item j.

• A value of 0 indicates no interaction between the user and the item.

• Non-zero values indicate a certain level of interaction, with higher values typically rep-
resenting stronger interactions.

For example:

• Row 1 (User 1) has strong interaction (value 2) with item 3 (column 3), but no interaction
with other items.

• Row 2 (User 2) has strong interaction (value 2) with item 2 (column 2), but no interaction
with other items.

• Row 3 (User 3) has moderate interaction (value 2) with item 2 (column 2) and strong
interaction (value 3) with item 3 (column 3), but no interaction with other items.

• Row n (user n) contains interactions of different strengths with different items.

This is a simple exemple when the data is like thise , as shown in Figure 4.19 and 4.20 :
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Figure 4.19: Create a sample dataframe

Figure 4.20: interactions matrix of the Previous example

The adjacency matrix you’ve printed represents the interactions between users and items, where
each row corresponds to a user and each column corresponds to an item. Here’s how to interpret
the matrix:

- Rows represent users, and columns represent items.

- The value of 1 at position (i, j) indicates that user i interacted with item j.

- The value of 0 at position (i, j) indicates that user i did not interact with item j.

Interpreting the given adjacency matrix:

• Row 1 (user 1) interacts with item 1 (column 1).

• Row 2 (user 2) interacts with item 2 (column 2).

• Row 3 (user 3) interacts with item 3 (column 3).

• Row 4 (user 4) interacts with item 4 (column 4).

• Row 5 (user 5) interacts with item 5 (column 5).

All other entries in the matrix are 0, indicating no interaction between those users and items.

Where 1 indicates engagement (for example, purchase, click, rating) and 0 indicates no engage-
ment.
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4.2.2 Training the ML Model
Machine learning algorithms were used lightFM

Figure 4.21: Define and train the LightFM model

Figure 4.22: Training the ML Model

In the end we have this result for acc:

Figure 4.23: Accuracy ratio

4.2.3 The API server

4.2.3.1 difintion

An API server is a type of software that allows different applications to communicate with
one another. It is an intermediary between different systems, allowing them to share data and
functionality. This can include providing access to data, automating a process, or acting as a
backend for an application.

The lightFMmodel will be saved to a JSON file with the pickle pip installed. To connect it with
the web application, as shown in Figure 4.24
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Figure 4.24: Saving Code of LightFM Model

• The recommender systemmodel works with API and JSON files, using Python and Flask

• We created an API for the recommendation service using the trained model

• Which performs JSON processing: reading and writing data in JSON format for input
and output
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4.3 Web Application Interface

4.3.1 front face

4.3.1.1 Logine Page :

Every user must have an account to access the application. Anyone who has an account can log
in with the user name and password as shown in the image 4.25

Figure 4.25: Login Page
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4.3.1.2 register page :

For people who do not have an account, they can create an account with us in simple steps, as
shown in the image 4.26

Figure 4.26: register Page

When entering the platform, there is a part for the user and another for the administrator, ex-
plained as follows :
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4.3.2 Admin

4.3.2.1 Dashboard :

The interface will contain collections of the total number of all users, the total number of admin-
istrators, the total number of hotels in the application, the total number of existing restaurants,
the total number of places, the total number of reservations made by each user, and the total
number of advertisements, as shown in the following image 4.27 :

Figure 4.27: Dashboard Page

4.3.2.2 Admin Profile :

In this part of the platform, we find a table containing all the administrators who can modify
the application data with their private information, such as a user name, email, and password,
as shown in image 4.28, so that new officials can be added, shown in image 4.29, by adding
their information represented by a user name and Email, password, and confirm the password.

Also, each administrator canmodify his personal file by clicking on the edit button, and the page
for modification is shown in image 4.30,and there is also the feature to delete an administrator.

80



CHAPTER 4. IMPLEMENTATION

Figure 4.28: Admin Profile

Figure 4.29: Add Admin Profile
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Figure 4.30: Update Admin Profile

4.3.2.3 Administrator settings Addvertisment :

In this part of the platform, advertisements containing discount offers are renewed by the ad-
ministrator, and the details of each advertisement are as shown in the following image 4.31, in
addition to the feature of deleting the advertisement when its duration expires and modifying
the advertisement.

Also, new advertisements can be added using the Add Advertisement and Dictate button. Its
information is as shown in image 4.32
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Figure 4.31: Addvertisment page

Figure 4.32: Add Addvertisment
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Figure 4.33: Update Addvertisment

4.3.2.4 Administrator settings Places:

We have allocated a special section for expanding data on places, so that each time new places
are added and displayed to the user, we make the database large and diverse with places shown
in Figure 4.34, where every administrator can add new places using the add button and fill out
the information about the new place shown in Image 4.35 and Image 4.36 :

also can delete any area using the delete button or modify it using the edit button shown in
Image
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Figure 4.34: Places Page
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Figure 4.35: Add Places

Figure 4.36: Update Places
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4.3.2.5 Administrator settings Hotels:

We clearly see in image 4.37 a table displaying all the hotels in the database displayed by the
application

To make the database large, this is a section dedicated to adding hotels by administrators. This
is done through the Add Hotels button and fill out the displayed information as shown in Image
4.38 It is then displayed in the application to the user where there is a deletion feature, and the
information can also be modified as shown in Picture 4.39

Figure 4.37: Hotels page
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Figure 4.38: Add Hotels

Figure 4.39: Update Hotels
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4.3.2.6 Administrator settings Restaurent:

Restaurant service has also been allocated where the administrator can Because restaurants are
also among the most important and priorities of tourists, a special service has been allocated
for them, shown in Picture 4.40, where all the restaurants located in various places are added
on a regular basis, filling out all information related to them, as shown in Picture 4.41, and all
information can be renewed in the event of Changing one of the pieces of information is shown
as follows in Image 4.42, as well as the deletion process .

Figure 4.40: Restaurent Page
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Figure 4.41: Add Restaurent

Figure 4.42: Update Restaurent
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4.3.2.7 Administrator settings Reservation:

In this reservations section, a list of all people who have made a reservation will appear to the
administrator.as shown in image 4.43

Figure 4.43: Liste of Reservation
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4.3.3 user

4.3.3.1 Rating

On the user’s page, the section for liking appears in the Dashboard interface, as shown in image
4.44 , Image 4.45 shows the stages of adding a like, which is in the name of the user, the location
that liked it, and its star rating.

Figure 4.44: Rating page
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Figure 4.45: Add Rating

4.3.3.2 EDIT user Profile

On page 4.46, the modifications that the user can make appear. He should do it on his personal
file that contains his information

Figure 4.46: EDIT user Profile
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4.3.4 home
Figure 4.47 describe our web Application home interface where :

Figure 4.47: Home Page
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1. About : Description About us and our Start-up. as shown in the image 4.48

Figure 4.48: About Page

2. Services : Describes the various sub-services available in our web application . as shown
in the image 4.49

Figure 4.49: Services Page
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3. Advertisements : A special section for the organization’s advertisements and offers,
which include discounts on trips. as shown in the image 4.50 and image 4.51

Figure 4.50: Advertisements Page -1-

Figure 4.51: Advertisements Page -2-
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4. Gallery : It is a photo gallery of the various states in our country, as well as giving tourists
an overview of the beautiful areas . as shown in the image 4.52

Figure 4.52: Gallery Page

5. information :At the end of the page there is information related to the web application
for anyone who wants to contact us and for more information. As shown in picture 4.53

Figure 4.53: information Page
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6. book : Any user who wants to book can click on the button for booking flights shown in
the following image 4.54 and in the image 4.55 the Reply book.

Figure 4.54: book Page
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Figure 4.55: Reply book

4.3.5 Hotels Services
Figure 4.56 describe our web application Hotels Services home interface where : In this part,
the user tests the state in which he wants to search for hotels, and by selecting it, a list will
automatically appear to him containing all the hotels it contains. After that, the user clicks on
the hotel he desires

Figure 4.56: Home Hotel service

99



CHAPTER 4. IMPLEMENTATION

1. About : Providing a short Description about hotels and their information .As shown in
picture 4.57

Figure 4.57: About Hotel service

2. room : When the user click on the hotel you want, information about the prices for the
double room, single room, and family room appears in this section.As shown in picture
4.58

Figure 4.58: room Hotel service
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3. details : When the user click on the selected hotel he wants, the detailed information for
the hotel appears in this part, which is shown in the following image 4.59

Figure 4.59: details Hotel service

4. Contact :Our information to contact us . As shown in picture 4.60

Figure 4.60: Our Contact
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4.3.6 Restaurant Services
Figure 4.61 describe our web application Restaurant Services home interface where : In this
part, the user tests the state in which he wants to search for restaurants, and by selecting it, a
list will automatically appear to him containing all the restaurants that contain it. After that, the
user clicks on the restaurant he desires.

Figure 4.61: Home Restaurant service

1. About : Providing a short Description about Restaurant and their information .As shown
in picture 4.62
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Figure 4.62: About Restaurant service

2. details : When the user clicks on the selected Restaurant he wants, the detailed infor-
mation for the Restaurant appears in this part, which is shown in the following image
4.63

Figure 4.63: details Restaurant service
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3. Contact :Our information to contact us . As shown in picture 4.64

Figure 4.64: Our Contact
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4.3.7 places Services
This is a page for the places service. Image 4.65 shows the interface, where if someone wants
to know specific information about the places he wants, he will find its details in Image 444,
explained in detail.

Figure 4.65: places Services page
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• About : In this part there is an introduction to travel and places .shown as follows in
image 4.66

Figure 4.66: About places Services

• Recommendation service for the best places: In this part, the results of recommending
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places to the user are based on his previous comments about the places.shown as follows
in image 4.67

Figure 4.67: Recommendation service for the best places.
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• details : In this part, there is a card that shows detailed information to the user about the
places, shown as follows in image 4.68

Figure 4.68: details places Services

• Contact :Our information to contact us . As shown in picture 4.69

Figure 4.69: Contact places Services
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4.3.8 Recommendation score for different users
We see in the following two images the result of a recommendation for users to clarify the
difference between them through their previous likes. We took an example of random users.
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user souria :

Figure 4.70: User souria recommendation score .
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user 60 :

Figure 4.71: User 60 recommendation score .
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4.4 conclustion
In this chapter, we first introduce the hardware tools used, then introduce our intelligent model
that predicts travel recommendations and finally introduce our main interfaces for our web
application and the results of our travel recommendation system.
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General conclustion

In the modern travel industry, the ability to understand and cater to individual customer needs
has become a cornerstone for success. This project focuses on developing a sophisticated sys-
tem that harnesses machine learning to enhance the travel planning experience by evaluating
customer preferences and budgets. By comprehensively analyzing customer data, the system
aims to discern the desires and financial constraints of travelers, thus enabling it to recommend
the best tourist destinations tailored to each individual’s interests.

The project goes beyond mere destination recommendations by providing tourism offers that
closely align with the unique desires of each customer. This personalized approach ensures
that travelers receive suggestions that resonate with their specific tastes, enhancing their overall
satisfaction and experience. Additionally, the system endeavors to assess and optimize prices,
adjusting them in accordance with each customer’s budget. This dynamic pricing strategy not
only makes travel more accessible but also maximizes the value for each traveler, ensuring
a memorable and financially feasible trip. Through these innovations, the project aspires to
transform the way people plan and enjoy their travels, offering a seamless, customized, and
budget-friendly experience.

Future work for this project includes several key areas of development: integrating additional
data sources such as social media trends, real-time travel reviews, and local events to provide
more accurate and up-to-date recommendations; developing algorithms that can adapt recom-
mendations in real time based on dynamic factors such as weather conditions, political stability,
and emerging tourist destinations; improving the user interface and experience to make the sys-
tem more user-friendly; including environmental impact assessments to promote eco-friendly
travel options; improving the dynamic pricing model using advanced machine learning tech-
niques to provide more competitive and tailored pricing options; and expanding the geographic
scope of recommendations to include more diverse and lesser-known destinations. By address-
ing these areas in future iterations, the travel recommendation system can continue to evolve,
providing more accurate, dynamic, and user-centric travel planning solutions.
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