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Abstract

by

This thesis addresses the challenges in e-commerce by developing a neu-
ral collaborative filtering recommendation system integrated into a Google
Chrome extension. The objective is to provide personalized, real-time prod-
uct suggestions directly within users” browsing experiences. The study be-
gins with an overview of e-commerce growth and the importance of recom-
mendation systems, followed by a literature review on various types and
algorithms. The methodology details data collection, preprocessing, and al-
gorithm implementation. The integration strategy discusses the benefits of
the Chrome extension, such as enhanced user experience and ease of use.
Comprehensive testing on a dedicated test website showed promising re-
sults. Despite limitations like manual data input and Chrome exclusivity, the
research demonstrates significant potential. Future work will focus on au-
tomating data retrieval, improving scalability, and expanding compatibility.
This study presents a scalable, user-friendly solution to improve e-commerce
through advanced, personalized recommendations.

key words:E-commerce,Recommendation systems ,Collaborative filter-
ing,Neural Collaborative Filtering,Hybrid models,Pattern recognition,User
experience
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Résumé

Cette these aborde les défis du commerce électronique en développant un
systeme de recommandation de filtrage collaboratif neuronal intégré a une
extension Google Chrome. L'objectif est de fournir des suggestions de pro-
duits personnalisées et en temps réel directement dans 1’expérience de nav-
igation des utilisateurs. L'étude commence par un apercu de la croissance
du commerce électronique et de I'importance des systéemes de recommanda-
tion, suivi d"une revue de la littérature sur les différents types et algorithmes.
La méthodologie détaille la collecte de données, le prétraitement et la mise
en ceuvre de l'algorithme. La stratégie d’intégration discute des avantages
de l'extension Chrome, tels que 'amélioration de 1’expérience utilisateur et
la facilité d’utilisation. Des tests complets sur un site web de test dédié ont
montré des résultats prometteurs. Malgré des limitations comme la saisie
manuelle des données et I’exclusivité a Chrome, la recherche démontre un
potentiel significatif. Les travaux futurs se concentreront sur I’automatisation
de la récupération des données, I'amélioration de 1’évolutivité et 1'élargissement
de la compatibilité. Cette étude présente une solution évolutive et conviviale
pour améliorer le commerce électronique grace a des recommandations avancées
et personnalisées.

Mots-clés : Commerce électronique, Systémes de recommandation, Fil-
trage collaboratif, Filtrage collaboratif neuronal, Modeles hybrides, Recon-
naissance de formes, Expérience utilisateur.
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General Introduction

In the rapidly evolving landscape of e-commerce, recommendation systems
have become a pivotal component for enhancing user experience and driv-
ing sales. These systems employ sophisticated algorithms to analyze user
data and deliver personalized suggestions, thereby streamlining the shop-
ping process and introducing customers to products they are likely to find
appealing. By tailoring recommendations to individual preferences and be-
haviors, e-commerce platforms cannot only increase customer satisfaction
and loyalty but also boost conversion rates and average order values.

At the core of recommendation systems is the objective to predict and
present products that a user might be interested in based on their past in-
teractions and preferences. This involves processing large volumes of data
generated from user activities such as browsing history, purchase history,
product ratings, and reviews. By leveraging this data, recommendation sys-
tems can identify patterns and correlations that inform the personalized rec-
ommendations offered to each user.

Several techniques underpin the functionality of recommendation sys-
tems, with Collaborative Filtering (CF) and Content-Based Filtering being the
most prominent. Collaborative Filtering operates on the principle that users
who have shown similar preferences in the past will continue to do so in the
future. This method utilizes a user-item matrix to find similarities between
users or items, predicting preferences by referencing the behavior of similar
users or items. On the other hand, Content-Based Filtering focuses on the
attributes of items and recommends products that share characteristics with
those the user has previously liked or interacted with.

Despite their effectiveness, traditional recommendation techniques face
challenges such as data sparsity, scalability, and the cold-start problem, where
new users or items with insufficient data hinder the recommendation pro-
cess. To address these issues, recent advancements have incorporated ma-
chine learning approaches, hybrid models combining multiple recommenda-
tion strategies, and clustering methods that group users or items into com-
munities based on shared preferences.

In e-commerce, the implementation of robust recommendation systems
is crucial for creating a competitive edge. By continuously refining these
systems and integrating new methodologies, e-commerce platforms can of-
fer increasingly relevant and diverse product suggestions. This not only en-
hances the overall user experience but also encourages deeper engagement
and higher sales, ultimately contributing to the growth and success of the
e-commerce industry.

In summary, recommendation systems are integral to modern e-commerce,



transforming how consumers discover and interact with products. By har-
nessing user data and employing advanced algorithms, these systems deliver
personalized shopping experiences that drive customer satisfaction and busi-
ness growth. As the field continues to evolve, ongoing innovations promise
to further refine the precision and impact of recommendation systems in e-
commerce.

Background of e-commerce and its growth

E-commerce, an abbreviation of electronic commerce, denotes the exchange
of goods and services conducted via the Internet. This encompasses vari-
ous transactions, spanning from retail purchases and auctions on online plat-
forms to business-to-business (B2B) sales and digital ticketing systems..(Willing,
n.d.) Electronic commerce leverages information technology to boost sales,
enhance business efficiency, and create new products and services. In its
operations, a company interacts with numerous entities, including private
or corporate clients, business partners, and suppliers. These interactions in-
volve the exchange of various types of information: sharing details about
products and services, negotiating transaction terms, exchanging documents,
placing and receiving orders, addressing service complaints, and distributing
press releases.(ISoraité and Miniotiené, 2018)

The evolution of e-commerce traces back to its roots in the mid-20th cen-
tury, primarily through the development of Electronic Data Interchange (EDI)
in the 1960s. EDI facilitated electronic document exchange and laid the ground-
work for future digital transactions, albeit with limited functionality.

However, the true revolution of e-commerce commenced with the widespread
adoption of the Internet in the 1990s. This period witnessed the emergence
of secure online payment systems and user-friendly web interfaces, empow-
ering businesses to explore online sales opportunities.

Throughout the late 1990s and early 2000s, e-commerce experienced ex-
ponential growth, driven by increasing Internet accessibility and technologi-
cal advancements. Major online marketplaces like Amazon and eBay emerged,
offering consumers a diverse array of products and services from various
sellers.

The advent of mobile devices further accelerated e-commerce expansion,
enabling consumers to shop conveniently via mobile apps and responsive
websites. Additionally, the integration of social media platforms facilitated
novel ways for businesses to interact with and engage customers (Willing,
n.d.). Recent advancements in artificial intelligence and machine learning
have significantly impacted various fields, from sentiment analysis (Tiber-
macine et al., 2023) to human-machine interaction (Boutarfaia et al., 2023).
Meanwhile, deep learning techniques have been pivotal in imagery classifi-
cation, enhancing human-machine interaction and assistive robotics (Guet-
tala et al., 2022), (Tibermacine and Amine, 2021). This impact also passed on
to the field of e-commerce with the objective of boosting sales and improving
user experience.



Importance of recommendation systems in e-commerce

The increasing adoption of e-commerce, coupled with advancements in re-
lated technologies, underscores the significance of recommendation systems
(RS). These systems offer a wide array of items such as products, movies,
events, alerts, and articles to diverse user groups, including customers, visi-
tors, system administrators, and content creators. By doing so, recommenda-
tion systems contribute to heightened conversion rates, enhanced customer
loyalty, and increased satisfaction. Furthermore, empirical evidence suggests
that RSs play a crucial role in bolstering key e-commerce metrics, as high-
lighted in recent research(Kwon and Kim, 2007).For example in platforms
like Netflix or Spotify, recommendation algorithms function much like adept
salespeople in physical stores. They analyze user behavior and preferences
to offer tailored content suggestions, mirroring the personalized service of a
skilled salesperson. Researchers also explore leveraging social connections
to improve recommendation accuracy. This approach enhances user satisfac-
tion and platform engagement by providing more relevant suggestions.

Problematic

In the expansive realm of e-commerce, both customers and businesses grap-
ple with formidable challenges hindering the smooth exchange of goods and
services.

On the customer side, navigating through a multitude of products across
various categories presents a daunting task, often resulting in frustration and
time wastage. Moreover, customers frequently struggle to articulate their
preferences accurately, compounding the difficulty of finding suitable prod-
ucts.The inconsistency in product descriptions and categorizations further
muddles the search process, exacerbated by limited filtering options and sub-
par search functionalities.

Conversely, from the e-commerce business standpoint, these challenges
translate into dire consequences, including diminished customer retention,
lower conversion rates, and ultimately, reduced revenue. To alleviate these
issues, the implementation of advanced recommendation systems is imper-
ative. These systems can deliver personalized recommendations, improve
search algorithms, standardize product information, and offer enhanced fil-
tering options, thereby enhancing the overall user experience, streamlining
the path to purchase, and fostering greater customer satisfaction and busi-
ness success.

This thesis aims to delve into the development and deployment of such
advanced recommendation systems, exploring their efficacy in addressing
the identified challenges and their impact on both customer experience and
business outcomes within the e-commerce domain.



The work’s objective

Our proposed solution takes the form of an extension that serves as a versa-
tile solution designed to seamlessly integrate into any e-commerce platform,
augmenting its capabilities with a robust recommendation system.

By harnessing the power of our extension, users gain access to personal-
ized recommendations tailored to their preferences, irrespective of the web-
site they’re browsing. This innovative tool acts as a valuable asset for both
customers and e-commerce businesses, enhancing the overall shopping ex-
perience while driving sales and engagement. Through sophisticated algo-
rithms and data analysis, our extension ensures that users receive relevant
and timely suggestions, optimizing their journey towards finding desired
products. Whether it’s fashion, electronics, home goods, or beyond, our ex-
tension adapts to diverse product categories and user preferences, offering a
comprehensive solution for improved discovery and satisfaction. With our
extension in place, e-commerce websites can elevate their offering, provid-
ing users with a more intuitive and personalized shopping experience that
fosters loyalty and drives conversion.

Research Requirements

Before we dive into our research, it’s crucial to establish a strong foundation
by exploring the key elements that drive our objectives. Here’s a structured
outline to help shape our understanding and develop a strategic approach:

* Understanding Al:
— Define the core principles and applications of artificial intelligence
(AI).

- Explore various Al techniques, such as machine learning, deep
learning, and natural language processing.

— Investigate the current state-of-the-art advancements in Al research
and their implications for our project.

¢ Recommendation System Techniques:
— Conduct a comprehensive review of recommendation system method-
ologies.

— Explore collaborative filtering, content-based filtering, and hybrid
recommendation approaches.

- Investigate recent developments and emerging trends in recom-
mendation system research.

¢ Data Handling:

- Analyze strategies for data collection, preprocessing, and feature
engineering.



- Explore data storage and management solutions, including databases
and data lakes.

- Investigate techniques for data cleaning, transformation, and aug-
mentation to ensure data quality and usability.

Planning the Research Strategy:

— Define clear research objectives and goals aligned with our over-
arching mission.

— Develop a roadmap outlining the research methodology and time-
line.

- Identify potential challenges and risks and devise mitigation strate-
gies.
- Establish criteria for evaluating the success of our research efforts.

— Define roles and responsibilities within the research team and es-
tablish effective communication channels.

— Allocate resources, including budget, personnel, and technology,
to support the research endeavor.

Structure of the Dissertation

The dissertation is divided into five chapters, each of which focuses on a
different component of the research. An overview of the chapters is given
below:

Chapter 2: state of art

This chapter provides a comprehensive review of recommendation sys-
tems, categorizing them into collaborative filtering, content-based, and
hybrid models. It discusses evaluation metrics, previous studies, and
the challenges faced by existing systems.

Chapter 3: Methodology

This chapter details the research approach, data collection methods,
preprocessing techniques, algorithm selection, evaluation methodol-
ogy, and the tools and technologies used.

Chapter 4: Results

This chapter presents the dataset description, performance evaluation
metrics, comparative analysis of algorithms, and visualizations of the
results.

Chapter 5: Integration and Deployment

This chapter covers the integration strategy, development, and imple-
mentation of a Google Chrome extension to enhance recommendation
system functionalities.

General Conclusion
The final conclusion summarizes key findings, addresses study limita-
tions, and suggests future research directions.






Chapter 1

State of Art

1.1 Introduction

As the amount of information on the Internet continues to grow, having a
system that can provide users with personalized recommendations becomes
increasingly crucial.

Artificial intelligence (Al) has rapidly permeated various domains, revo-
lutionizing industries and transforming everyday life. In healthcare, Al as-
sists in diagnosing diseases, predicting patient outcomes, and personalizing
treatment plans through advanced data analysis and machine learning algo-
rithms. The automotive industry benefits from Al through the development
of autonomous vehicles and advanced driver-assistance systems, improving
safety and efficiency. In energy sector, Al algorithms enable more efficient
and intelligent management of power grids (Naidji et al., 2018; Naidji. et al.,
2019), optimizing the balance between energy supply and demand in real-
time. In renewable energy, Al enhances the efficiency of solar and wind farms
by predicting weather patterns and adjusting operations accordingly. Energy
storage systems, like batteries, benefit from Al through improved charge and
discharge cycles, maximizing their lifespan and performance (Naidji et al.,
2019). Al also plays a crucial role in energy conservation by analyzing con-
sumption patterns and suggesting ways to reduce waste in residential, com-
mercial, and industrial settings (Naidji et al., 2020; Naidji., Choucha., and
Ramdani., 2023). Al also plays a crucial role in education, offering person-
alized learning experiences and automating administrative tasks. In enter-
tainment, Al curates content, generates music and art, and creates immer-
sive gaming experiences. Additionally, Al enhances customer service with
chatbots and virtual assistants, streamlines manufacturing processes through
predictive maintenance and quality control, and optimizes supply chains.

The widespread adoption of Al across these diverse sectors underscores
its transformative potential and the ongoing shift towards intelligent, data-
driven decision-making.

In this chapter, we’ll cover several key aspects of recommendation sys-
tems. We'll begin by exploring the history of these systems, tracing their
development over time. Next, we’ll define recommendation systems and in-
troduce some fundamental concepts to provide a solid understanding. Then,
we’ll delve into various classifications of recommendation systems, examin-
ing the different approaches used within each classification. Finally, we’ll
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discuss the advantages and disadvantages of these systems and provide ex-
amples to illustrate their practical application.

1.2 Recommendation Systems

1.2.1 History of Recommender Systems

In 1992, (Belkin and Croft, 1992). conducted an analysis comparing informa-
tion filtering and information retrieval. They identified information retrieval
as the foundational technology behind search engines, while recommender
systems primarily rely on information filtering techniques. In the same year,
(Goldberg et al., 1992) introduced the Tapestry system, which marked the
inception of collaborative filtering in information filtering, utilizing human
evaluations. This study inspired researchers from Massachusetts Institute of
Technology (MIT) and the University of Minnesota (UMN) to develop Grou-
pLens (Resnick et al., 1994), a news recommendation service leveraging a
user-user collaborative filtering model. Similar recommendation technolo-
gies have been applied in various domains, such as music and video. Exam-
ples include the Ringo system for music (Shardanand and Maes, 1995) and
Video Recommender for video content (Hill et al., 1995). The recognition of
the business value of recommendation systems grew with the emergence of
e-commerce. Net Perceptions, founded in 1996, was among the pioneering
companies focusing on marketing recommender engines, catering to clients
like Amazon and Best Buy (Schafer, Konstan, and Riedl, 1999)elaborated
on how recommender systems contribute to increasing sales on e-commerce
platforms, analyzing aspects like interfaces, recommendation models, and
user inputs across six websites. This marked a significant turning point
where academic studies and industrial applications synergized, propelling
the progress of recommender system technologies.

In 1997, the GroupLens research lab launched the MovieLens project (Harper
and Konstan, 2015), leveraging the EachMovie dataset to train the first ver-
sion of their recommender model. Subsequently, MovieLens datasets were
regularly released between 1998 and 2019, establishing themselves as some
of the most utilized datasets for recommendation studies.

In 2006, Netflix launched the highly-publicized Netflix Prize competition
with the goal of advancing the field of movie recommendation algorithms.
This initiative sought to significantly improve the accuracy and effectiveness
of movie recommendations provided to users. Noteworthy is the vast se-
lection available on Netflix, comprising over 17,000 films(Ekstrand, Riedl,
Konstan, et al., 2011)

Fast forward to the present day, recommendation systems have evolved
into indispensable components of virtually all e-commerce websites, playing
a pivotal role in guiding users towards relevant products and content.(Dong
et al., 2022)
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1.2.2 Definition and Basic Concepts

A recommender system (RS) comprises software designed to suggest the
most appropriate items to individual users by predicting their interest in an
item. This prediction is based on data about the items themselves, the users,
and their interactions with items. RS utilize various information sources to
deliver predictions and recommendations to users. They aim to achieve a
balance between accuracy, novelty, diversity, and stability in their recommen-
dations. (Bobadilla et al., 2013).

There have been multiple interpretations of recommendation systems over
time. However, the most widely accepted and overarching definition, at-
tributed to Robin Burke, is as follows: "A recommendation system is a sub-
class of information filtering system that seeks to predict the ‘rating” or "pref-
erence’ a user would give to an item."(Burke, 2002)

At the core of these systems lie two fundamental entities: users and items.

Users

Users are the starting point for any recommendation system. Each user has
their own unique tastes, preferences, and behaviors, which serve as the foun-
dation for personalized recommendations. Information about users can come
from various sources, such as:

* Purchase or activity history : Items purchased, movies watched, songs
listened to, or books read reveal users’ preferences and interests.

* Demographic data : Age, gender, location, and other demographic in-
formation can provide contextual clues about potential tastes.

¢ Interactions with the system : Ratings, reviews, comments, and searches
conducted by users help refine their profiles and identify trends.

Items

Items represent the set of choices that the recommendation system presents
to users. These can be physical products, digital content, services, or any
other entity relevant to the system’s context. The description of items varies
depending on the domain, but typically includes characteristics such as:

* Attributes : Objective characteristics like color, size, genre, price, or
number of pages.

* Metadata : Descriptive information like title, author, director, or asso-
ciated keywords.

¢ Content: The text, images, videos, or other multimedia elements that
represent the item.
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1.3 Objectives of a Recommendation System

Previously, we defined recommendation systems as tools and methodologies
that offer users suggestions for items they may want to purchase or utilize.
In this section, our aim is to refine this definition by highlighting the various
potential applications of such systems. For example, Amazon’s recommen-
dation system suggests personalized products, driving sales and enhancing
customer satisfaction.

For the User:

* Amazon suggests products based on browsing and purchase history.
* Helps users find items they’re likely to be interested in.

* Offers a tailored shopping experience.

For the Company (Amazon):

* Increases sales by suggesting relevant products.
e Improves customer retention and loyalty.
* Collects and analyzes user data to refine recommendations.

* Provides a competitive advantage in the e-commerce market.

and there are several reasons why service providers implement recommen-
dation engines:

* Enhancing Online Shopping: Recommender systems provide benefits
to both service providers and users. They lower the transaction costs
associated with finding and selecting items in online shopping envi-
ronments. Additionally, these systems have been shown to enhance
the decision-making process and improve the overall quality of recom-
mendations.(Isinkaye, Folajimi, and Ojokoh, 2015)

* Revenue Boost: Essentially, this involves selling more items. In the
realm of recommendation systems (RS), this objective holds paramount
importance. The aim is to increase sales beyond what would occur
without recommendations by suggesting items tailored to user pref-
erences and needs

* Understanding Users: Recommendation systems also help businesses
understand what their users like, which helps them manage their prod-
ucts better.

* Increase User Engagement:By providing relevant and timely recom-
mendations, recommendation systems aim to increase user engagement
and interaction with the platform, leading to longer sessions and repeat
visits.(Jannach et al., 2010)
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¢ Optimize Inventory Management: Recommendation systems help busi-
nesses better manage their inventory by understanding user prefer-
ences and predicting demand for different products. (Adomavicius and
Tuzhilin, 2005a)

1.4 Types of recommendation systems

In this section, we'll explore the different types of recommendation systems.
These systems play a vital role in guiding users to relevant content or prod-
ucts based on their preferences. From collaborative filtering to content-based
filtering and hybrid approaches, each type offers unique insights into user
behavior and preferences.

Systéme de Systéme de Systéme de
recommandation recommandation recommandation

Filtrage Filtrage Filtrage a base
collaboratif collaboratit du contenu

Filtrage a base
du contenu

Filtrage hybride

Filtrage a base
du contenu

Filtrage
démographique

Filtrage
collaboratif

Classification de

[Su et al, 2009] J

Filtrage
communautaire

Classification classique J

Filtrage & base de
nnaissance

Classification de J

[Rao et al, 2008]

FIGURE 1.1: Types of recommendation systems(Hossain et al.,
2022)

1.4.1 Content-based filtering

The content-based technique is a domain-specific algorithm that focuses on
analyzing the characteristics of items to make predictions. It is particularly
effective for recommending documents such as web pages, publications, and
news articles.(Isinkaye, Folajimi, and Ojokoh, 2015)In content-based filter-
ing, recommendations are generated by analyzing user profiles, which are
constructed using features extracted from the content of items that the user
has previously rated or evaluated.(Burke, 2002)(Bobadilla et al., 2013) and it
works by analyzing the attributes or features of items and building a user
profile based on the items the user has interacted with positively in the past.
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These attributes could include keywords, genres, actors, or authors, depend-
ing on the type of items being recommended. The system then compares the
attributes of items to the user’s profile and recommends items with similar
attributes that the user has not yet interacted with. This approach allows for
personalized recommendations based on the user’s preferences and interests,
without relying on the behavior or preferences of other users.(Jannach et al.,
2010)

item profile 1 item profile 2
= II D
likes likes

item 1 item 2

-

user

recommended
items

}.

user profile

FIGURE 1.2: Content-based recommender system

Advantages

¢ Personalization: Content-based recommendation systems offer person-
alized suggestions by analyzing the user’s preferences derived from
their past interactions with items.

¢ Independence from User Population: In contrast to collaborative filter-
ing techniques, content-based systems operate independently of other
users’ preferences. Consequently, they can suggest items, including
new or less popular ones, based solely on their attributes.

* Reduced Cold Start Problem: Content-based systems address the cold
start issue encountered in collaborative filtering by recommending items
to new users solely based on the characteristics of those items.
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Disadvantages

* Limited Serendipity: Content-based systems might find it challenging
to suggest items beyond the user’s established preferences, potentially
limiting unexpected discoveries.

* Limited Diversity: Content-based systems may suggest items that closely
resemble each other, resulting in recommendations lacking in diversity.

¢ Difficulty Handling New Item Types: Content-based systems may en-
counter difficulties when recommending unfamiliar or novel item types
if their attributes are not adequately defined or comprehended.

Examples of content-based filtering systems

¢ LIBRA(Mooney and Roy, 2000), operates as a content-based book rec-
ommendation system leveraging data sourced from the web. It em-
ploys a Naive Bayes classifier to analyze web-extracted information
and construct a user profile. This profile is then utilized to generate
a ranked list of titles, drawing from training examples provided by in-
dividual users. Notably, LIBRA offers users insights into the rationale
behind each recommendation by identifying the features that signifi-
cantly influence the highest ratings. This transparency empowers users
to trust the system’s recommendations with confidence.

e ETSY is an e-commerce platform that utilizes a content-based recom-
mendation system to suggest handmade or vintage items to users. It
analyzes the attributes of products (e.g., category, material, style) that a
user has interacted with to recommend similar items.

1.4.2 Collaborative filtering

Collaborative filtering is a prediction method that is applicable across dif-
ferent domains, particularly for content like movies and music that is not
easily described solely by metadata. This technique involves constructing
a database (known as a user-item matrix) that captures user preferences for
items. By calculating similarities between user profiles, collaborative filter-
ing matches users with similar interests and preferences to generate per-
sonalized recommendations.(Herlocker et al., 2004; Isinkaye, Folajimi, and
Ojokoh, 2015). Such users form a group referred to as a neighborhood. An in-
dividual user receives recommendations for items they haven’t rated before
but that have been positively rated by users in their neighborhood. Recom-
mendations generated by collaborative filtering can take the form of either
predictions or recommendations. A prediction is represented by a numerical
value, R;j, indicating the predicted score of item j for user i, while a recom-
mendation is a list of the top N items that the user is most likely to enjoy,
as depicted in Figure 3. Collaborative filtering techniques can be categorized
into two main types: memory-based and model-based (Breese, Heckerman,
and Kadie, 2013; Bobadilla et al., 2013)
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FIGURE 1.3: Collaborative filtering process.(Al-Barznji and

Atanassov, 2017)
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Memory based techniques

The items that a user has rated in the past are crucial for finding neighbors
who have similar preferences. Once neighbors with similar preferences are
identified, various algorithms can be used to combine their preferences to
produce recommendations. These methods have shown significant efficacy
in practical applications.(Zhao and Shang, 2010; Zhu, Ye, and Gong, 2009)
Memory-based collaborative filtering can be implemented in two ways: user-
based and item-based techniques.

User-based collaborative filtering

In user-based collaborative filtering, the similarity among users is assessed
by comparing their ratings on common items. To predict the rating of an item
by a user, the system calculates a weighted average of ratings assigned to the
item by users who are similar to the active user. These weights are based
on how similar these users are to the active user in terms of their ratings on
items.

-
w0
M
-

recom mend ﬁ

user neighborhood

FIGURE 1.4: User-based collaborative filtering(Roy and Dutta,
2022)
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Item-based collaborative filtering

On the other hand, item-based filtering techniques compute predictions us-
ing item similarities rather than user similarities. It constructs a model of
item similarities by examining all items rated by an active user from the user-
item matrix. The technique determines the similarity between the retrieved
items and the target item, selecting the k most similar items and their corre-
sponding similarities. Predictions are made by computing a weighted aver-
age of the active user’s ratings on the similar items. Various similarity mea-
sures are utilized to compute similarity between items or users. The two pre-
dominant similarity measures are correlation-based and cosine-based.(Isinkaye,
Folajimi, and Ojokoh, 2015)
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similar ' = ”__E i of similar items

= \‘/ rated by user
not

similar [
>
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recommend

low average rating

recommend

user

FIGURE 1.5: Item-based collaborative filtering(Roy and Dutta,
2022)

Model-based techniques

In model-based collaborative recommendation systems (Gong, Ye, and Tan,
2009), various machine learning algorithms are employed to construct rec-
ommendation models. These algorithms include Bayesian networks, clus-
tering, Markov decision processes, sparse factor analysis, dimensionality re-
duction techniques, rule-based approaches, among others. The integration
of these algorithms allows for the creation of sophisticated recommendation
models capable of effectively capturing user preferences and providing ac-
curate suggestions
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Advantages

¢ Personalized Recommendations: Collaborative filtering offers person-
alized suggestions tailored to individual user preferences by leveraging
collective user behavior.

* Scalability and Flexibility: With the ability to scale to large datasets
and adapt to changing user preferences, collaborative filtering systems
provide versatile recommendation solutions.

* Enhanced Serendipity: By recommending items based on similarities
with other users’ preferences, collaborative filtering algorithms facil-
itate the discovery of new and unexpected items, enriching the user
experience.

Disadvantages

¢ Cold Start Problem: Collaborative filtering may struggle to provide
accurate recommendations for new users or items with limited data,
leading to suboptimal suggestions until sufficient information is avail-
able.

* Popularity Bias: Collaborative filtering tends to recommend popular
items more frequently, which can result in a lack of diversity and over-
look niche or less-known items that may be of interest to users.

* Sparsity of Data: In systems with a large number of users and items,
the data matrix used in collaborative filtering can become sparse, mak-
ing it challenging to compute accurate similarities and generate reliable
recommendations.

Examples of collaborative systems

* Ringo(Shardanand and Maes, 1995)In Ringo, a user-based collabora-
tive filtering system recommends music albums and artists. When a
user joins the system, they are initially presented with a list of 125 artists
to rate based on their preference for listening to them. This list com-
prises two sections: the first section includes frequently rated artists,
allowing users to rate artists that others have also rated frequently,
thus promoting similarity among user profiles. The second section ran-
domly selects items from the entire user-item matrix, ensuring that all
artists and albums eventually receive ratings during the initial rating
phase.(Isinkaye, Folajimi, and Ojokoh, 2015)

* Amazon.comThis e-commerce recommendation engine employs scal-
able item-to-item collaborative filtering techniques to recommend on-
line products to users, with an algorithm that operates efficiently re-
gardless of the number of users or items(Linden, Smith, and York, 2003)
within the database.
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1.5 Hybrid recommender system

As its name implies, a hybrid recommender system results from integrating
multiple filtering techniques. One of the most widely adopted combinations
involves content-based and collaborative recommendation systems. The ob-
jective behind blending different filtering approaches is to enhance the preci-
sion of recommendations. (Burke, 2007). The concept of hybrid techniques is
based on the notion that combining algorithms can yield recommendations
that are more accurate and effective compared to using a single algorithm.
This approach leverages the strengths of different algorithms to mitigate the
weaknesses of each other. (Schafer et al., 2007)Using multiple recommenda-
tion techniques can address the limitations of a single approach when inte-
grated into a combined model. This can be accomplished through different
methods: applying algorithms independently and merging their outcomes,
blending elements of content-based filtering into a collaborative approach,
integrating aspects of collaborative filtering into a content-based approach,
or developing a unified recommendation system that harmoniously inte-
grates both approaches.

Advantages

* Enhanced Recommendation Accuracy: By combining multiple recom-
mendation techniques, hybrid systems can leverage the strengths of
each approach, leading to more accurate and personalized recommen-
dations.

* Increased Coverage: Hybrid systems can provide recommendations
for a wider range of items by incorporating both collaborative and content-
based filtering methods, addressing the limitations of each approach
individually.
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TABLE 1.1: Hybridization methods

Hybridization method

Description

Weighted hybridization

In weighted hybridization, different recommenders’ results are
combined using a linear formula to create a recommendation
list or prediction

Switching hybridization

The system switches between different recommendation
techniques based on the recommendation outcome

A recommendation technique is used to produce

Cascade hybridization | an initial ranking of candidate items,with a second technique
then refining the list of recommendations.
Mixed hybrids simultaneously combine recommendation
Mixed hybridization results from different techniques rather than providing

just one recommendation per item.

Feature-combination

The features generated by a particular recommendation
technique are inputted into another
recommendation technique.

Feature-augmentation

The technique utilizes the ratings and other data generated
by the previous recommender, along with additional
functionality from the recommender systems.

Meta-level

The internal model produced by one recommendation
technique serves as input for another, leveraging its
enriched information compared to a single rating.

* Robustness to Cold Start Problem: Hybrid systems can mitigate the

cold start problem by using content-based techniques to recommend
items for new users or items with limited data, while also leveraging
collaborative filtering for users with sufficient interaction history.

Disadvantages

¢ Complexity: Implementing and maintaining a hybrid recommendation
system can be complex and resource-intensive, requiring expertise in
multiple recommendation techniques and integration of diverse data
sources.

Scalability: As hybrid systems combine multiple algorithms, they may
face scalability challenges, particularly with large datasets, which can
impact performance and responsiveness.

Difficulty in Interpretation: The combination of different recommen-
dation techniques can make it challenging to interpret and understand
the recommendations provided, reducing transparency and user trust
in the system.
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Examples of Hybrid recommender systems

* DailyLearner(Billsus and Pazzani, 1999)The DailyLearner is an exam-

ple of a recommendation system that employs a hybrid approach, com-
bining both content-based and collaborative filtering techniques. In
DailyLearner, the recommendation process begins with a content-based
approach. However, if the content-based system lacks sufficient evi-
dence to make recommendations, the system then switches to collab-
orative filtering to provide suggestions based on user interactions and
preferences.

Pipper Pipper exemplifies a feature combination method that integrates
collaborative filter ratings into a content-based recommendation sys-
tem as a feature to suggest movies. This approach offers the advantage
of not solely depending on collaborative data for recommendations.

1.6 Evaluation Metrics for Recommendation Sys-

tems

Evaluation metrics play a crucial role in assessing the performance of rec-
ommendation systems. Here’s a brief overview of some common evaluation
metrics:

* Recall : measures the proportion of relevant items present in the top

K recommendations out of all relevant items, where K is the number
of recommendations generated(Aher, 2023). For instance, Suppose you
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have a music streaming service that recommends 20 songs to each user.
A particular user has listened to 8 songs, and out of those, 6 are in-
cluded in the recommendation list. In this case, the Recall@20 for that
user would be calculated as follows:

Recall@K — Number of relevant items in recom.menda’aon list _ § 075
Total number of relevant items 6(

1.1)

¢ Precision:Precision gives a measure of “out of K” items recommended
to a user and how many are relevant, where K is the number of recom-
mendations generated for a user.For a recommendation system where
we recommend 10 movies for every user. If a user has watched 5 movies
and we are able to predict 3 out of them ( 3 movies are present in our
recommendation list) then our Precision@10 is 3/10.(Aher, 2023)

Number of relevant items in recommendation list
K

Precision@K =
(1.2)

* F1: The F1@K metric serves as a unified measure combining preci-
sion@K and recall@K into a single evaluation metric. It calculates the
harmonic mean of precision@K and recall@K, thereby offering a bal-
anced assessment of the recommendation system’s performance(Deutschman,

2023)

2 x Precision@K x Recall@K
Flex = Precision@K + Recall@K (1.3)

* Mean Average Precision (MAP):Mean Average Precision (MAP) at K
is a quality metric used to evaluate the effectiveness of a recommender
or ranking system in returning relevant items within the top-K results.
It measures the system’s ability to place more relevant items at the
top of the recommendation list. MAP at K considers the precision of
the recommendations, focusing on the proportion of relevant items re-
trieved within the top-K recommendations(EvidentlyAl, n.d.). By ag-
gregating the Average Precision (AP) scores across all users, MAP at K
provides a comprehensive assessment of the recommendation system’s
performance, emphasizing the importance of returning relevant items
promptly to users.

N
MAP@K = % ) AP; (1.4)
i=1

* Mean Reciprocal Rank (MRR):Mean Reciprocal Rank (MRR) assesses
the position of the first relevant item encountered within a recommen-
dation list. Reciprocal Rank (RR) is particularly valuable when prior-
itizing the highest ranked result. In this context, ‘rank’ refers to the
position of an item in the recommendation list. The reciprocal nature of
MRR ensures that items with lower ranks (e.g., Rank 20) receive lower
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scores, as the reciprocal of a larger rank yields a smaller score. Con-
sequently, the metric rewards systems that accurately predict relevant
items at the top of the recommendation list.

1
N

1
rank;

=

MRR =

(1.5)
i=1

* Mean squared error (MSE) is a measure used to evaluate the average
square of the differences between predicted values and actual values in
a dataset. It is determined by averaging the squared residuals, which
are the discrepancies between predicted and actual values for each data
point.(GeeksforGeeks, n.d.)

14 .
MSE = = Y (yi — 9:)? (1.6)
iz

Where:

MSE represents the Mean Squared Error,
n is the number of data points,
y; represents the actual value of the ith data point,
; represents the predicted value of the ith data point.

* Root Mean Squared Error(RMSE) is the square root of the mean squared
error between the predicted and actual values, commonly used as a per-
formance metric in regression analysis.(Allwright, 2022)

RMSE = \/% Y (yi — 1i)? (1.7)
i-1

Where:

RMSE represents the Root Mean Squared Error,
n is the number of data points,
y; represents the actual value of the ith data point,
J; represents the predicted value of the ith data point.

1.7 Previous studies and research in recommenda-
tion systems for e-commerce

In this section, I will discuss previous studies and research related to recom-
mendation systems in e-commerce. I will provide a brief overview of their
methodologies and findings, and offer a critique of their approaches and re-
sults
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The authors illustrated in (Koren, Bell, and Volinsky, 2009) how matrix
factorization techniques enhance recommender systems by decomposing the
user-item interaction matrix and capturing latent factors representing user
preferences and item characteristics. These models offered superior recom-
mendations compared to traditional methods. However, the study’s exclu-
sive emphasis on rating prediction accuracy as the primary evaluation metric
is critiqued. This narrow focus may overlook essential aspects of a recom-
mender system’s real-world effectiveness.

This work (Adomavicius and Tuzhilin, 2005b) provides a comprehensive
survey of state-of-the-art recommender systems and discusses potential ex-
tensions for the next generation. However, a critique of this work is its pri-
mary focus on traditional recommendation techniques, which may overlook
newer approaches and advancements, such as deep learning-based methods
that have since gained significant traction in the field.

In this study, (Zhang et al., 2019) it provides a comprehensive overview
of deep learning-based recommender systems, offering novel perspectives
and insights. Their thorough examination advances our understanding of
how deep learning techniques can be effectively applied to recommendation
tasks. However, a potential critique is the broad scope of the study, which
may result in a lack of in-depth analysis of specific deep learning architec-
tures or techniques.

In this study(Zheng, Noroozi, and Yu, 2018), the authors introduce spec-
tral collaborative filtering, a novel approach that leverages spectral graph
theory to enhance traditional collaborative filtering methods. Their study
shows that spectral collaborative filtering effectively captures complex user-
item interactions and improves recommendation accuracy over conventional
techniques. However, a potential critique is the limited exploration of the
scalability and computational efficiency of the spectral collaborative filtering
algorithms.

The authors in this study (Wang, Wang, and Yeung, 2015) showcase how
collaborative deep learning techniques enhance recommender systems, lead-
ing to improved recommendation performance compared to traditional meth-
ods. By employing deep learning architectures, the model adeptly captures
intricate user-item interactions and learns latent representations. However, a
critique lies in the limited exploration of the interpretability of collaborative
deep learning models, which often operate as black boxes, making it chal-
lenging to discern the reasoning behind generated recommendations.

The study (Covington, Adams, and Sargin, 2016) showcases the effec-
tiveness of deep neural networks in enhancing YouTube recommendations.
Leveraging the platform’s rich data, their model significantly improves rec-
ommendation accuracy and user engagement metrics compared to traditional
methods. However, a potential critique is the limited generalizability of the
tindings beyond the specific context of YouTube. The unique characteristics
of YouTube’s user behavior and content may not fully represent other recom-
mendation scenarios, such as e-commerce or news platforms.

The study (Hu, Koren, and Volinsky, 2008) showcases the utilization of
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collaborative filtering techniques on implicit feedback datasets, revealing en-
couraging outcomes in recommendation performance. Nonetheless, a no-
table critique pertains to the limited investigation into the scalability and
robustness of collaborative filtering algorithms when confronted with large-
scale implicit feedback datasets. Furthermore, the study may have inade-
quately addressed the challenges stemming from sparse and noisy implicit
teedback data, potentially undermining the reliability of recommendations
in practical settings.

The study (He et al., 2017) introduces a novel approach called "Neural
Collaborative Filtering" (NCF) for recommendation systems. NCF integrates
neural networks into collaborative filtering, aiming to enhance recommen-
dation accuracy by capturing intricate user-item interactions. The authors
demonstrate the effectiveness of NCF through experiments on real-world
datasets, achieving significant improvements in recommendation performance
compared to traditional methods.However While NCF presents promising
results in recommendation accuracy, a potential limitation lies in its com-
putational complexity and resource requirements. The integration of neu-
ral networks may increase the computational overhead, especially for large-
scale recommendation systems, which could pose challenges in real-time rec-
ommendation scenarios. Additionally, the study primarily focuses on the
enhancement of recommendation accuracy without extensively addressing
potential issues such as interpretability and fairness in recommendations,
which are crucial considerations in practical deployment.

The authors in (Guo, Yao, and Gong, 2017) introduces a deep collabo-
rative filtering approach utilizing a marginalized denoising autoencoder. By
leveraging the power of deep learning, the proposed method aims to enhance
the recommendation performance by capturing complex user-item interac-
tions in collaborative filtering tasks. Through experiments on benchmark
datasets, the authors demonstrate that the deep collaborative filtering model
achieves significant improvements in recommendation accuracy compared
to traditional methods.While the deep collaborative filtering model presents
promising results in recommendation accuracy, a potential limitation is the
increased complexity and computational requirements associated with deep
learning techniques. Training deep models may require substantial compu-
tational resources and time, making it challenging to deploy in real-time rec-
ommendation systems, especially for large-scale datasets.

This study (Wen, Yan, and Zhu, 2017) investigates collaborative filtering
techniques tailored for sparse datasets. The authors compare various similar-
ity measures and implementation techniques to determine their effectiveness
in handling data sparsity in recommendation systems. Their experimental
results demonstrate that certain similarity measures and optimized imple-
mentation strategies significantly enhance the performance of collaborative
filtering in sparse data environments.While the study provides valuable in-
sights into the performance of different similarity measures and implemen-
tation techniques for sparse data, a potential limitation is the scope of the
datasets used in the experiments. The study might benefit from a broader
range of real-world datasets to validate the generalizability of the findings.
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1.8 Conclusion

In this chapter, we provided a comprehensive examination of recommen-
dation systems, covering their various types, including collaborative filter-
ing, content-based approaches, and hybrid models. We have delved into the
metrics used to evaluate their performance. Furthermore, we reviewed pre-
vious research and studies focused on recommendation systems within the
e-commerce sector, highlighting their effectiveness and the challenges they
face. These challenges, including scalability, cold-start problems, and data
sparsity, underscore the need for continued innovation and improvement in
the field.

As we move forward to the next chapter, we will build upon this foun-
dation by detailing our research approach, which may involve qualitative,
quantitative, or mixed methods. We will outline our data collection meth-
ods, focusing on user interaction data and product metadata, and describe
the preprocessing techniques essential for data cleaning and normalization.
Additionally, we will discuss the selection and implementation of algorithms
tailored to our research objectives, and our evaluation methodology, to en-
sure robust and reliable results. Finally, we will explore the tools and tech-
nologies, such as programming languages, libraries, and frameworks, that
will support our research and development efforts.
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Chapter 2

Methodology

2.1 Introduction

In this chapter, we outline the methodology used in our research on recom-
mendation systems. Building on our literature review, we aim to address ex-
isting challenges through a structured approach. We will begin by detailing
our research approach, followed by our data collection methods, focusing
on user interaction data and product metadata. We will then discuss pre-
processing techniques for data cleaning and normalization, and the selection
and implementation of algorithms. Finally, we will describe our evaluation
methodology, and the tools and technologies utilized, such as programming
languages and frameworks. This comprehensive methodology will guide us
in developing an effective and robust recommendation system.

2.2 Research Approach

The research approach adopted for this study is a quantitative approach.
This approach was chosen due to the nature of the data available and the
objectives of evaluating the performance of recommendation systems in e-
commerce using large-scale datasets.

2.2.1 Rational for Choosing Quantitative Methods

The primary reason for selecting a quantitative approach is to objectively
measure and analyze the performance of different recommendation algo-
rithms using extensive datasets. Quantitative methods are suitable for this
study because they allow for:

* Objective Measurement: Quantitative data provides a means to objec-
tively measure the performance of recommendation algorithms through
various metrics such as accuracy, precision, recall, and Mean Absolute
Error (MAE).

* Scalability: The large-scale datasets used in this study require robust
quantitative methods to efficiently process and analyze the data.



28 Chapter 2. Methodology

* Reproducibility: Quantitative methods ensure that the findings of this
study can be consistently replicated and verified using the same datasets
and algorithms.

2.3 Data Collection Methods

Data collection is a critical step in developing and evaluating recommenda-
tion systems. The success of these systems heavily relies on the quality and
diversity of the data used. For this study, multiple sources of data were uti-
lized to ensure a comprehensive evaluation of the recommendation models.
The primary data sources include Amazon Product Reviews and the Cloth-
ing Fit Data from UC San Diego. These datasets were selected due to their
relevance and richness in user interaction information.

2.3.1 Data Sources
Amazon Product Reviews

* Description: This dataset contains a vast collection of product reviews
from Amazon, covering a wide range of categories. Each review in-
cludes information such as the product ID, user ID, review text, rating,
and timestamp.

* Relevance: The Amazon Product Reviews dataset provides valuable
insights into user preferences and behaviors, as well as the effectiveness
of different products. This data is instrumental in training and testing
recommendation algorithms that rely on user reviews and ratings to
make predictions.

Clothing Fit Data (UC San Diego)

* Description: This dataset contains detailed information on clothing
fit feedback, including user ratings and reviews specifically related to
clothing items. It includes data points such as user demographics, prod-
uct descriptions, and fit feedback.

* Relevance: The Clothing Fit Data is particularly useful for testing rec-
ommendation models in the fashion and apparel sector. It provides a
focused view on how users interact with clothing items, their fit prefer-
ences, and satisfaction levels. This dataset helps in understanding the
nuances of recommending fashion products, which often have higher
subjective variability compared to other categories.

2.3.2 Data Collection Process

The data was sourced through extensive searches on the internet, focusing
on publicly available datasets that are relevant and comprehensive. The fol-
lowing steps were taken to collect and prepare the data for analysis:
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Identification of Relevant Datasets

¢ Conducted a thorough search for datasets related to e-commerce and
recommendation systems.

e Evaluated the datasets based on criteria such as data richness, user in-
teraction details, and category relevance.

Data Acquisition

* Amazon Product Reviews: Acquired from public repositories that host
Amazon’s review data.

* Clothing Fit Data: Downloaded from the UC San Diego website, specif-
ically from the dataset repository maintained by Julian McAuley.

Data Preprocessing

¢ Data Cleaning: Removed any duplicates and handled missing values
to ensure data integrity. This involved filling in missing values where
appropriate or excluding incomplete entries to maintain the quality of
the dataset.

* Normalization: Standardized numerical features, such as ratings and
timestamps, to a consistent scale. This step is crucial for ensuring that
the data is suitable for machine learning algorithms.

* Categorization: Converted categorical data, such as user demograph-
ics and product categories, into numerical formats using techniques
like one-hot encoding. This process helps in making the data usable
for algorithmic processing.

Data Analysis

The data analysis process involves applying machine learning algorithms
and statistical methods to evaluate the performance of the recommendation
systems:

¢ Algorithm Implementation: Implemented various recommendation
algorithms, including collaborative filtering, content-based filtering,Reinforcement
Learning-based Approach, and hybrid methods, to generate recom-
mendations based on the prepared datasets.

* Performance Evaluation: Assessed the performance of each algorithm
using quantitative metrics such as precision, recall, F1-Score, Mean Squared
Error (MSE) and Root Mean Squared Error (RMSE). These metrics pro-
vide a comprehensive view of the effectiveness and accuracy of the rec-
ommendation systems.
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e Comparative Analysis: Conducted a comparative analysis of the dif-
ferent algorithms to identify strengths and weaknesses, and determine
the most effective approach for the e-commerce context so we can work
with and improve.

By using these diverse and rich datasets, the study aims to develop a robust
recommendation system that can perform well across various e-commerce
contexts. The integration of multiple data sources not only enhances the sys-
tem’s accuracy but also provides a more comprehensive understanding of
user behaviors and preferences, leading to better recommendation quality.

2.4 Algorithm Selection and Implementation

In this section, we outline the process of selecting and implementing the rec-
ommendation system. The approach taken leverages Neural Collaborative
Filtering (NCF) to predict user preferences based on historical interaction
data.

2.4.1 Data Preprocessing

The raw dataset contains various features, including user IDs, item IDs, cat-
egories, ages, and ratings. Preprocessing steps include:

* Encoding Categorical Features: Categorical variables such as user_id,
item_id, and category are encoded into numerical values using LabelEncoder.
This step is crucial for transforming non-numeric data into a format
suitable for machine learning models.

¢ Handling Missing Values: Numerical columns like age and rating
may contain missing values. These are imputed with the mean value of
the respective columns to ensure no data points are lost due to missing
information.

¢ Normalizing Numerical Features: Features such as age and rating are
normalized using MinMaxScaler to scale the values between 0 and 1.
This step helps in speeding up the convergence of the neural network.

2.4.2 Model Architecture

The model architecture is based on Neural Collaborative Filtering, which
combines the strengths of matrix factorization and neural networks. The key
components of the model include:

* Embedding Layers: These layers convert user IDs, item IDs, and cate-
gories into dense vectors of fixed size. Each embedding layer learns a
unique representation for users, items, and categories.
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Flatten Layers: The embeddings are flattened to convert them from a
2D array to a 1D array, making them suitable for concatenation and
further processing in dense layers.

Dense Layers: Multiple dense (fully connected) layers are used to learn
complex interactions between the features. These layers are equipped
with ReLU activation functions to introduce non-linearity into the model.

Dropout and Batch Normalization: Dropout layers are added to pre-
vent overfitting by randomly setting a fraction of input units to zero
during training. Batch normalization layers are included to stabilize
and speed up the training process.

Output Layer: The final dense layer with a sigmoid activation function
outputs the probability of a user liking an item.

The model is compiled using the Adam optimizer and binary cross-entropy
loss function, suitable for binary classification tasks.

2.5

Evaluation Methodology

Evaluating the performance of the recommendation system involves vari-
ous metrics that provide insights into different aspects of the model’s perfor-
mance.

2.5.1 Evaluation Metrics

The evaluation metrics used for this recommendation system are:

Accuracy: Measures the proportion of correct predictions (both true
positives and true negatives) out of all predictions. It provides a general
sense of how well the model performs across all classes.

Precision: Indicates the proportion of true positive predictions among
all positive predictions. High precision means that the model returns
more relevant results than irrelevant ones.

Recall: Measures the proportion of true positive predictions out of all
actual positives. High recall indicates that the model captures most of
the relevant results.

F1-Score: The harmonic mean of precision and recall. It provides a
balance between precision and recall, especially useful when the class
distribution is imbalanced.

ROC AUC: The Area Under the Receiver Operating Characteristic curve.
It measures the model’s ability to distinguish between positive and neg-
ative classes, with higher values indicating better performance.
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* Mean Squared Error (MSE): The average of the squared differences
between the predicted and actual values. It provides a measure of the
model’s prediction error.

* Root Mean Squared Error (RMSE): The square root of the mean squared
error. It is more interpretable as it is in the same units as the target vari-
able.

2.5.2 Training and Evaluation Process

The dataset is divided into training and test sets, with 80% used for training
and 20% for testing. The training process involves:

* Training the Model: The model is trained using the training dataset.
The features (user IDs, item IDs, categories, ages, and ratings) are fed
into the model, and the target variable is the binary representation of
the rating (like/dislike).

¢ Making Predictions: The trained model is used to make predictions
on the test set. These predictions are compared to the actual values to
evaluate performance.

¢ Calculating Metrics: The evaluation metrics mentioned above are cal-
culated using the predictions and actual values from the test set. This
provides a comprehensive understanding of the model’s performance
across different dimensions.

2.6 Recommendation Function

The recommendation function takes a user ID and suggests top items that
the user is likely to prefer. The process includes:

* Generating Input Data: For a given user, the function generates input
data for all potential items, including user ID, item ID, category, age,
and a placeholder rating.

* Making Predictions: The model predicts the likelihood of the user lik-
ing each item.

* Sorting Predictions: The items are sorted based on the predicted scores,
and the top N items are recommended.

* Decoding Item IDs: The recommended item IDs are decoded back to
their original form using the saved mapping.

This recommendation function can be used in real-time to provide per-
sonalized suggestions to users.

The implemented recommendation system utilizes Neural Collaborative
Filtering to provide personalized recommendations. The system is evaluated
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using a variety of metrics to ensure robust performance. Future work could
explore more advanced models and additional features to further enhance
recommendation accuracy.

2.7 Conclusion

In this chapter, we presented our methodology to design our recommanda-
tion system model. First we start by giving the rational for Choosing Quanti-
tative Methods, then we presented the steps of our model development, such
as data collection, preprocessing and model training and testing.
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Chapter 3

Implementation and Results

In this chapter, we present our implementation tools and the results of our
recommandation system model.

3.1 Implementation tools and technologies used

In this section, we will discuss the tools and technologies employed in our
research and development of recommendation systems.

3.1.1 Programming Languages

¢ Python Python is a general-purpose, high-level programming language
known for its English-like syntax and powerful built-in functions and
libraries for data analysis and data science. It was developed by Dutch
programmer Guido van Rossum in 1991, following his frustration with
the limitations of the ABC programming language.(Munro, 2024)

FIGURE 3.1: Python Logo

e Html HTML, or HyperText Markup Language, is the standard markup
language used for creating web pages. It enables the structuring of sec-
tions, paragraphs, and links through the use of HTML elements, which
include tags and attributes. These elements serve as the building blocks
of a web page.(S., 2023)

* Css CSS, or Cascading Style Sheets, is a language used to style elements
written in markup languages like HTML. It separates content from the



36 Chapter 3. Implementation and Results

FIGURE 3.2: Html Logo

visual presentation of a website, allowing HTML to serve as the struc-
tural foundation while CSS handles the site’s aesthetics. The relation-
ship between HTML and CSS is integral, with HTML providing the
basic structure and CSS defining the visual design.(G., 2023)

FIGURE 3.3: Css Logo

* Java script JavaScript is a programming language that enhances web
pages by adding dynamic functionality, interactivity, and animations.
Alongside HTML and CSS, it forms the core of web development. While
JavaScript is extensively used in web pages, various platforms now en-
able its execution on servers without a browser. Additionally, JavaScript

is utilized in developing mobile apps for both Android and iOS plat-
forms.(Codecademy, 2024)

FIGURE 3.4: JavaScript Logo
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3.1.2 Frameworks

* Google Colab Google Colab, a cloud-based service, provides a plat-
form for coding within a Jupyter Notebook environment. This setup
is favored by data scientists and developers alike for its interactive
coding experience. By leveraging Google Colab, users can tap into
robust CPUs and GPUs without the need for hardware investment.
This free online coding environment facilitates code writing, execution,
model development, and collaboration among developers on various

projects.(EdXD, 2022)

FIGURE 3.5: Google Colab Logo

¢ Visual Studio Code Visual Studio Code is a free, lightweight yet pow-
erful source code editor that works on both desktop and web plat-
forms. It is compatible with Windows, macOS, Linux, and Raspberry Pi
OS. The editor includes built-in support for JavaScript, TypeScript, and
Node js, and features a vast array of extensions for additional program-
ming languages (such as C++, C, Java, Python, PHP, and Go), runtimes
(like NET and Unity), environments (such as Docker and Kubernetes),

and cloud services (including Amazon Web Services, Microsoft Azure,
and Google Cloud Platform).(Heller, 2022)

FIGURE 3.6: Visual Studio Code Logo
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* Kaggle Kaggle is an online platform for data scientists and machine
learning enthusiasts, offering a space for collaboration, dataset sharing,
GPU-integrated notebooks, and participation in data science competi-
tions. Founded in 2010 by Anthony Goldbloom and Jeremy Howard
and acquired by Google in 2017, Kaggle provides powerful tools and
resources to help professionals and learners achieve their data science
goals. By 2021, it had amassed over 8 million registered users.(DataCamp,
2022)

Kaggle

FIGURE 3.7: Kaggle Logo

3.1.3 Libraries

Here are the libraries with their descriptions and import statements:

* NumPy: A core package for scientific computing with Python, it offers
support for arrays, matrices, and numerous mathematical functions.

— Library name: numpy
— Import statement:

import numpy as np

* pandas: A robust library for data manipulation and analysis, offering
data structures such as DataFrame and Series.

— Library name: pandas
— Import statement:

import pandas as pd

e TensorFlow: An open-source platform for machine learning, it pro-
vides extensive tools, libraries, and community resources for develop-
ing ML models.

— Library name: tensorflow

— Import statement:

import tensorflow as tf
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¢ scikit-learn (sklearn): A Python-based machine learning library that
provides straightforward and efficient tools for data mining and analy-
sis.

- Library name: scikit-learn

— Import statements:

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import LabelEncoder, MinMaxScaler

from sklearn.metrics import accuracy_score, precision_score, recall_score,
from sklearn.metrics import mean_squared_error

¢ TensorFlow Keras: A Python-based high-level neural networks API
designed to run on TensorFlow.

— Library name: tensorflow.keras

— Import statements:

from tensorflow.keras.models import Model

from tensorflow.keras.layers import Input, Embedding, Flatten, Concatenate
from tensorflow.keras.optimizers import Adam

from tensorflow.keras.layers import TextVectorization

import numpy as np

import pandas as pd

import tensorflow as tf

from sklearn.model selection import train_test split

from sklearn.preprocessing import LabelEncoder, MinMaxScaler

from sklearn.metrics import accuracy_score, precision_score, recall score, fl_score, roc_auc_score

from tensorflow.keras.models import Model

from sklearn.metrics import mean_squared_error

from tensorflow.keras.layers import Input, Embedding, Flatten, Concatenate, Dense, Dropout, BatchNormalizati

from tensorflow.keras.optimizers import Adam

from tensorflow.keras.layers import TextVectorization

FIGURE 3.8: Necessary packages for machine learning model

3.2 Dataset Overview

The dataset consists of customer reviews for rented clothing items from an
online rental service. Each review includes detailed information about the
customer’s experience with a specific item. The dataset contains the follow-
ing fields:

¢ Fit: Describes how the item fit the customer (e.g., "fit").

¢ User ID: A unique identifier for each user (e.g., "420272").
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Bust Size: The bust measurement or bra size of the user (e.g., "34d").
Item ID: A unique identifier for the rented item (e.g., "2260466").
Weight: The weight of the user in pounds (e.g., "1371bs").

Rating: The user’s rating of the item, typically on a scale of 1 to 10 (e.g.,
VV10H).

Rented For: The occasion for which the item was rented (e.g., "vaca-

"non "non non

photo shoot", "party", "formal affair", "wedding", "everyday").

mnon

tion",

Review Text: The main body of the review, detailing the user’s experi-
ence and feedback (e.g., "An adorable romper!...").

Body Type: The user’s body type description (e.g., "hourglass", "straight
& narrow", "pear", "athletic", "full bust").

Review Summary: A brief summary or highlight of the review (e.g.,
"So many compliments!").

" "

Category: The type of clothing item (e.g., "romper", "gown", "sheath",
"dress").

Height: The height of the user in feet and inches (e.g., "5’ 8").
Size: The size of the rented item (e.g., "14").
Age: The age of the user (e.g., "28").

Review Date: The date when the review was submitted (e.g., "April 20,
2016").

Example Entries

To illustrate the dataset, here are a few example entries:

e Example 1:

- Fit: fit

— User ID: 420272

— Bust Size: 34d

— Item ID: 2260466

— Weight: 1371bs

— Rating: 10

— Rented For: vacation

— Review Text: An adorable romper! Belt and zipper were a little
hard to navigate in a full day of wear/bathroom use, but that’s to
be expected. Wish it had pockets, but other than that- absolutely
perfect! I got a million compliments.
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Body Type: hourglass

Review Summary: So many compliments!

Category: romper

Height: 5’ 8"

— Size: 14

- Age: 28

- Review Date: April 20, 2016

¢ Example 2:

- Fit: fit

- User ID: 273551
Bust Size: 34b
Item ID: 153475
Weight: 132lbs
Rating: 10
— Rented For: other

— Review Text: I rented this dress for a photo shoot. The theme was
"Hollywood Glam and Big Beautiful Hats". The dress was very
comfortable and easy to move around in. It is definitely on my list
to rent again for another formal event.

— Body Type: straight & narrow

— Review Summary: I felt so glamorous!!!
- Category: gown

- Height: 5" 6"

— Size: 12

- Age: 36

— Review Date: June 18, 2013

3.2.1 Summary Statistics

The dataset used in this study contains:

¢ Number of Users: 105,571 unique users.

Number of Items: 5,850 unique items.

Number of Interactions (Reviews): 192,544 reviews.

Time Period Covered: Reviews span from April 1, 2011, to September
9,2017.
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3.2.2 Distribution of Key Features
* Age:

— Mean Age: Approximately 33.87 years.
— Age Range: 15 to 72 years.

Height:

— Mean Height: 165.93 cm.
— Height Range: 137 cm to 198 cm.

Weight:

— Mean Weight: 137.39 lbs.
— Weight Range: 90 Ibs to 300 Ibs.

Bust Size:

— The dataset includes a variety of bust sizes such as 34d, 34b, 34c,
and others, reflecting a diverse range of body types.

Body Type:

— Hourglass: 55,349 users.
Athletic: 43,667 users.

Pear: 22,135 users.

Petite: 22,131 users.

Full Bust: 15,006 users.

Straight & Narrow: 14,742 users.
— Apple: 4,877 users.

¢ Category:

Dress: 92,884 items.
Gown: 44,381 items.
Sheath: 19,316 items.
Shift: 5,365 items.

— Jumpsuit: 5,184 items.

— Other categories include smaller counts such as caftan, overcoat,
sweatpants, etc.

* Ratings:

— Mean Rating: 9.09.
— Ratings Range: 2.0 to 10.0.
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¢ Rented For:

— Wedding: 57,784 reviews.

Formal Affair: 40,408 reviews.

Party: 35,626 reviews.

Everyday: 16,822 reviews.
Other: 15,388 reviews.
— Work: 15,042 reviews.

— Date: 7,388 reviews.

— Vacation: 4,075 reviews.

3.3 Performance Evaluation Metrics

In this study, we evaluate the results of our recommandation system models

using different metrics such as accuracy, precision, F1 score and recall.

Values

1.0 A

0.8

0.6

0.4

0.2 1

0.0 -

Accuracy: ©.9989

Precision: ©.9990

Recall: ©.9998

F1-Score: 0.9994

ROC AUC: 1.0000

Mean Squared Error (MSE): ©.0318

Root Mean Squared Error (RMSE): ©.1782

FIGURE 3.9: Performance Evaluation Metrics

Model Performance Metrics
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FIGURE 3.10: Model preformence result
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Training and Validation Accuracy
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FIGURE 3.11: accuracy graph

Training and Validation Loss
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FIGURE 3.12: loss graph

3.3.1 Classification Metrics
Accuracy

Accuracy = 0.9989

Accuracy measures the proportion of correctly classified instances among all
instances.

Precision

Precision = 0.9990

Precision measures the proportion of true positive instances among all pre-
dicted positive instances.
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Recall (Sensitivity)
Recall = 0.9998

Recall measures the proportion of true positive instances among all actual
positive instances.

F1-Score
F1 = 0.9994

The F1-Score is the harmonic mean of precision and recall, providing a bal-

ance between the two metrics.

ROC AUC (Area Under the Receiver Operating Characteristic Curve)
ROC AUC = 1.0000

ROC AUC measures the area under the receiver operating characteristic curve,
indicating the model’s ability to distinguish between classes.

Classification Metrics

ROC AUC A 1.000¢

F1-Score - 0.9994

Recall A 0.999

Precision - 0.999

Accuracy A 0.998
0.0 0.|2 0.I4 0.'6 0;8 l.‘O

Score

FIGURE 3.13: Classification Metrics
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3.3.2 Regression Metrics
Mean Squared Error (MSE)
MSE = 0.0318

MSE measures the average squared difference between predicted and actual
values.
Root Mean Squared Error (RMSE)

RMSE = 0.1782

RMSE is the square root of the mean squared error, providing a measure of
the model’s average prediction error.

Regression Metrics

RMSE 0]1782

MSE

L T T T T T T T
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175
Score

FIGURE 3.14: Regression Metrics

3.4 Comparative analysis of different recommen-
dation algorithms

3.4.1 Reinforcement Learning-based Approach

Mean Squared Error (MSE): 0.8414
Root Mean Squared Error (RMSE): ©.9173

FIGURE 3.15: Reinforcement learning-based approaches result

* Mean Squared Error (MSE): 0.8414
* Root Mean Squared Error (RMSE): 0.9173
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The reinforcement learning-based approach utilizes Q-learning updates
within a neural network architecture to predict user-item interactions. De-
spite its innovative methodology, this approach yields relatively higher MSE
and RMSE compared to other methods, indicating a less precise fit to the
data.

3.4.2 Collaborative Filtering, Matrix Factorization Approach

MSE: ©.3310

RMSE: ©.5753

Mean Squared Error (MSE): 0.33098260556225145

Root Mean Squared Error (RMSE): ©.5753108773196032

FIGURE 3.16: Collaborative filtering result

* Mean Squared Error (MSE): 0.3310
* Root Mean Squared Error (RMSE): 0.5753

Collaborative filtering, employing matrix factorization techniques, demon-
strates improved predictive accuracy over the reinforcement learning ap-
proach. By decomposing the user-item interaction matrix, this method cap-
tures latent features and effectively predicts user preferences. However, while
achieving lower MSE and RMSE than reinforcement learning, it falls short of
the performance achieved by the Neural Collaborative Filtering (NCF) ap-
proach.

3.4.3 Neural Collaborative Filtering (NCF) Approach

Mean Squared Error (MSE): 0.1215
Root Mean Squared Error (RMSE): 0.3486

FIGURE 3.17: Neural Collaborative Filtering

Before Improvement:
¢ MSE: 0.1215
* RMSE: 0.3486

The initial iteration of the Neural Collaborative Filtering (NCF) approach
achieved respectable metrics, but there was room for improvement. Recog-
nizing its potential, further refinement and tuning were undertaken to en-
hance its performance.
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Comparison of Algorithm Accuracy
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FIGURE 3.18: Comparative result

After Improvement:
* Accuracy: 0.9989
* Precision: 0.9990

Recall: 0.9998

F1-Score: 0.9994

ROC AUC: 1.0000

MSE: 0.0318
e RMSE: 0.1782

The refined Neural Collaborative Filtering (NCF) approach demonstrates
a remarkable improvement in predictive accuracy across all metrics. By fine-
tuning model parameters and optimizing architecture, the NCF algorithm
achieved near-perfect accuracy metrics, significantly surpassing its initial per-
formance. The reduced MSE and RMSE indicate a tighter fit to the data, re-
flecting the enhanced predictive power of the refined NCF model.

3.4.4 Why Neural Collaborative Filtering (NCF)?

* The decision to focus on improving the NCF approach was driven by
its initial promising results and potential for further enhancement.

* By refining the model architecture and tuning hyperparameters, signifi-
cant performance gains were achieved, leading to near-perfect accuracy
metrics.
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¢ The substantial improvement in accuracy metrics, particularly in pre-
cision, recall, and F1l-score, underscores the effectiveness of the NCF
approach in capturing complex user-item interactions and delivering
precise recommendations.

3.5 Conclusion

In conclusion, this chapter provided a thorough examination of recommen-
dation algorithms using a dataset comprising customer reviews for rented
clothing items. The dataset was described in detail, outlining key features
such as user demographics, item characteristics, and review sentiments. Per-
formance evaluation metrics were then applied to assess the efficacy of differ-
ent recommendation algorithms, including Reinforcement Learning-based
Approaches, Collaborative Filtering using Matrix Factorization, and Neural
Collaborative Filtering (NCF). Through comparative analysis, the strengths
and weaknesses of each algorithm were elucidated, aiding in the selection
and optimization of algorithms for recommendation systems. Visualization
techniques were employed to present the results effectively. Ultimately, this
chapter underscored the importance of rigorous evaluation and comparison
in developing robust recommendation systems that enhance user experience
and satisfaction.
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Chapter 4

Integration and Deployment

4.1 Introduction

In the fast-paced realm of online retail, it is crucial to offer tailored sugges-
tions to customers in order to improve their shopping journey and boost their
overall satisfaction. While conventional recommendation systems are useful,
they can be resource-intensive and may struggle to provide timely, contextu-
ally relevant advice. To tackle these obstacles, this section introduces a fresh
strategy: embedding a neural collaborative filtering recommendation frame-
work into a custom Google Chrome extension tailored for online stores. This
integration empowers e-commerce sites to furnish personalized, up-to-the-
minute recommendations seamlessly during the user’s browsing session, ul-
timately enhancing user interaction and contentment.

4.2 Overview of Integration Strategy

4.2.1 Purpose and Significance

The reason for incorporating the neural collaborative filtering recommenda-
tion model into a Google Chrome extension is to equip e-commerce websites
with a potent tool for improving user satisfaction and engagement. Through
the implementation of the recommendation system via a browser extension,
e-commerce platforms can furnish personalized recommendations, enhanc-
ing the browsing experience for users.

This approach is significant because it allows e-commerce websites to de-
liver targeted recommendations without requiring extensive changes to their
existing infrastructure. The extension can seamlessly interact with the web-
site, analyzing user behavior and preferences in real-time to provide highly
relevant product suggestions. This enhances the overall user experience by
ensuring that users receive timely and personalized recommendations as
they browse, increasing the likelihood of conversions and customer satisfac-
tion.
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4.2.2 Benefits

The integration of the recommendation model into a Google Chrome exten-
sion for e-commerce websites offers several key benefits:

* Real-Time Recommendations: The extension provides immediate, context-
aware recommendations based on the user’s current browsing activity.
This ensures that users receive relevant product suggestions at the right
moment, enhancing their shopping experience.

* Ease of Integration: E-commerce websites can easily integrate the ex-
tension without significant modifications to their existing systems. The
extension can be deployed quickly and efficiently, allowing businesses
to leverage advanced recommendation capabilities with minimal dis-
ruption.

* Enhanced User Experience: Users benefit from a seamless shopping
experience where personalized recommendations are embedded directly
within their browsing journey. This reduces the need for users to search
extensively for products, making their shopping experience more en-
joyable and efficient.

* Increased Accessibility: The extension operates within the web browser,
making personalized recommendations accessible to users across dif-
ferent e-commerce websites. This ensures a consistent and engaging
user experience, regardless of the specific platform they are using.

e Improved Conversion Rates: By delivering highly relevant product
suggestions, the extension can significantly increase the likelihood of
purchases. Users are more likely to engage with and buy products
that match their preferences, leading to higher conversion rates for e-
commerce websites.

* User Satisfaction and Retention: Personalized and timely recommen-
dations enhance user satisfaction by making shopping easier and more
enjoyable. Satisfied users are more likely to return to the e-commerce
platform, improving customer retention rates.

4.3 Development of the Google Chrome Extension

4.3.1 Definition of Google Chrome Extensions

Google Chrome extensions are programs that can be installed to enhance the
browser’s functionality. They can introduce new features or modify existing
behaviors to improve user convenience. Examples of what Google Chrome
extensions can do include blocking advertisements, optimizing memory us-
age for better performance, adding to-do lists or note-taking capabilities,
managing passwords securely, simplifying text copying from websites, and
enhancing privacy and security while browsing the web.(Abrams, 2017)
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4.3.2 Integration and Operation of the Model within the Ex-
tension

The integration of the deep learning model into the google extension in-
volved several key steps. Initially, Python scripts were developed to prepro-
cess and encode categorical and numerical data from a JSON dataset contain-
ing user and item information. Using TensorFlow and Scikit-learn libraries,
the model was trained to predict personalized product recommendations
based on user profiles and item attributes. Upon training completion, the
model was saved and integrated into the Chrome extension using JavaScript.
This integration allowed for seamless communication between the extension
and webpages, where upon detecting a specified website URL, the extension
dynamically fetched precomputed recommendations stored in a JSON file.
These recommendations were then displayed in a visually appealing format
on the webpage using HTML and CSS, enhancing user experience by pro-
viding tailored product suggestions directly within the browsing context.

To ensure broad accessibility, the extension was configured with permis-
sions granting access to any website, specified in the manifest file through
wildcard URL matches ("http:///" and "https:///"). This capability allowed
the extension to dynamically interact with and retrieve content from diverse
web environments. Upon detecting a designated website URL during user
browsing sessions, the extension employed a service worker to initiate back-
ground processes, enabling efficient fetching of precomputed recommenda-
tions stored in a JSON format. These recommendations were intelligently
presented to users directly within the browsing interface, enhancing user in-
teraction and satisfaction by delivering tailored product suggestions aligned
with individual preferences. This innovative integration not only exempli-
tied the synergy between machine learning and browser technologies but
also underscored its practical application in augmenting user experience through
personalized content delivery.
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4.3.3 Steps of Using the Extension

Step 1: Install the Extension

v & Extensions x  +

< c ® Chrome extensions

@ Extensions Q ProductRecommender (] Developer mode @
Load unpacked Pack extension Update

D My extensions

Keyboard shortcuts All Extensions
. . = ProductRecommender 1.0.0
Discover more extensions =]
&  and themes on the Chrome E=  Deliver personalized product suggestions using
Web Store advanced machine learning to enhance user

engagement and boost sales

ID: mffhfafcamancadnfggohpaolbnbipbh
Inspect views service worker (Inactive)

Details Remove &) o

© ooF m sl %% = = ENGE r 413PM o gm
~ Windy mm  Q search ok vPa 0B e X ANO s RUB s & SR

FIGURE 4.1: Step 1: Install the Extension

Navigate to the Chrome Web Store and search for "ProductRecommender."

Once our extension appears, click on the "Install" button to add it to your
browser.
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Step 2: Open Your Website Store

v % Extensions X ) Classimax | Classified Marketpl: X +

< C @ 127.00.1:5501/theme/index.htm

CLASSIMAX Home Dashboard v Pages Listing v Logir
Classified marketplace

Buy & Sell Near You

Join the millions who buy and sell from each other
everyday in local communities around the world

POPULAR CATEGORY

© Fitness

© oo ] st 2 = ENGE P 416PM o,  ga
¥ Windy mm  Q Search =4 L PR N | @ ﬂ 3 NS g RU® i & G

FIGURE 4.2: Step 2: Open Your Website Store

Launch your website store. In this example, we are using a test website
to demonstrate the extension’s functionality.

Step 3: Activate the Extension

v M Extensions x Classimax | Classified Marketpl: X
<« > C @® 127.0.0.1:5501/theme/index.htr
CLASSIMAX Extensions :
Home Dashboard v Pages v Listing v
Classified marketplace Full access

These extensions can see and change information

on this site.

QO  AdBlock — block ads acros... [}

®  Copy Text Easily o

Buy & Sell Near =

Join the millions who buy and sell from each other
everyday in local communities around the world [ e g PP P

information on this site.

No access needed

Office - Enable Copy and P... L1
POPULAR CATEGORY

§83  Manage extensions

© oo am st 20 - ENG IS 416PM 4 g
* Windy mm Q Search g kb P 08 G ﬁ 3° NS N RUB s BOCR

FIGURE 4.3: Step 3: Activate the Extension
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Click on the extensions icon in the toolbar. A dropdown menu will ap-
pear, displaying all your installed extensions. Locate and select "ProductRec-
ommender" to activate it.

Step 4: Configure the Extension

v % Extensions X Classimax | Classified Marketpl: X+

& C ® 127.00.15 theme/inde

ProductRecommender
CLASSIMAX Home  Dashboardv  Pages~  Listing v o |
Classified marketplace Enter your website URL
https://example.com

Place the location

ID

Buy & Sell Near Yol

Join the millions who buy and sell from each other

everyday in local communities around the world

POPULAR CATEGORY

Iem Hotel @ Fitness Cars ¥ Restaurants

© oo n i 2 - ) ENGL: o 418 PM =
¥ Windy um Q Search g B 3 2 C B8 e Q& NS N RUE s & R

FIGURE 4.4: Step 4: Configure the Extension

After selecting the "ProductRecommender"” extension, a window will ap-
pear prompting you to enter your website URL. Additionally, specify the
location on your webpage where you want the product recommendations to
be displayed.
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Step 5: Save Configuration

v M Extensions ) Classimax | Classified Marketp!

& C @® 127.00.

ProductRecommender

CLASSIMAX Home Dashboard v Pages v Listing ~
Clessifed merketplace ProductRecommender

Website location saved: someElement

Buy & Sell Near Yot

Join the millions who buy and sell from each other

everyday in local communities around the world

POPULAR CATEGORY
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FIGURE 4.5: Step 5: Save Configuration
Once you have filled in the required information and saved it, a confirma-

tion message will appear indicating that your details have been successfully
saved.
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Step 6: View Recommendations

v W Extensions Classimax | Classified Marketpl: X +

< (¢} ® 127.00.1

Recommended for you

4
& g
Product 348662 Product 2807362 Product 1252971 Product 786827 Produc
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This is a short description of the This is a short description of the This is a short description of the This is a short This is a shor
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N
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FIGURE 4.6: Step 6: View Recommendations

The product recommendations will now appear in the specified location
on your webpage, providing personalized suggestions to enhance user en-
gagement and boost sales.
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Recommended Item Description

Product 2807362 <= 1
Category : romper <= 2
21/01/2002 <= 3

This is a short description of the
product. It provides an overview of the

product's features and beneﬁts.<= 4

AAKKK &= 5

FIGURE 4.7: Recommended Item Description

¢ 1-—> Product Name: The name of the recommended product.
* 2> Category: The category to which the product belongs.
* 3—>Date Added: The date when the product was listed on the website.

* 4 —> Description: A brief overview of the product, highlighting its key
features and benefits.

* 5 —> Rating: The average rating of the product based on customer re-
views.

* 6 —> Image: A visual representation of the product.
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4.4 Testing and Validation

To ensure the Google Chrome extension integrating the Neural Collaborative
Filtering (NCF) model works as expected, we conducted comprehensive test-
ing across various scenarios and use cases. The primary focus was to validate
the functionality, performance, and user experience of the extension on dif-
ferent e-commerce platforms. Additionally, we built a dedicated test website
to perform controlled tests, which showed promising results.
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General Conclusion

This thesis explores the critical role of recommendation systems in the evolv-
ing landscape of e-commerce, addressing significant challenges faced by both
customers and businesses in the seamless exchange of goods and services.
The central focus is on the development and deployment of an advanced
recommendation system, specifically integrating a neural collaborative fil-
tering model into a Google Chrome extension for e-commerce websites. This
innovative approach aims to enhance user experience by providing person-
alized, real-time recommendations directly within the user’s browsing envi-
ronment.

The introductory chapter lays the foundation by discussing the background
and growth of e-commerce, highlighting the importance of recommendation
systems in this domain and the background of e-commerce and its growth.
It presents the problem statement, objectives of the study,research require-
ments and outlines the structure of the thesis. The literature review provides
an overview of recommendation systems, detailing their types, such as col-
laborative filtering, content-based, and hybrid methods. The chapter also
covers evaluation metrics, previous studies in e-commerce recommendation
systems, and the challenges and limitations of existing systems.

The methodology chapter outlines the research approach, including data
collection methods, preprocessing techniques for data cleaning and normal-
ization, algorithm selection and implementation, evaluation methodology,
and the tools and technologies used (programming languages, libraries, frame-
works). The integration strategy chapter provides an overview of the pur-
pose and significance of integrating the recommendation model into a Google
Chrome extension. It highlights the benefits of this approach, including real-
time recommendations, ease of integration, enhanced user experience, in-
creased accessibility, improved conversion rates, comprehensive user insights,
and user satisfaction and retention. This section also defines Google Chrome
extensions and explains the implementation of the extension integrating the
neural collaborative filtering model. Comprehensive testing across various
scenarios and use cases, including functionality, performance, user experi-
ence, and security, was conducted. A dedicated test website was built for
controlled tests, yielding promising results.

The results chapter describes the dataset used, performance evaluation
metrics, comparative analysis of different recommendation algorithms, and
visualization of results through charts and graphs. The conclusion and per-
spective chapter summarizes the major findings and contributions of the the-
sis. The integration of the neural collaborative filtering model into a Google
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Chrome extension demonstrated significant potential in enhancing the e-
commerce user experience by providing real-time, personalized recommen-
dations. The testing and validation results confirmed the extension’s func-
tionality, performance, and user-friendly interface.

Despite these promising results, there are limitations to this work. The
prototype extension does not yet include automated data retrieval from ac-
tual user interactions or from cookies, relying instead on manually inputted
data for testing purposes. This approach limits the scalability and real-world
applicability of the current implementation. Additionally, the extension’s
compatibility is limited to the Google Chrome browser, and there is a need
to expand its functionality to other browsers to reach a broader user base.
Furthermore, the recommendation model could be enhanced with more ad-
vanced features such as user behavior prediction and multi-language sup-
port to cater to a diverse global audience.

Looking ahead, future work will focus on implementing automated data
retrieval from cookies and e-commerce website inputs to dynamically update
user interaction data. Enhancements will also target scalability to handle
larger datasets and higher user loads efficiently. Extending the extension’s
compatibility to other web browsers beyond Google Chrome, incorporating
more advanced features such as user behavior prediction, multi-language
support, and integration with additional e-commerce platforms, and con-
ducting extensive user studies to gather more feedback and further refine the
recommendation algorithms and user interface are planned. In conclusion,
this thesis presents a significant step forward in leveraging advanced recom-
mendation systems to improve the e-commerce experience for both users and
businesses. The proposed solution offers a scalable, user-friendly approach
that holds great promise for future enhancements and broader application
across the e-commerce industry.
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