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Abstract

This thesis presents a total research and realization of an access control system for doors
using facial recognition that integrates Artificial Intelligence (AI) and Internet of Things
(IoT) technologies. The study begins with the definition of the background, motivation,
and issues of access control systems today, particularly the need for effective, secure, and
intelligent solutions in residential and institutional environments.

There is a thorough review of the background of facial recognition technology, including the
history of its development, the basic processes (data acquisition, detection, feature extrac-
tion, matching), and the spectrum of methods from conventional handcrafted approaches
to cutting-edge deep learning-based architectures. The various modalities of facial recogni-
tion2D, 3D, and thermal imaginghave been explained along with their merits and limitations.

The thesis also considers the application of AI, more specifically deep learning and trans-
fer learning, in biometric recognition systems. The thesis also discusses the application of
liveness detection through eye-blinking methods (EAR) and anti-spoofing techniques for en-
hanced security. IoT integration is realized through the use of Raspberry Pi, which also
brings forth its application in real-time communication, device management, and system
scalability.

The design and implementation chapter introduces a multi-layered system architecture with
software and hardware modules, including ultrasonic sensors for validating distances, YOLO-
based spoofing detection, and a MySQL database to hold real-time data. A 3D design of the
door access system is also modeled to visualize the deployment setting. Performance metrics
are utilized in assessing the effectiveness of the system in real-world scenarios.

Key words : Face Recognition , Screen Detection ,blink Detection , MTCNN , Facenet,
YOLOv8s , Dlib(EAR) , Transfer Learning , Artificial intelligence , IoT .



Résumé

ce travail présente l’ensemble des recherches et la réalisation d’un système de contrôle d’accès
pour portes utilisant la reconnaissance faciale, intégrant les technologies de l’intelligence ar-
tificielle (IA) et de l’Internet des objets (IoT). L’étude débute par la définition du contexte,
des motivations et des enjeux des systèmes de contrôle d’accès actuels, notamment le be-
soin de solutions efficaces, sécurisées et intelligentes dans les environnements résidentiels et
institutionnels.
Une analyse approfondie du contexte de la technologie de reconnaissance faciale est effec-
tuée, incluant l’historique de son développement, les processus fondamentaux (acquisition de
données, détection, extraction de caractéristiques, appariement) et l’éventail des méthodes,
depuis les approches artisanales conventionnelles jusqu’aux architectures de pointe basées
sur l’apprentissage profond. Les différentes modalités de reconnaissance faciale 2D, 3D et
imagerie thermique sont expliquées, ainsi que leurs avantages et leurs limites.
La thèse examine également l’application de l’IA, plus particulièrement l’apprentissage pro-
fond et l’apprentissage par transfert, aux systèmes de reconnaissance biométrique. Elle
aborde également l’application de la détection du vivant par clignement des yeux (EAR)
et des techniques anti-usurpation d’identité pour une sécurité renforcée. L’intégration de
l’IoT est réalisée grâce à Raspberry Pi, qui permet également d’optimiser les applications de
communication en temps réel, de gestion des appareils et d’évolutivité du système.
Le chapitre ńăConception et mise en uvreăż présente une architecture système multicouche
avec des modules logiciels et matériels, notamment des capteurs à ultrasons pour la vali-
dation des distances, la détection d’usurpation d’identité basée sur YOLO et une base de
données MySQL pour le stockage des données en temps réel. Une conception 3D du système
d’accès aux portes est également modélisée afin de visualiser les paramètres de déploiement.
Des indicateurs de performance sont utilisés pour évaluer l’efficacité du système en situation
réelle.

Mot clés : Reconnaissance faciale, détection d’écran, détection de clignement, MTCNN,
Facenet, YOLOv8s, Dlib (EAR), apprentissage par transfert, intelligence artificielle, IoT.
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Chapter 1
General Introduction

1.1 Context

Security remains a fundamental concern in both residential and commercial settings,
necessitating reliable and efficient access control systems. Traditional locking mechanisms,
such as keys, PIN codes, and RFID cards, present significant vulnerabilities, including key
loss, forgotten passwords, theft, or unauthorized duplication [1]. Although password protec-
tion at the entrance using RFID between the door and the control panel is cost-effective, it is
easily compromised by advanced techniques such as data interception, command decryption,
and replay attacks on the control panel [2]. Additionally, these signals can be jammed to
prevent alerts by transmitting wireless noise, blocking the signal from reaching the control
panel from the sensors [3].

In contrast, biometric authentication methods offer enhanced security and user con-
venience by leveraging unique physiological characteristics [4]. Among the most commonly
used biometric technologies, facial recognition stands out alongside fingerprint recognition
[5]. Facial recognition is particularly notable for its non-intrusive nature and high accu-
racy in identity verification [6]. Unlike many traditional technologies, facial recognition does
not require physical contact, keys, or physical cards. The system can detect a human face
from an image or video and then compare and analyze predefined facial features stored in a
database. Its ease of use makes it an ideal choice for access control systems [7]. However,
challenges such as lighting variations, pose changes, and privacy concerns must be addressed
to ensure reliability and user acceptance.

This project aims to address these challenges by designing and implementing a face
recognition-based smart door lock system using artificial intelligence algorithms and real-
time processing. The system enhances security while maintaining a robust event logging
and monitoring system for access events.
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1.2 Problematic and Motivation

The motivation for this work is the growing need for high-tech security solutions with
reliable access control that does not compromise on convenience for the users. Face recog-
nition is a quick and convenient authentication method that removes risks associated with
traditional keys and access cards. As a response, the integration of this technology with IoT
devices, i.e., Raspberry Pi, transforms smart home and building security, unlocking possi-
bilities for novel and intuitive security solutions. By addressing the current problems and
leveraging AI advancements, this project aims to contribute to creating a secure, intelligent,
and responsive facial recognition system.

This project aims to resolve these problems by designing and implementing an AI-
powered facial recognition door lock system with real-time processing. The system offers
enhanced security with a robust logging and monitoring system for door access events.

1.3 Objectives of the Study

The primary objectives of this research are to develop an artificial intelligence-based
door access system using facial recognition in order to enhance security. The system will
be in a manner such that it is real-time face detection and classification through advanced
algorithms, resulting in a secure and effective way of access control. The system will also
be connected with a Raspberry Pi to securely control an electric lock, providing physical
security within the area. In order to effectively control entry control, the system will have
a central server with an exhaustive database of accepted and rejected faces. The server will
also have a web-based interface for real-time monitoring, logging, and user management for
ease of use. Other than this, to guarantee the integrity and confidentiality of information,
secure communication among all the components of the system will be guaranteed by the
implementation of TCP/IP protocols.

1.4 Structure of the Thesis

The dissertation comprises four chapters, each addressing a distinct research compo-
nent. Heres a chapter breakdown:

• Chapter 1 : Background on Facial Recognition , covers the definition and his-
tory of facial recognition, the main steps of the process, e.g., feature extraction and
classification methods. It covers the technologies and algorithms used, e.g., OpenCV
and TensorFlow, and system performance-influencing factors, e.g., lighting, pose vari-
ation, and resolution. Additionally, the chapter also discusses the applications of facial
recognition as a security and access control component, providing its advantages and
limitations as a biometric authentication solution.
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• Chapter 2 : State of the Art in Security Methods, provides a review of tra-
ditional as well as modern security systems, categorizing access control techniques as
keys, codes, RFID, and biometric systems. It reports work carried out on face recog-
nition as a security technique, providing a comparative analysis of previous systems to
identify strengths, weaknesses, and areas of improvement. This chapter sets the foun-
dation of the proposed system by putting its applicability in perspective with evolving
security approaches

• Chapter 3 : Design and implementation, outlines the complete architecture of
the discussed facial recognition-based door access system. It provides detailed design
of the hardware modules, including the camera, server, Raspberry Pi, and electric lock,
so that all modules are smoothly integrated. The chapter further discusses the com-
munication protocols and data flow required for effective and secure system operations,
laying down a foundation for the implementation process.

• Chapter 4 : Experimentation results and Discussion,This chapter presents the
experimental setup and evaluation of the proposed system. It outlines the methodology
used to test the performance and effectiveness of the model, including the datasets,
metrics, hardware environment, and testing scenarios. The chapter also discusses
the results obtained from various experiments, including model accuracy, reliability,
and the systems real-time performance under different conditions. Furthermore, it
analyzes challenges encountered during testing and explains how these were addressed
to improve the overall robustness of the system.

3



Chapter 2
Background on Facial Recognition

2.1 Introduction

In recent years, artificial intelligence (AI) [9] has advanced rapidly, enabling the de-
velopment of transformative technologies such as self-driving cars [10] and automated retail
environments. Central to many AI applications is computer vision, a field focused on repli-
cating human visual perception through machines. While human vision effortlessly processes
complex environments, replicating this ability electronically requires sophisticated image in-
terpretation capabilities.
Computer vision enables machines not only to perceive images but also to interpret, react,
and make decisions based on visual input. This involves complex processes like detection,
identification, reasoning, and decision-making, functions that mimic the human visual and
cognitive system. However, since most visual sensors capture two-dimensional images while
the world exists in three dimensions, interpreting depth and spatial relationships adds com-
plexity to machine vision systems.
Facial recognition, as a subset of computer vision, has emerged as a key application area, rev-
olutionizing security, access control, and user authentication. This chapter introduces facial
recognition technology, exploring its historical evolution, operational mechanisms, system
types, feature extraction methods, recognition frameworks, and real-world applications[11].
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2.2 Historical Background

Automated facial-recognition technology is a relatively new concept. It arose in 1960s,
when the first semi automated system for facial recognition was developed. It was based on
a method whereby facial features were located by the observer on the photographs of the
subject. In the next step, specific to a reference point, distances and ratios were calculated,
which then enabled comparisons to be made. The reference point was common for all facial
features.

The domain of automated facial-recognition technology was founded by Woody Bled-
soe, Helen Chan Wolf, and Charles Bisson. In 19641965, they worked together to recognise
human faces using a computer.[12] In the 1970s, 21 subject-specific features, such as lip
thickness and hair color, were used for automated facial recognition.[13] The problem with
this approach, however, was that the measurements were taken and calculated manually. In
1988, the principal component analysis (PCA) method was applied by Sirvoich and Kirby
to try to solve the facial-recognition problem.[14] This was thought to be a turning point in
the world of face recognition, as it proved to code and normalise a facial image accurately,
and fewer than 100 values were required. In 1991, Turk and Pentland discovered that while
implementing Eigenfaces method, the residual error could be used for facial recognition.[15]
This discovery enabled the reliability of an automated facial-recognition system, although
the approach was restricted by environmental conditions.

In 1997, ZN-Face software was developed and com mercialised. The software worked
well enough to rec ognise facial images with occlusions, even including images that were not
perfectly frontal. In todays arena, this technology is widely used in image process ing and
pattern recognition, and has become an area of active research.

Today, several attempts are also being made to study real-world facial-recognition
challenges.[16] Moreover, the impact of side faces on facial recognition has also recently
become an active area of research, although the accuracy of this is only 50% to date.[17]
However, in one recent study, the importance of one profile of the face was highlighted,
showing that the sensitivity and specificity of human identification through this approach
has increased significantly.[18]
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2.3 Definition Of Face Recognition

Face recognition is part of computer vision. Face recognition [19] is used to identifying
a person in biometric method based on image on their face. A person is identified through
biological traits. Human eyes can easily recognize people by simply looking at them but the
concentration span for human eyes has its limit. Hence, a computerized method is invented
to perform face recognition. Face recognition [20] includes the operations of automatically
detecting followed by verifying a person from either picture or video. Although face recog-
nition has been researched extensively [21, 22]

Figure 2.1: Face Detection. [114]

2.4 How Facial Recognition Works

The process of facial recognition involves a series of steps, ranging from data acqui-
sition to the final stage of matching. While the specifics may vary between different types
and models of facial recognition systems, the general process remains the same.

2.4.1 Data Acquisition

The first step in facial recognition is data acquisition or the collection of facial data.
This is typically done using cameras that capture either 2D images, 3D images, or thermal
images, depending on the type of system. images can be taken from various sources such as
video surveillance, smartphone cameras, or dedicated facial recognition devices.[23]
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2.4.2 Face Detection

Once an image is captured, the next step is to detect the presence of any faces in
the image. This process involves identifying and locating human faces in digital images.
Advanced algorithms are used to scan the entire image and distinguish facial features from
the rest of the image based on certain properties or features such as the structure, color, and
shape of the face. [23]

2.4.3 Feature Extraction

After detecting a face in an image, the system then moves on to feature extraction.
This process involves identifying and measuring distinct facial features and converting them
into numerical data. The facial features that are commonly measured include the distance
between the eyes, the width of the nose, the depth of the eye sockets, the shape of the
cheekbones, and the length of the jawline, among others. Different facial recognition systems
extract and use different types of features. Some systems, like eigenface-based systems, look
at the face as a whole and capture holistic features. Others, like local feature analysis
systems, focus on specific local features like the eyes, nose, and mouth[23]

2.4.4 Matching

The final step in the facial recognition process is matching. This involves comparing
the extracted features with the stored facial data in the database. In identification mode,
the system compares the features with all the facial data in the database to find a match.
In verification mode, the system compares the features with the stored data of a specific
individual to confirm their identity.

In some systems, the match is determined based on a similarity score. If the similarity
score crosses a certain threshold, the system concludes that it has found a match.

In recent years, machine learning, and more specifically deep learning, has been widely
used in feature extraction and matching processes. Deep learning algorithms can learn to
recognize patterns in the facial data, improving the accuracy and efficiency of the facial
recognition process.

In summary, the overall process of facial recognition technology is shown in Figure
2.1, facial recognition involves a combination of sophisticated techniques and technologies.
While the steps of data acquisition, face detection, feature extraction, and matching form
the basis of all facial recognition systems, the specific implementation of each of these steps
can vary widely, leading to different levels of performance and accuracy.[23]
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Figure 2.2: An overview of Face Recognition system [52]

2.5 Types of Facial Recognition Systems

Facial recognition technology has evolved significantly over the years, leading to the
development of multiple systems with different techniques for capturing and analyzing facial
data. Broadly, these systems can be classified into three categories: 2D Facial Recognition,
3D Facial Recognition, and Thermal Facial Recognition.

2.5.1 2D Facial Recognition :

2D facial recognition is the most common and widely used form of facial recognition
technology[24]. It operates by capturing a two-dimensional image of a persons face and
then comparing or verifying this image with stored 2D facial data. The most crucial factor
in this type of system’s success is the lighting conditions during the capture of the facial
image. Changes in lighting can lead to changes in the appearance of facial features, which
can potentially reduce accuracy.

2D facial recognition systems are also sensitive to the angle of the face[25]. They work
best when the face is directly facing the camera, and performance tends to decrease when
the face is turned to the side or tilted up or down. To mitigate this, advanced 2D facial
recognition systems use AI techniques to estimate the appearance of the face from different
angles.
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Despite these challenges, 2D facial recognition systems have been widely adopted due
to their relative simplicity and lower cost compared to other types. They are used extensively
in various applications, including smartphone unlocking, photo tagging on social media, and
security surveillance.

2.5.2 3D Facial Recognition :

3D facial recognition systems add another dimension to the process, capturing a three-
dimensional model of a face. This technology maps the face’s unique features such as the
curves of the eye socket, nose, and chin which remain unaffected by lighting conditions or
facial expressions[26].

3D facial recognition technology uses depth sensors or stereo cameras to capture the
precise shape and contours of a face. The collected data is then used to identify or verify
a person’s identity. Since these systems use 3D data, they are less affected by changes in
lighting or face angle[27], making them more accurate in various conditions compared to 2D
systems.

However, 3D facial recognition systems are generally more complex and costly to imple-
ment. They also require more processing power to analyze the 3D facial data. Despite these
challenges, they are becoming increasingly popular, particularly in high-security applications
where a high level of accuracy is required.

2.5.3 Thermal Facial Recognition :

Thermal facial recognition is a relatively new and less common type of facial recogni-
tion technology. It uses thermal cameras to capture the heat patterns that are emitted from
the face[28]. These heat patterns, which are unique to each individual, can be detected in
both light and dark environments, making this system highly effective regardless of lighting
conditions.

Thermal facial recognition has shown potential in various applications, especially those
that require the detection of faces in poorly lit or nighttime conditions[29]. However, the
technology is still in its early stages of development, and the cost of thermal cameras can be
a limiting factor for widespread adoption.

In conclusion, each type of facial recognition system has its strengths and weaknesses,
and the choice of system depends on the specific requirements of the application. The ad-
vancement of technology and research is likely to lead to improvements in these systems and
possibly the development of new types that leverage other facial characteristics or technolo-
gies. The future of facial recognition technology is exciting, with boundless possibilities for
innovation and application.
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2.6 Feature extraction techniques:

For any face recognition system to be successful, feature extraction is essential. It
involves turning unprocessed facial images into useful numerical representations, also referred
to as features or embeddings, that capture the key characteristics of an individual’s face.
Individuals are then accurately and efficiently compared and recognized using these features.
Three major groups can be used to broadly classify feature extraction techniques:

2.6.1 Handcrafted Feature-Based Methods

These traditional methods extract facial patterns,like texture or edge orientation, us-
ing preset algorithms. Principal Component Analysis (PCA), Histogram of Oriented Gradi-
ents (HOG) are a few examples. They are easy to implement and require little computing
power.For example:
PCA is a technique that takes high-dimensional image data and uses the dependencies
between the variables to represent it in a more tractable, lower-dimensional form without
losing too much information.PCA is a statistical procedure that evaluates the covariance
structure of a set of variables and identifies the principal directions in data variables. PCA
is used to identify sets of orthogonal coordinate axes through the data. Principal components
are determined by computing the eigenvectors and eigenvalues of the data covariance matrix.
Based on principal components, the identification of face images is performed.[30]

2.6.2 Fast Matching-Based Methods

These techniques focus on extracting lightweight binary features optimized for rapid
matching, often used in resource-constrained environments. Methods such as Four-Patch
Binary Pattern Matching (FPBM), BRIEF, and ORB enable real-time face comparisons
with minimal computational overhead.Ex:
FPBM is a method to extract the features of the images on the basis of matching image
areas and subpixel displacement estimates using similarity measures.The recognition is based
on the edge detection. This method generates much less information than the original image
has. This is because it eliminates most of the details that are not relevant for the purpose of
identifying the boundaries, while preserving the essential information to describe the shape
and structural characteristics and geometry of the objects represented.[30]

2.6.3 Deep Learning-Based Methods

Convolutional neural networks (CNNs) are used in these contemporary methods to au-
tomatically extract rich, discriminative facial features from sizable datasets. State-of-the-art
performance in face recognition tasks is provided by models like FaceNet, VGGFace, and Ar-
cFace, which generate compact embeddings that capture high-level facial characteristics.For
example:

10
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CNN deep learning model are used to study the unconstrained facial expression. The
general process of feature extraction is as follows:

• Modify the face image by eye location algorithm, reduce the test sample and training
sample to 90x150 pixels by bilinear interpolation method, and perform the preprocess-
ing process of histogram equation and other data.

• Use 40 Gabor filters (using 40 directions and different scales) to refine the preview
image to obtain all samples.

• Using LQP operator, Gabor image and test sample are divided into 9x15 = 135 small
rectangular blocks, and each LQP operator is used to separate the texture of each sub
block and connect each sub function. Concatenate the features of each sub block to
establish a sample GLQP attribute.

• GLQP was used to characterize the training samples according to CNN. It is used as
input and iterates 500 times.

• CNN is used to optimize the contour features of experimental samples, and the fusion
features of local features and global features are used as partition input to classify
and recognize facial images,and the results are counted to establish a complete face
recognition system.[31]

Each category brings unique advantages depending on the application, whether it’s accu-
racy, speed, or resource efficiency. The choice of technique depends on system requirements
such as hardware limitations, recognition accuracy, and processing time.While traditional
methods are fast and simple, deep learning models offer greater accuracy and robustness by
learning complex patterns directly from large datasets.

2.7 Face recognition frameworks

Since, face recognition has been a key research area for the last three decades by many
research communities like machine learning, artificial intelligence, image processing, and
computer vision. Methods proposed for face recognition belong to vast and diverse sci
entific domains and that is why it is difficult to draw a clear line that categorizes these
approaches in a standard way. Also, the usage of hybrid models makes it difficult to cat
egorize these approaches in standard branches for feature representation or classification.
However, according to recent literature, we sum-up and present face recognition approaches
as a clear and high-level categorization. Figure 2.3 shows the categorical distribution of face
recognition approaches:
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Figure 2.3: Categorical distribution of face recognition methodologies[52]

2.7.1 Classical approaches

The research in face recognition has long historic roots such as in the 1950s psychology
and 1960s in engineering literature [32]. These beginning concepts were derived from pattern
recognition systems as discussed in an MIT Ph.D. thesis [33] by Lawrence Gilman. He first
identified that a 2D features extracted from a photograph can be matched with the 3-D
representation. Subsequent research identified practical difficulties in variable environmen
tal conditions which are still challenging with todays modern supercomputers and GPUs.
Although these early research methods have been driven by pattern recognition, they were
based on the geometrical relationships between facial points. Most of these methods are
obviously highly dependent on detection of these facial points in a challenging environment
as well as the consistency of these relationships across different variations. These issues are
still a critical challenge for the research community. Another early attempt for developing
face recognition system was by Kanade et al. [34]. They utilize simple image processing
techniques to extract a vector of 16 facial parameters. It used a simple Euclidean distance
measure for matching these feature vectors and achieve 75% accuracy rate on a predefined
database of 20 people using 2 images per person.
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In 2003, Zhao et al. [32] presented a precise and brief overview of techniques being em-
ployed by face detection and recognition community during last 30 years. They discuss many
psychological and neuroscience aspects of face recognition. As for the method is concerns,
face recognition techniques are initially categorized into three broad ways, holis tic meth-
ods (PCA, LDA, SVM, ICA, FLD and PDBNN), features based methods (pure geometry
methods, dynamic link architecture, Hidden Markov Model and Convolution Neural Net-
work) and many hybrid methods like Modular Eigenfaces, Hybrid LFA, Shape normalized
and component based methods

2.7.2 Modernapproaches

In recent years, there is an immense improvement due to machine learning-based al-
gorithms and methodologies in a lot of social and scientific domains. We summarize the
modern era of face recognition approaches as three subcategories i.e. deep learning-based
methods, sparse or dictionary learning-based methods and fuzzy logic-based techniques. An
overview and research contributions in these categories are presented in this section.

2.7.2.1 Deeplearning basedfacerecognition

It has been observed that deep neural networks have massive computational power
for object recognition and it has revolutionized machine learning during the last few years.
Researchers from all the fields including but not limited to social sciences and engineer
ing to life sciences considering deep frameworks to hybridize their existing models and get
radical results. Many researchers, especially in face recognition community [35, 36], affirms
that it has remarkable computational power with outstanding accuracy and result oriented
behavior. In this section, we present a brief overview of recent developments in deep learning
for face recognition.

2.7.2.2 Dictionary Learning for Face Recognition:

Dictionary learning is a branch of machine learning algorithms that aims to find a
matrix called dictionary in which a training data CNN stands for Convolutional Neural
Network, DCNN represents Deeper Convolutional Neural Network, and DCGANrefers to
Deep Convolutional Generative Adversarial Network submits a sparse representation. In
our context, if collections of face samples are there in a random distribution, we can extract
discriminative features by learning the desired dictionary from training data. The learned
dictionary plays a vital role in the success of the sparse representation [37]. We have to learn a
task-specific dictionary from the given face images. Therefore, as an emerging research field,
existing theories and approaches for feature representation need to be rebuilt for dictionary
learning.
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2.7.2.3 Fuzzy set theory

Primarily, the fuzzy set theory was introduced in 1965 by Lotfi Aliasker Zadeh [38].
Since its inception, it has been applied in a variety of disciplines such as logic, decision the
ory, operations research, computer science, artificial intelligence, pattern recognition, and
robotics, etc. Especially, during the last few years, its adoption has revolutionary changed
the various research domains. The power of fuzzy set theory for face recognition in light
of recent developments. It has been noticed that fuzzy-based methods are highly potential
for dealing with complex face recognition issues, especially illumination and pose variation
related complexities.

2.8 Factors Influencing Recognition Accuracy :

Since it was developed, the area of facial recognition has often had to overcome ob-
stacles, there being several factors which make precise recognition a challenging task, as
outlined below:

• Illumination: Variable lightning conditions can have a number of different effects on
a persons facial image.[39]

• Pose: The problem of pose has been identified as a key issue in face recognition, and
it has been the subject of much interest amongst the research community in recent
decades.[40]

• Occlusion: Amongst many issues associated with accurate facial recognition, han-
dling facial occlusion is one of the major issues.[41] When any portion of the face is
occluded, facial features cannot be fully viewed, and therefore, authentication by the
facial recognition system is at risk.

• Expressions: Human faces always contain expres sions of one sort or another, these
being generally underpinned by the emotional state of the individu al. Face-recognition
systems are also affected by human expressions, which result from the movement of
the facial muscles, leading to changes in facial images.[42]

However, some face-recognition systems are unable to process different expressions by
the same person, meaning that a problem can arise with identification.[43]

• Hair : Hair often covers the forehead. Hence, in most face-recognition systems,
database images have hair neutralised in order to prevent it from acting as a bar-
rier to the recognition of faces. Research is being undertaken to try to solve this
problem.[44]

• Age: With the progression of age, the facial features can change tremendously. This
area of research is, however, still at an early stage, and much more needs to be done.[4]
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2.9 Applications of Facial Recognition Technology:

Facial recognition technology has seen a surge in applications across a wide range of
industries, driven by its potential to enhance security, convenience, and personalization.

Figure 2.4: Uses of Face Detection[115]

• Security and Surveillance One of the most significant applications of facial recog-
nition technology is in security and surveillance. Law enforcement agencies across the
globe use facial recognition to identify individuals in surveillance footage[45], helping
to solve crimes and enhance public safety. The technology is also widely used in access
control systems, providing secure entry to buildings or rooms by verifying the identity
of individuals[46].

• Smartphone Authentication Various phones, including the most recent iPhones,
use face recognition to unlock the device. The technology offers a powerful way to
protect personal data and ensures that sensitive data remains inaccessible if the phone
is stolen. Apple claims that the chance of a random face unlocking your phone is about
one in 1 million.[91]

• Social Media Social media platforms like Facebook use facial recognition technology
to automate the tagging of individuals in photos. By recognizing and remembering
the facial data of users, these platforms can suggest tags for people in newly uploaded
photos, enhancing the user experience and connectivity among users[47].

• Healthcare Hospitals use facial recognition to help with patient care. Healthcare
providers are testing the use of facial recognition to access patient records, streamline
patient registration, detect emotion and pain in patients, and even help to identify
specific genetic diseases. AiCure has developed an app that uses facial recognition
to ensure that people take their medication as prescribed. As biometric technology
becomes less expensive, adoption within the healthcare sector is expected to increase.

15



Chapter 2 : Background on Facial Recognition 16

• Education and Workforce Some educational institutions in China use face recogni-
tion to ensure students are not skipping class. Tablets are used to scan students’ faces
and match them to photos in a database to validate their identities. More broadly,
the technology can be used for workers to sign in and out of their workplaces, so that
employers can track attendance.[91]

• Automotive According to this consumer report, car companies are experimenting
with facial recognition to replace car keys. The technology would replace the key to
access and start the car and remember drivers preferences for seat and mirror positions
and radio station presets.[91]

• Airports Facial recognition has become a familiar sight at many airports around the
world. As well as at airports and border crossings, the technology is used to enhance
security at large-scale events such as the Olympics.[91]

These applications represent just a fraction of the potential uses of facial recognition tech-
nology. As the technology continues to advance, it is likely to be integrated into even more
areas, including banking, travel, entertainment, and more. Despite the impressive benefits
and applications, facial recognition technology also presents notable challenges, including ac-
curacy concerns and issues related to privacy and ethics, which need to be carefully managed
as the technology continues to evolve.

2.10 Advantages of face recognition

• Increased security On a governmental level, facial recognition can help to identify
terrorists or other criminals. On a personal level, facial recognition can be used as a
security tool for locking personal devices and for personal surveillance cameras.[91]

• Crime Reduction Face recognition makes it easier to track down burglars, thieves,
and trespassers. The sole knowledge of the presence of a face recognition system can
serve as a deterrence, especially to petty crime. Aside from physical security, there
are benefits to cybersecurity as well. Companies can use face recognition technology
as a substitute for passwords to access computers. In theory, the technology cannot
be hacked as there is nothing to steal or change, as is the case with a password.48

• Removing bias from stop and search Public concern over unjustified stops and
searches is a source of controversy for the police facial recognition technology could
improve the process. By singling out suspects among crowds through an automated
rather than human process, face recognition technology could help reduce potential
bias and decrease stops and searches on law-abiding citizens.[91]
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• Greater convenience As the technology becomes more widespread, customers will
be able to pay in stores using their face, rather than pulling out their credit cards
or cash. This could save time in checkout lines. Since there is no contact required
for facial recognition as there is with fingerprinting or other security measures useful
in the post-COVID world facial recognition offers a quick, automatic, and seamless
verification experience.[91]

• Faster processing The process of recognizing a face takes only a second, which
has benefits for the companies that use facial recognition. In an era of cyber-attacks
and advanced hacking tools, companies need both secure and fast technologies. Facial
recognition enables quick and efficient verification of a persons identity.[91]

• Integration with other technologies Most facial recognition solutions are com-
patible with most security software. In fact, it is easily integrated. This limits the
amount of additional investment required to implement it[91].

2.11 Challenges of Facial Recognition Technology:

Despite its impressive capabilities and growing applications, facial recognition technol-
ogy is not without its challenges and limitations.

2.11.1 Accuracy and Biases

Although facial recognition technology has significantly improved over time, there are
still concerns about its accuracy. Changes in lighting, facial expressions, aging, and the use
of accessories like glasses or hats can sometimes affect the performance of facial recognition
systems. Additionally, some facial recognition systems have been criticized for racial and
gender biases[48], with lower accuracy rates observed for certain demographic groups. This
has raised serious concerns about the fairness and reliability of the technology.

2.11.2 Privacy Concerns

The widespread use of facial recognition technology has also raised substantial privacy
concerns[49]. The ability to identify and track individuals in public spaces could potentially
lead to mass surveillance, infringing on people’s privacy rights. There are also concerns
about the storage and handling of sensitive facial data[50], which, if not properly protected,
could be vulnerable to data breaches or misuse
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2.11.3 Dependence on Quality of Input Data

The performance of facial recognition systems heavily depends on the quality of the
input data. Low resolution images or images captured at odd angles can lead to inaccurate
results. This dependence on input quality can limit the effectiveness of facial recognition in
certain scenarios[?]. Despite these challenges and limitations, the potential of facial recogni-
tion technology is immense. As the technology continues to evolve, it is likely that solutions
to these challenges will be developed. Ongoing research and development, coupled with
thoughtful regulation and ethical considerations, can help to ensure that the benefits of
facial recognition technology are realized while minimizing potential drawbacks.

2.12 Conclusion

This chapter has provided a comprehensive overview of facial recognition technol-
ogy,beginning with its historical development and progressing through its operational mech-
anisms, technical foundations, and key application areas. We explored how facial recognition
evolved from early manual and statistical techniques to todays sophisticated deep learning-
based systems capable of real-time identification in dynamic environments.

A detailed discussion was presented on how facial recognition systems operate, from
data acquisition and face detection to feature extraction and matching. We classified differ-
ent types of facial recognition systems (2D, 3D, thermal), described key feature extraction
methods (handcrafted, fast matching, deep learning), and outlined both classical and modern
recognition frameworks. Additionally, we examined the various factors influencing recogni-
tion accuracy, such as lighting, pose, occlusion, and aging.

The chapter also emphasized the increasing importance of facial recognition across a
broad range of applications, from law enforcement and access control to healthcare, educa-
tion, and consumer electronics. Furthermore, we highlighted how integration with emerging
technologies such as IoT, cloud computing, blockchain, and edge AI expands the reach and
functionality of facial recognition systems.

While the advantages of facial recognition are considerable, enhancing security, conve-
nience, and operational efficiency, the technology is not without its challenges. Issues such as
privacy concerns, bias, data dependency, and the risk of misuse underscore the importance
of ethical design and regulatory oversight.

Facial recognition stands as a powerful and rapidly evolving field within AI and com-
puter vision. Understanding its foundational concepts and current capabilities sets the stage
for a deeper exploration of its application in security technologies, which is the focus of the
next chapter.

18



Chapter 3
State of the art on facial recognition methods
as a security technology

3.1 Introduction

Over the past few decades, security technologies have undergone a major transforma-
tion, evolving in response to the increasing complexity of modern threats. What previously
relied largely on mechanical deterrence and manual verification has now transformed into
intelligent and predictive systems capable of real-time monitoring, threat assessment, and
autonomous response. Todays security infrastructures integrate a variety of technologies,
including closed-circuit television (CCTV) cameras, intrusion detection systems, biometric
authentication, and artificial intelligence (AI)-based analytics, to create multi-layered struc-
tures that protect people, property, and critical infrastructure [53], [54]. Among these tech-
nological developments, biometric-based systems, including facial recognition, have emerged
as a pioneering innovation in the field of access control.

For high-security environments, such as airports, government buildings, and corporate
campuses, these systems offer fast, contactless and accurate identification capabilities. Tra-
ditional credentials such as keys or access cards, which are particularly vulnerable to loss,
theft, and duplication, are replaced by facial recognition systems [55]. Therefore, the techno-
logical development and strategic need to increase operational security, public safety and the
effectiveness of modern security systems is to integrate AI-enhanced biometric technologies
into access control systems [56].

To understand the evolution of these systems, it is necessary to understand the history
of the development of door locking systems, which led to the emergence of modern intelligent
systems. The following section traces the evolution of lock technology to illustrate how
centuries of mechanical development paved the way for the digital and biometric access
control systems we know and take for granted today.
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3.2 History and evolution of locking door systems

The use of locking systems goes back over six thousand years ago, to ancient Egypt;
where people developed the first wooden pin tumbler locks. These initial systems were
simple;consisting of a wooden pin tumbler mechanism using wooden pins, operated by a large
wooden key that resembled a contemporary toothbrush[57]. This method was primitive, but
the foundation for secure access and entry control mechanisms.[59]

Locking mechanism technology developed considerably during the Roman era. For
example, different metals such as bronze, silver, and even gold were used to create more
secure and complex locks than their predecessors. During this time, padlocks were displayed
to the public as a sign of high social status. Some wealthy people even gave expensive keys
as jewelry [7]. The Industrial Revolution of the 19th century brought sudden mass produc-
tion and the use of more durable materials such as steel and copper, resulting in increased
security and a more reasonable price than before this period. Initially, lock technology relied
on the end user’s ability to circumvent it, but technological advances, such as the invention
of the pin tumbler lock, not only increased security but also led to the development of more
intrusion-resistant locks. Although cylinder locks are still widely used today, new technolo-
gies, including electronic locking devices and biometric locks, have redefined security [60].

By the 20th century, the locksmith profession was no longer considered a craft, but
rather a profession where the locksmith specialized in the technical aspects of maintaining
and repairing locks, as well as unlocking them. Mechanical locks became widespread in
residential, commercial, and institutional settings. Many variations of mechanical locks
emerged over the years; deadbolts, padlocks, and combination locks all addressed different
security challenges. While reliable, mechanical locks could still be forced, keys could still be
duplicated, and locks could wear out over time [61]

The integration of information technology and security challenges in the 21st century
has led to the development of electronic and intelligent locking systems. These systems
include not only keypad locking systems and remote controls, but also RFID-based locking
systems and, more recently, biometric systems using fingerprint, iris, and facial scanning
technologies. Electronic and intelligent locking systems offer more features, such as remote
access control, usage logging, and connection to other security systems [62], but they also
introduce new vulnerabilities, such as software failures and cyber threats [63].

Despite many challenges, door-locking technologies have evolved from mechanical to
intelligent in a linear, even predictable, manner. The latest systems, which leverage artificial
intelligence and biometrics, are just the latest step in a long journey toward protecting
physical space. However, they demonstrate that the fundamental aspects of a door lock
have not changed: security and access control, now much more efficient and intelligent [64].
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3.3 Classification of access security methods

When considering the historical evolution of locking mechanisms presented in the pre-
vious section (2.2), it becomes clear that, with the transition from mechanical locks to smart
systems powered by artificial intelligence and machine learning algorithms, we are witness-
ing advances in hardware technology and even the evolution of security needs in a more
complex environment. While traditional locks focused on physical security through material
strength and mechanical design, modern access control systems now focus on adaptability,
user identity verification, and the ability to digitally track access. Access control systems
have evolved to meet complex operational requirements and can now be classified into three
broad categories: PIN, smart card (or magnetic strip), and biometric. Each category rep-
resents a new step in the development of secure access: knowledge-based security (PIN),
possession-based security (card), and provenance-based security (biometric).

3.3.1 PIN-Based Systems

Personal Identification Number (PIN)-based access control systems are among the old-
est digital authentication mechanisms. Due to the memorization of the PIN, this number
allows for user authentication. PINs are commonly used in homes, as a form of access control
for various offices, and in various financial services, such as ATMs. Due to their low cost
and rapid implementation, PINs are attractive for small and medium-sized applications [65].
However, their reliance on the confidentiality of the PIN in a rapidly delivered token poses
significant vulnerabilities. These vulnerabilities include vulnerability to PIN theft, shoulder
swiping, brute force attacks, and the inability to verify identity based on the PIN alone, as
this process relies solely on knowledge of the PIN. Furthermore, PIN-based access control
systems offer only limited options, as PINs are not tracked or protected against unautho-
rized sharing, making them unsuitable for environments that require the security of critical
services or the provision of an audit trail [66].

Figure 3.1: PIN-Based System [92]

21



Chapter 3 : AI and IoT in Access Control 22

3.3.2 Keycard Systems

Keycard systems represent a shift in access control from knowledge-based to ownership-
based authentication. These systems use magnetic, RFID, or NFC chips embedded in a card
or key fob to grant access to a secure location. Keycards can be centrally managed and easily
reprogrammed, making them particularly suitable for medium- and high-security environ-
ments, including hotels, business offices, hospitals, and educational institutions [67]. The
ability to maintain audit trails improves accountability in a keycard system, and they can be
easily scaled to include large numbers of employees, patients, or visitors. On the other hand,
lost, stolen, or cloned keycards pose security issues. Keycards also require periodic support
for card readers and the back-end system, which increases operational maintenance costs [68].
Despite all of these inherent problems with keycard systems, keycard systems have signifi-
cantly improved access identification and management for a large segment of the population.

Figure 3.2: Keycard System [93]

3.3.3 Biometric systems

Biometric systems are the latest technology in access control. Biometric systems au-
thenticate users based on unique biological or behavioral physiological characteristics, such
as fingerprints, facial geometry, iris structure, or voice. Biometric systems have advantages
in accuracy and can also be useful in eliminating concerns about lost or stolen credentials and
in allowing contactless access, which may be a priority in health-sensitive environments such
as hospitals, airports, or public transportation sites [69]. Biometric systems also improve
accountability because biometric features are unique, making identity theft more difficult.
However, concerns remain regarding data breaches, spoofing attacks using fake biometric
features, and ethical concerns regarding consent. The costs and complexity of building a
secure biometric system pose barriers to adoption in some contexts [69].
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Figure 3.3: Biometric system[92]

This classification of access control principles demonstrates the tremendous leaps that
security technologies have made, from the mechanical locks used by ancient societies to in-
telligent systems that perform dynamic, personalized, and tamper-resistant security authen-
tication. In the following sections, we will discuss how these technologies can be integrated
into a sophisticated intelligent security system, and then highlight the development and de-
ployment of template-based access control systems using facial recognition technology.

3.4 Artificial Intelligence (AI) and Facial Recognition
in Access Control

As mentioned in Section 2.2, door locks have evolved from purely mechanical systems
to modern locks that are electromechanical or biometric in nature. Accordingly, Section 2.3
discussed different types of access control classifications, such as PIN-based systems, keycard
systems, and biometric systems. Among these systems, facial recognition is a particular type
of biometric system, and has found particular benefits due to its contactless nature, real-time
calculations, and accuracy with smart systems.

Artificial intelligence (AI) is an integral part of this transformation process. It is de-
fined as a branch of computer science dedicated to developing machines that exhibit human-
like capabilities to perform tasks requiring human cognition (e.g., perception, reasoning, and
judgment [70, 71]). When AI is combined with access control systems, traditional security in-
frastructures can evolve into adaptive, prescriptive, and highly autonomous security systems.
AI also facilitates the integration of facial recognition-based systems into platforms such as
the Raspberry Pi equipped with camera modules, producing efficient, low-cost, and intelli-
gent alternatives to door locks. Figure 2.4 illustrates the basic components of an AI-enabled
system.
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Figure 3.4: Artificial Intelligence [51]

In this section, we elaborates three key subfields of AI: machine learning (ML), deep
learning (DL), and transfer learning (TL), and their contributions to the development and
application of facial recognition-based access control systems [20]. These models improve
recognition accuracy, and improve energy and computational performance compared to avail-
able hardware and data.

3.4.1 Machine learning

Machine learning (ML), a fundamental component of artificial intelligence, enables
systems to automatically learn from data, detect patterns, and make decisions without the
need for explicit programming. In the context of access control, machine learning provides
dynamic updating of facial recognition systems, responding to new facial inputs, lighting
changes, and changes in facial characteristics [73]. Several ML methods, including k-nearest
neighbor (k-NN) [74] and support vector machines (SVMs) [74], have enabled the success-
ful implementation and design of early facial recognition systems and provide some of the
most powerful classifiers based on the features generated by the recognition system. Tradi-
tional ML methods rely on handcrafted features and are subject to imperfect generalization.
These legacy methods are likely to become obsolete, as ML-based models with deep learning
capabilities offer opportunities for higher accuracy and scalability [75].
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3.4.2 Deep Learning

Deep learning (DL), which uses multi-layer artificial neural networks (or "deep" archi-
tectures), is often considered a subfield of machine learning (ML). At its core, deep learning
involves using multi-layer neural networks to automatically learn the parameters of nonlinear
representations of complex data. Deep learning approaches typically have the ability to learn
complex patterns present in data through hierarchical abstractions. This type of approach
has numerous applications, but is most common in facial recognition, speech processing, and
autonomous navigation [76]. In facial recognition-based access control, the popularity of
deep learning models is largely due to their high accuracy and flexibility. The most common
deep learning architecture is the convolutional neural network (CNN), which differs from
traditional neural networks in its unique ability to analyze objects within a networked data
structure, such as images. CNNs operate using learnable filters for a given input image to
recognize spatial hierarchies, ranging from low-level features, edges and textures, to high-
level representations, facial features and shapes [?, ?].

In recent years, ImageNet-trained CNN models, such as VGGNet, ResNet, and Mo-
bileNet, have demonstrated outstanding results on face recognition tasks in both real-time
and non-real-time environments. An example is MobileNetV2, which has been successfully
used in resource-constrained environments such as Raspberry Pi boards, enabling the devel-
opment of smart lock systems at a reasonable cost [77].

Deep learning models are often not limited to classification problems, but also include
regression problems that require predicting a continuous outcome. For example, we can build
a deep learning model that predicts the distance between detectors and the distance between
detected facial landmarks, or weight the model’s predicted outputs as confidence scores for
identity matching. This means that even when true positives for a face are unreliable due
to, for example, lighting or occlusion issues, facial recognition systems are able to provide
strong and immediate authentication, regardless of some of the challenges a security officer
may face. In fact, we can classify these examples as "common challenges" [78].

By incorporating it into an AI architecture (see Section 2.4), deep learning+ not only
improves recognition performance but also improves the system’s ability to generalize to
unseen individuals, potentially leading to lower false acceptance/rejection rates. For this
project, I implemented the multi-task cascade convolutional network (MTCNN) algorithm
as a face detection method that is robust to lighting, occlusion, and pose [79]. For the
recognition component, I implemented the InceptionResNetV1 architecture in the FaceNet
framework, which transforms face images into 128-dimensional embeddings, storing the im-
ages in a database for efficient face matching and verification, requiring only Euclidean
distances [79].
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The power of deep learning lies not only in its high levels of accuracy or the ability
of a deep learning model to model complex features such as complex facial structures, but
also in its ability to achieve this with limited error in terms of perfect matching between
the identifier and the face. However, the problem is that building, training a deep learning
model, if done from an untrained or unknown instance, is computationally expensive, and
requires many data, which is why transfer learning is the justification.

Figure 3.5: Deep Learning [94]

3.4.3 Transfer Learning

Transfer learning is a powerful machine-learning paradigm in which a model trained
on a specific source task is deployed as a starting point to learn a different but similar target
task. Instead of training a deep learning model from scratch, transfer learning uses pre-
trained models that have already learned low- and high-level features from large datasets
such as ImageNet or VGGFace2 [80]. These generalizable features can then be further fine-
tuned for the target application, which may be faces in access control systems, where labeled
data is typically sparse.

In the case of AI-enabled door security, transfer learning offers significantly better
performance than CPU-based or embedded systems, reducing the time and data required
to train the system. For example, face-embedding models such as InceptionResNetV1, pre-
trained on VGGFace2, can be applied to adequately represent features, and then fine-tuned
using some face images from air-gapped family members of authorized users, to provide fast
, accurate verification authorized users’ faces in embedded systems such Raspberry Pi [81].
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Figure 3.6: Transfer Learning[96]

3.4.3.1 Types of Transfer Learning :

Transfer learning strategies can be broadly classified into the following types, depend-
ing on the relationship between the source and target domains and tasks [82]:

• Inductive Transfer Learning: the source and targeted areas will be the same as
the tasks differ. Consequently, the form will be adjusted using the data called for the
target task (such as adjusting the general facial recognition form, on a safety system
with new identities) [83].

• Transductive Transfer Learning: the tasks will be the same as the areas differ. In
this case, the form of knowledge from the source field (such as a model that is trained
to celebrities) will be applied to the same task (i.e. face recognition) in a new field
(i.e. employee’s faces) [83].

• Unsupervised Transfer Learning: the tasks and domains will differ, and there is
no labelled data available in either task, or domain. In this case, the model will learn
through extracting some kind of structure from unlabeled data. An example of this
type of learning may complain anomaly detection or using an unsupervised clustering
approach to cluster facial feature points in the absence of previously issued labels for
any of the features [83].
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Figure 3.7: Types of Transfer Learning [95]

3.4.3.2 Mechanism of Transfer Learning

In a general multi-stage transfer learning process, a machine-learning model can share
learned knowledge from a source task to an entirely different target task. The first step is
selecting a base model that has been pre-trained on a much larger and diverse dataset (e.g.,
through datasets such as VGGFace2, ImageNet, etc.) that will give it a prior understand-
ing of how to extract relevant features from data; in this first step, the model has already
learned to extract characteristic features about data such as edges, textures , and shapes[84].

The second step is layer freezing. The early layers of the pre-trained model are usu-
ally frozen and left untouched. These layers usually correspond to the low-level features
found in most tasks (visual tasks at least). The following step is to fine-tune the regions
of the model toward patients in the context of a specific domain (e.g., a dataset with facial
images of challenged individuals). This fine-tuning would give the model the capacity to
learn new representations while at the same time retaining general optimal representations
it acquired in the prior layers [84].Finally, the optimized model is implemented in the opera-
tional environment. In the case of this work, it is implemented in a real -time access control
system using a Raspberry Pi module and the camera to provide high recognition accuracy
with a very low calculation load, which makes it suitable for integrated and on board IT [84].

Finally, the optimized model is implemented in the operational environment. In the
case of this work, it is implemented in a real -time access control system using a Raspberry
Pi module and the camera to provide high recognition accuracy with a very low calculation
load, which makes it suitable for integrated and on board IT [84].
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3.4.3.3 Frozen vs. Trainable Layers

In Transfer Learning, two main components help in adapting models effectively:
Frozen Layers: These layers from a pre-trained model remain unchanged during fine-
tuning. They retain general features learned from the original task, extracting universal
patterns from input data.
Trainable Layers: These layers are adjusted during fine-tuning to learn task-specific fea-
tures from the new dataset,allowing model to meet the new tasks unique requirement[97]

Figure 3.8: Frozen vs. Trainable Layers [97]

3.4.3.4 Use Cases Environments

Here are some situations where transfer learning can be particularly effective:

Limited Data:
Transfer learning can be useful when you only have a small amount of data available to train
a model because the pre-trained model already has knowledge of the domain and can be used
to enhance the model’s performance.Transfer learning can be used to modify a pre-trained
model to your specific job and boost its accuracy, for instance, if you want to categorize
photographs of rare animals but only have a small number of labelled images.

Low Computing:
Starting from scratch while training a deep neural network can be time- and resource-
consuming.By starting with a pre-trained model that has already picked up useful features
and then customizing it for your particular activity, transfer learning can be utilized to save
time and resources.
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New Domains:
When you want to apply machine learning to a new domain you have limited knowledge of,
transfer learning can leverage the expertise of pre-trained models that have already learned
about the domain.

For example, suppose you want to classify medical images but need more expertise in
the medical field.In that case, you can use transfer learning to adapt a pre-trained model
that has already learned useful features in the medical domain.

Overall, transfer learning can be a powerful approach for machine learning practitioners
who want to leverage existing knowledge and resources to solve new problems.[98]

3.4.3.5 Applications of Transfer Learning

Transfer learning is widely used across multiple domains, including:

Computer Vision: Transfer learning is prevalent in image recognition tasks, where models
pre-trained on large image datasets are adapted to specific tasks such as medical imaging,
facial recognition, and object detection.

Natural Language Processing (NLP): In NLP, models like BERT, GPT, and ELMo
are pre-trained on vast text corpora and later fine-tuned for specific tasks such as sentiment
analysis, machine translation, and question-answering.

Healthcare: Transfer learning helps develop medical diagnostic tools, leveraging knowledge
from general image recognition models to analyze medical images like X-rays or MRIs.
Finance: Transfer learning in finance assists in fraud detection, risk assessment, and credit
scoring by transferring patterns learned from related financial datasets.[97]

3.4.3.6 Benefits of Transfer Learning

• Faster Training: Since the model has already learned general features from the pre-
training phase, it requires fewer iterations to adapt to the new task. This significantly
reduces the time and computational resources needed for training.[96]

• Less Data Dependency: Transfer learning can be particularly advantageous when
you have a limited amount of data for your specific task. The pre-trained model has
already learned useful features from a large dataset, which can be applied to your
smaller dataset.[96]

• Enhanced Performance: Starting with a pre-trained model, which has already
learned from substantial data, allows for faster and more accurate results on new
tasksideal for applications needing high accuracy and efficiency.[97]
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• Time and Cost Efficiency: Transfer learning shortens training time and con-
serves resources by utilizing existing models, eliminating the need for training from
scratch.[97]

3.4.3.7 Limitations and Challenges

Domain mismatch: The pre-trained model may not be well-suited to the second task if the
two tasks are vastly different or the data distribution between the two tasks is very different.
Overfitting: Transfer learning can lead overfitting if the model is fine-tuned too much the
second task,it may learn task-specific features that do not generalize well to new data.
Complexity: The pre-trained model and the fine-tuning process can be computationally
expensive and may require specialized hardware. [97]

3.4.4 Differences between Deep Learning and Transfer Learning

Deep learning and transfer learning are two areas of artificial intelligence focused
on automating complex pattern recognition. However, they follow fundamentally differ-
ent paradigms. Deep learning relies on training a brand new neural network from scratch,
using datasets that are extensive, fully-labelled, and employing compute resources that may
be costly and difficult to obtain. Scaling deep learning is financially and temporally expen-
sive, but results in specialized models that are optimized for specific domain applications
[39].

Transfer learning, on the other hand, is an area of AI that accepts the heavy burden
imposed by large datasets and fast compute performance in the unstructured world of AI, and
attempts to avoid some of the these for the most part inconceivable, expensive and difficult
demands by allowing learners to access pre-trained models, that were originally previously-
trained on large and generic datasets. Pre-trained models allow learners to absorb the base
framework, and learn more with few data points related to a task that is associated with the
new task they are learning to do experimentally. After acquiring a few related data points,
learners can explore or "fine-tune," the pre-trained model for a copy of the model relative to
the new task and label data.

Transfer learning is particularly useful for situations when creating an extensively wore
double and labelled dataset are impractical (e.g., access control systems that are trained on a
facial recognition technique that is deployed in real-time at an edge device or edge computing
device) [85].

Given the speed, flexibility, and reduced training requirements associated with transfer
learning, it is clearly the learner’s preferred approach to apply AI concepts for embedded
applications and applications implemented in the real-world context - all of which are critical
frameworks for accuracy, speed and reduction in resource consumption [85].
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3.4.5 AI in Security Systems

Artificial Intelligence (AI) is fundamentally changing the nature of security systems
by offering intelligent capabilities beyond past systems limited by rules. AI-based models
can enable security systems to perform predictive analysis, adapt to different environments,
and make decisions independently and instantaneously. This is revolutionary for biometric
authentication systems, particularly AI-enabled facial recognition, where AI models support
facial recognition and authentication systems by adding features such as spoof detection,
liveness detection, and changing environmental states/conditions (lighting or occlusion) [86].

Recent studies in the industry show the impact of AI, which strengthens the conver-
sation around the cost of a data breach. The IBM Cost of a Data Breach Report (2023)
found that organizations that implement significant AI and automation tools reduced their
average time to contain a breach by 108 days. They also saved about USD 1.76 million in
responding to a data breach event compared to organizations who were not using AI. These
statistics show the effect of AI on operational effectiveness and financial efficiency [87].

The increasing market potential relates more ways AI is being recognized. The global
market for AI in security is expected to grow from USD 20.19 billion in 2023 to USD 141.64
billion by 2032, with a compound annual growth rate of 24.2% [87]. This increased growth
shows the growing need for intelligent and automated solutions across many areas, including
critical infrastructure, enterprise security, and smart home uses.

In the field of access control, AI facial recognition technology has quickly become a
fundamental application. By deleting the need to contact and provide real -time identifi-
cation processes, it allows a pleasant user experience without compromise to security. AI
facilitates variability and adaptive reasoning (that is to say people, vehicles and the envi-
ronment), leading to evolutionary and precise authentication. Thus, these systems can be
used in environments ranging from office buildings and government buildings to intelligent
condominiums and buildings.

3.5 Detect eye blinking in videos :

In face recognition door access systems, eye blinking detection is used as a liveness
verification method to prevent spoofing attacks with photos or videos. By analyzing facial
landmarks around the eyes, the system calculates the Eye Aspect Ratio (EAR) to mea-
sure eye openness. A blink is detected when the EAR drops below a certain threshold and
then quickly returns to normal, indicating natural eye movement. This ensures that only live
individuals not static images or or 3D masks can trigger face recognition and gain access.

useing facial landmark detection to detect specific 68 points on the face show in Figure
3.9. This post is inspired by the folowing posts which are further modified and improved:
[116] and [117].
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Figure 3.9: 68 land marks [118]

By knowing the indexes of these points, we can use the same method and select a specific
area of the face (e.g. eyes, mouth, eyebrows, nose, ears). To create an eye blink detector,
eyes will be the area on the face that we are interested in. We can divide the process of
developing eye blink detector into following steps:[118]

1. Detecting the face in the image

2. Detecting facial landmarks of interest (the eyes)

3. Calculating eye width and height

4. Calculating eye aspect ratio (EAR) relation between width and the height of the eye

5. Displaying the eye blink counter in the output video

Figure 3.10: Schematic of how the blink detection work [118]
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3.5.1 Definition of EAR :

Real-Time Eye Blink Detection using Facial Landmarks is the research paper published in
2016 by Tereza Soukupova and Jan Cech from the Faculty of Electrical Engineering, Czech
Technical University in Prague. Authors developed a real-time algorithm to detect eye blinks
in a video sequence. A key part of this algorithm is the eye aspect ratio (EAR) which can
be used to determine whether a person blinks or not in the given video frame. For better
understanding of this concept, let us look in the following image.[118]

Figure 3.11: EAR in EYE [118]

In this Figure 3.11 we can see the eye which is represented by a set of 6 labeled facial points
with specific coordinates. Horizontal line is distance between points p1 and p4 (width of an
eye), and vertical line is distance between middle of points p2 and p3 and middle of points
p6 and p5 (height of an eye.) The length of the horizontal line will always be a constant,
while the length of the vertical line will change depending on the opening and closing of the
eye. We can detect blinking by calculating the length of these two lines and then finding the
ratio between them. This ratio will be approximately constant while the eye is open, and it
will quickly fall to zero when a blink occurs.[118]

Figure 3.12: EAR [118]
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In the Figure 3.12 on the left we can see that aspect ratio will be larger and relatively
constant over time. On the other hand, in the second image we can see that aspect ratio will
be almost equal to zero which indicates that the person is blinking at that moment.[118]
We can calculate the aspect ratio with the following equation:

∥p2− p6∥+ ∥p3− p5∥
2∥p1− p4∥

= EAR (3.1)

3.6 Internet of Things (IoT):

The Internet of Things (IoT) is a new technology defined as a worldwide network of
interconnected machines and devices. These devices can collect and share data, fostering
automation and real-time insights. To deploy effective IoT-based products and services, five
essential technologies are commonly used :

• Sensor Networks: these networks consist of interconnected devices that collect and
transmit data

• Data Communication: wireless technologies like Radio Frequency Identification (RFID)
enable efficient data transmission between devices within the network.

• Data Processing and Management: middleware acts as a bridge between sensors and
applications.

• Cloud Computing: cloud platforms provide the necessary infrastructure and resources
to store, analyze, and manage the vast amount of data generated by IoT devices.

• Application Software: specialized software applications are designed to interpret and
use the collected data [?]

3.6.1 Role of Raspberry Pi in IoT Systems

The Raspberry Pi, a low-cost, compact single-board computer developed by the Rasp-
berry Pi Foundation, is a critical component in edge computing in Internet of Things
(IoT) architectures. With its quad-core processing capabilities, GPIO (General Purpose
Input/Output) pins, and Linux-based OS, it is a popular choice for prototyping and deploy-
ing embedded applications [88].

In an access control system, the Raspberry Pi acts as a local control unit that interfaces
with biometric sensors (e.g., cameras for facial recognition), and then acts as an actuator
for locks based on the results of the authentication. The Raspberry Pi is continuously in a
low-power state, affordable, and supports the implementation of an AI model. Therefore, it
is particularly suited for real-time facial recognition systems where hardware is constrained
to as little power and cost as possible [88].
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The Raspberry Pi is an open-source platform, which allows integration with cloud
services and machine learning frameworks to build intelligent security systems.

3.6.2 IoT-Based Smart Access Control Architecture

Internet of things is a foundation of the new IoT access control system commonly
known as intelligent door locking systems. In this system, every lock, lock access controller,
card reader, and other associated devices are assigned an unique IP address, which is used
for the device communication [89].

In a single framework, different smart devices are usually connected through wireless
networks to their managing software at the center or mobile apps. The applications can be
configured for automatic and manual control of different locks and controllers. Moreover,
the security alerts and notifications can also be configured to receive on mobile apps in
real-time[89].

Each machine/device is configured for its operating conditions, criteria, sensitivity and
authority in core management control software, which is utilized as controller of the entire
system. A copy control of this system is utilized as mobile app on your mobile devices too;
you can obtain status of your access system and you can also issue instructions from your
app. Any unauthorized activity in your access system generates an alert and detailed notice
on your primary management software controller or mobile application [89].

3.6.3 Advantages of IoT in Access Control

By integrating the Internet of Things (IoT) with access control systems, physical security
management and surveillance have reached an entirely new level. IOT compatible solutions
demonstrate several technical and operational advantages compared to traditional access
systems which strengthen both security and conviviality [89]. The main advantages are
described as follows:

3.6.3.1 Remote Accessibility and Real-Time Monitoring:

Through mobile applications and web dashboards users can remotely manage and
monitor IoT-based access control systems. Through this means, administrators maintain
the capability to adjust user access permissions immediately from any location. The system
enables real-time tracking of entry logs, which facilitate instant responses to unauthorized
access attempts [89, 90].

3.6.3.2 Automated Decision-Making:

The AI-based data analytics systems operating within IoT platforms execute decision-
making functions based on established rules and behavioral guidelines. The system operates
by blocking unauthorized access and restricting entry during non-approved timeframes [44].
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3.6.3.3 Enhanced Security through Real-Time Alerts:

The IoT-enabled security systems send immediate warnings to their users whenever
security violations such as entry without permission or equipment manipulation or forced
entry takes place. Security personnel receive real-time alerts through SMS messages and
email notifications and mobile application notifications which help them react promptly and
understand the situation better [?, 90].

3.6.3.4 Customization and Multi-Level Access:

These systems provide detailed management of user permissions by creating distinct
security levels and responsibilities for different roles. Restricted zones in organizations can
maintain controlled access for specific personnel groups while allowing unrestricted entry for
other staff members, which enhances the security management of internal environments [90].

3.6.3.5 Efficient Audit Trails and Data Logging:

The IoT system maintains continuous tracking of user interactions together with equip-
ment conditions and operational data. The recorded activity details function as an audit
trail which promotes transparency and makes it easier to meet compliance standards while
providing valuable information for security investigations during breach incidents [?, 90].

3.6.3.6 Cost-Effectiveness and Maintenance Optimization:

Through IoT-based access control systems, organizations achieve long-term cost reduc-
tions since they eliminate traditional key management while reducing manual supervision
and enabling maintenance through system health monitoring [90].

3.6.3.7 Integration with Other Smart Systems:

The synchronization between IoT access controls and building automation systems en-
ables coordination with lighting systems as well as HVAC and fire alarm systems. The system
enables door unlocking to trigger hallway light activation and security alarm deactivation
automatically thus enhancing user satisfaction and power conservation [89].

37



Chapter 3 : AI and IoT in Access Control 38

3.7 Conclution

The accuracy and reliability of face recognition technology cannot meet the require-
ments in some fields for the time being. At this stage, the significance is to liberate those
who have been in the repetitive working environment for a long time, to achieve the purpose
of reducing cost and enhancing efficiency, Still, it does not mean to replace a certain pro-
fession or technology. With the development of pattern recognition, computer vision, image
processing and machine learning, the accuracy and speed of face recognition will be improved.

Just like computers can surpass human beings in many fields through deep learn-
ing, machine vision cooperates with databases and processors in the background through
advanced devices in the front end, and computer face recognition will surpass human recog-
nition speed and accuracy in an all-round way. In addition to identity recognition, it will
also realise new functions such as judging age, beauty and health. Shortly, face recognition
technology will gradually come into daily life and be widely used. In the name of safety,
for public places such as subway, where people flow in and out on a large scale daily, the
first physical examination is carried out. Then the same examination of people is carried
out. Now face recognition is to be carried out. Shortly, gene or fingerprint recognition may
be further carried out. If it develops according to the current trend, there is such a possibility.

In the near future, public transportation such as subway will become a kind of privilege
that only some members of society can enjoy. If this society has not yet fallen into the state
of persecution delusion, it should stop at security issues. What hysterical pursuit of security
brings to society is not security at all, but comprehensive repression and panic. For the
subway to use face recognition for classified security check, the real worry and fear are that
their information is abused by the public authority. Because when they abuse, people have
no idea what kind of price they and their families will pay.
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Chapter 4
Design and implementation

4.1 Introduction

As there is a growing need for smart and effective security systems, the need to develop
modern access control solutions with biometric recognition technologies has arisen. Facial
recognition systems are some of the most prominent solutions that provide security with
convenience, in contrast to traditional systems such as cards or passwords that can be lost
or stolen.

This chapter covers the design and implementation of our suggested access control
system that employs facial recognition technology, on a camera, Raspberry Pi module, and
sophisticated artificial intelligence algorithms. The system also incorporates liveness de-
tection and anti-fraud mechanisms, along with an interactive web interface for easing user
management and real-time activity monitoring.

4.2 Architecture of System

The architecture of the proposed face recognitionbased door access system is built to
ensure secure and real-time access control using a combination of embedded hardware and
deep learning models. The Raspberry Pi is used to detect the presence and distance of a
person, while the cameraconnected directly to the servercaptures the video feed. When a
person is within the allowed range, the system begins detection using YOLO to filter spoof-
ing attempts from screens or phones. If valid, facial recognition is performed using MTCNN
and FaceNet, along with liveness detection via eye blinking. All results are managed through
a Flask-based web interface that allows live monitoring, access control, data management,
and alerts.

Figure 4.1 illustrates the entire architecture of the system, from sensor activation to intelli-
gent decision-making and remote control.
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4.2.1 Component Diagram of the system

Figure 4.1: component diagram for system

Explanations
Input: A facial image captured in real time by the camera
Output: An access decision (door unlock or deny) based on facial recognition and user
permission status.
The structure of the system, named VeriFace Gate, is shown in Figure 4.1 It includes the
following three main components:

System Management: saves logs,Manage Faces, and communicates with the Raspberry
Pi and via TCP/IP.
Control system: Includes the Raspberry Pi which receives access decisions, controls the
electronic lock, and interacts with the LCD screen, buzzer, and LEDs for physical access
feedback.

Face Processing Module: Responsible for capturing the facial image, detecting the face
using MTCNN, verifying liveness through blink detection and screen spoof detection using
YOLOv8s, and finally recognizing the identity using FaceNet.

40



Chapter 4 : Design and implementation 41

Detailed description of the system: In this section we will detail the description of each
component with activity and use case diagrams.

4.2.1.1 composant 01: System Management

Figure 4.2: USE CASE Diagrammes of System Management

The Use Case diagram above represents the functionalities available to the Admin user within
the System Management module of the "VeriFace Gate" system. This diagram provides
a visual representation of the interactions between the administrator and the system’s key
features. The system is composed of several use cases, each of which corresponds to a task
that can be performed by the administrator.
Main Actor:

• Admin: The system administrator who has full control over the platform functional-
ities, including user management, data analysis, and remote hardware control.

Primary Use Cases:

1. Remote Door Control The admin can remotely manage the state of the access
control system by executing:

• Open: Unlocks the door remotely.

• Close: Locks the door remotely.

• Both actions include a call to Save in DB, which stores the event and its metadata
(Name, Type, TimeStamp) into the database.
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• This use case interacts with the external System Control actor (hardware inter-
face) to perform the actual door control operation.

2. Login / Sign Up

• The Login: Allows the admin to securely access the system using their creden-
tials.

• The Sign Up operation is included as part of the login process, specifically for
initial setup or registering a new admin. It connects to the Database (BD) to
create a new admin record.

3. View Access Logs

* Provides access to the historical data of user authentications, access attempts, and
system responses. Data is fetched from Database (BD)

4. View Statistics

* Enables the admin to analyze system activity through various metrics and statistical
charts (e.g., number of access attempts, access granted/denied ratio). The data source
is the Database (BD).

5. Manage User Faces

* A critical functionality that allows the administrator to handle biometric data stored
in the system:

• Add New Face: Inserts a new users facial data into the system.

• Update Face Data: Edits the facial record of an existing user.

• Delete User Face: Removes a users facial data permanently.

* These three functionalities are modeled as extend relationships from "Manage User
Faces", meaning they are optional sub-tasks that extend the main use case based on
context.

* All operations are linked to the Database (BD) to ensure data consistency and
persistence.

6. Live Camera Feed

*Grants the admin access to real-time video streaming from the surveillance camera,
typically used for monitoring or verifying ongoing access attempts. This is directly
connected to the Camera video.

This use case diagram provides a comprehensive overview of the functionalities that
the system administrator can perform within the VeriFace Gate system. Each interaction
is clearly defined, and relationships such as ńincludeż and ńextendż help modularize and
clarify how various system features are related. This logical breakdown ensures maintain-
ability, scalability, and security across the systems operation.
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4.2.1.2 composant 02: Control system

Figure 4.3: Activite diagram for controler system

This UML Activity Diagram represents the dynamic behavior of the VeriFace Gate access
control system. It models the sequential flow of control, activities, and decisions based
on sensor input and recognition system response.The system utilizes a distance sensor, TCP
communication, and hardware feedback components (e.g., LEDs, buzzer, LCD, electric door).
It defines the actions required to either grant or deny access.

• Initial State:

The system is in an idle loop, constantly measuring distance using an ultrasonic sensor.
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• Step 1: Distance Verification

"Measuring Distance Using an Ultrasonic Sensor": This step checks whether a
person is physically present and within the acceptable range.

Condition Check:

If the measured distance is between 40 cm and 90 cm, the system proceeds to the
recognition step.

If not in range, the system loops back to distance measurement and takes no further
action.

• Step 2: Trigger Face Detection

"Send TCP Signal to the Face Detection and Recognition System": A TCP
request is sent to the central server to activate the face detection and recognition
process, signaling that a user is present within the allowed range.

• step 3: Await Recognition Decision

The system waits for a response from the facial recognition system, which processes
the image and determines whether the user is recognized and authorized.

• Step 4: Decision Evaluation Access Permission

Access Permission Decision:

If the user is Granted access:

– The system opens the door.

– Turns on the green LED as visual confirmation.

– Displays "Access Granted" on the LCD screen.

If the user is Denied access:

– The system keeps the door closed (or closes it if open).

– Activates the red LED to indicate denial. Shows "Access Denied" on the LCD.

– Triggers the buzzer to alert nearby personnel of a failed or unauthorized attempt.

• Final State The system returns to the initial state, continuously monitoring the
environment for new users.
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4.2.1.3 composant 03:Face Detection and Recognition System

Figure 4.4: Activite Diagrammes of Face Detection and Recognition System
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This activity diagram illustrates the operational workflow of our intelligent access con-
trol system. It captures the system’s behavior from the moment a signal is received from the
Raspberry Pi to the final decision of granting or denying access. The diagram highlights key
steps such as spoofing detection, blink-based liveness verification, face recognition, and real-
time communication via TCP. It serves as a clear visual guide to understand how security,
decision-making, and system integration are achieved.

1. Listening for Signal from Raspberry Pi

• The system begins in an idle state, actively waiting for a trigger message from
the Raspberry Pi.

• The Raspberry Pi detects human presence via distance sensors and sends a signal
when a person is between 40 to 90 cm.

2. Receive Signal from Raspberry Pi

• Upon receiving a valid signal, the server interprets this as a prompt to initiate
the facial authentication pipeline.

• A decision node checks if the message instructs to start or ignore detection.

3. Message Decision Node

• If the message is valid, the system starts detection.

• Otherwise, the process returns to the initial waiting state.

4. Capture Image Frame

• The camera captures a live image frame of the person.

• This image becomes the input for all subsequent analysis.

5. YOLOv8s Detects Phone or Screen Attack

• The image is passed to a YOLOv8s object detection model, trained to detect
phones or screens, which are typical tools used for spoofing facial recognition
systems.

Decision Node: Is the Input Spoofed?

• Yes –> If a phone or screen is detected, the system:

– Sends an alert image via email to notify the owner of a spoofing attempt.

– Sends a TCP message to the control unit indicating a denied access.

– The process terminates for this session.

• No –> Continues to verify liveness using blink detection.
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6. Detect Blink Using Dlib

• The system applies blink detection using Dlib’s facial landmark detector to check
for eye movement, confirming the presence of a live person.

Decision Node: Is Blink Detected?

• No –> This indicates a static image or video and is treated as a spoof attempt:

– Decision is sent via TCP to deny access.
– The session ends.

• Yes –> The person is considered live, and detection proceeds to the face detection
phase.

7. Detect Face Using MTCNN

• The system now employs MTCNN (Multi-task Cascaded Convolutional
Networks) to detect the location of a face in the image.

• This step extracts a cropped, aligned face image suitable for embedding and
recognition.

8. Face Recognition Using FaceNet

• The extracted face is converted into a 128-dimensional embedding using the
FaceNet model.

• This embedding is then compared tothe database of known faces.
Decision Node: Recognized Face in DB?

• No –>

– The person is unknown.
– The system sends a TCP message denying access.

• Yes –>

– The face is found in the database.
– The system proceeds to check their access permissions.

9. Access Type Evaluation

• Once the user is recognized, their access type is checked (Allowed or Denied).
Decision Node: Access Type

• Denied –>

– Sends an alert image via email to notify the owner of a spoofing attempt.
– Sends a TCP message to the control unit indicating a denied access.
– The process terminates for this session.

• Allowed –> – Access is granted.
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10. Final Actions on Approval

• The system:

– Saves the access event in the database (log file including time, name, and deci-
sion).

– Sends a TCP signal to the Raspberry Pi to trigger the door lock mechanism.

This diagrams serves as a backbone of smart, AI-powered biometric authentication,
ideal for high-security environments such as research labs, corporate offices, or smart homes.
It exemplifies a fusion of hardware-software interaction, network communication, and deep
learning-driven decision-making.

General process of the system:
The general process of Face Detection and Recognition System is described as following

architecture:
In order to provide a clear understanding of the dynamic behavior of the proposed

access control system, the UML Sequence Diagram has been designed and illustrated. This
diagram models the chronological interaction between the system components, showcasing
the flow of messages exchanged during a typical access request scenario.

It serves as a valuable tool to analyze how objects interact over time, helping to identify
potential bottlenecks, validate logic, and ensure synchronization between software modules
and hardware components such as the Raspberry Pi, camera, Database, siteweb ,and electric
lock. Through this diagram, each step from user detection to access decision and logging
is represented in a structured and detailed manner, reflecting the intelligent coordination
between the client and server sides of the system.
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4.2.1.4 UML Sequence Diagram of The System

Figure 4.5: UML Sequence Diagram of VeriFace Gate System

1. The user approaches the door and enters the camera zone.

2. The Raspberry Pi checks if the user is within the valid distance range (40 - 90 cm).

3. If the distance condition is satisfied, the Raspberry Pi sends a TCP signal to the server
to start the detection process.

4. The camera captures a frame of the users face.

5. The captured image is analyzed by YOLOv8s to detect if it is a spoof attempt (e.g.,
phone or screen).

• If spoofed: detection is stopped, an alert is sent to the owners email, and access
is denied.

6. If the input is genuine, the system proceeds to perform liveness detection using Dlib
(blink detection).

• If no blink is detected: access is denied and an alert is sent.

7. If a blink is detected: the face is located using MTCNN.
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8. The face is encoded into an embedding using FaceNet.

9. The generated embedding is compared to the records in the MySQL database.

• If no match is found: access is denied.

10. If a match is found: the system checks the access permission (Allowed or Denied).

• If Denied: Sends an email alert to the owner

• If Allowed: the server sends a command to Raspberry Pi to unlock the electronic
lock.

4.2.2 Hardware part

The system relies on the following hardware components:

• Raspberry Pi 5: Acts as the central controller that manages signals, communicates
with the server, and controls the lock.

Figure 4.6: Raspberry Pi 5 [113]

• Electronic Solenoid Lock: Controls physical access by locking or unlocking the
door.

Figure 4.7: Electronic Solenoid Lock [99]
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• Breadboard: Used for prototyping and connecting electronic components without
soldering.

Figure 4.8: Breadboard [100]

• LCD 16x2 Display:Displays short text messages such as access status or system
feedback.

Figure 4.9: LCD 16x2 Display [101]

• Ultrasonic Sensor: Measures the distance of the person from the system to determine
if recognition should start.

Figure 4.10: Ultrasonic Sensor [102]
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• LEDs:Provide visual indicators for system status (access granted,denied,in progress)

Figure 4.11: LEDs [103]

• Buzzer: Emits sound alerts based on access results or system warnings.

Figure 4.12: Buzzer [104]

• Relay Module: Acts as a switch to control the power to the solenoid lock.

Figure 4.13: Relay module [105]

• Camera: Captures video feed for face detection and recognition.

• 3D case: protects and houses the internal components.
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4.2.2.1 Hardware architecture

Figure 4.14: Hardware system design

To illustrate how these components are wired, the following circuit diagram in Figure
4.14 was created using the "Fritzing" software https://fritzing.org/ that provides a visual
representation of the electrical layout of the system.
Heres the description detailing how the components are connected:

• The VCC of the LCD is connected to 3.3V of the Rasspbery.

• The GND of LCD is connected to the GND on the BreadBoard.

• The SDA (I2C serial data pin) of LCD is connected to the GPIO of Rasspbery.

• The SCL (I2C serial clock pin) of LCD is connected to the GPIO of Rasspbery.

• The VCC of the UltraSonic is connected to 5V of the Rasspbery.

• The GND of UltraSonic is connected to the GND on the BreadBoard.

• The Echo of UltraSonic is connected to the GPIO of Rasspbery.

• The Trigger of UltraSonic is connected to the GPIO of Rasspbery.

• The LED Green is connected to the GPIO of Rasspbery.

• The LED RED is connected to the GPIO of Rasspbery.

• The Buzzer is connected to the GPIO of Rasspbery.

• The Relay Singal is connected to the GPIO of Rasspbery.

• The Relay GND is connected to the Rasspbery
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• The Relay VCC connected to the 5V of Rasspbery

• The Lock Solenoid - 12V connected to the Alimentation Power

4.2.3 Software Part

4.2.3.1 Dataset Base

The system uses a MySQL database named face_recognition_db to manage au-
thentication, user data, and access logs. It consists of three main tables:

• users: Stores administrator credentials with hashed passwords to ensure secure login
to the web interface.

• known_faces: Contains the names and facial image data (stored as BLOBs) of all
individuals recognized by the system, along with their access status (Permission or
Forbidden).

• access_log: Records every access attempt, including the person’s name, timestamp
of the event, and the type of access (e.g., granted or denied).

• This database structure supports real-time recognition, access control, and system
monitoring through the web dashboard.

Figure 4.15: Architucte of Database

4.2.3.2 Data Real-Time Storage

All data processing related to face recognition and detection within our system occurs
locally on a server. The result of each recognition attempt the individual’s name, access
time, and access permission (granted or not granted) is being stored in real time into a
MySQL database. There are tables within this database that are structured to manage users,
recognized faces, and access logs. The access_log table stores indepth event history, and the
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known_faces table stores facial information and access type (Permission or Forbidden).web
interface using Flask is used to interact with the system, such that administrators can see
logs in real time, manage user access, monitor live camera feeds, remotely open or close the
door, and receive images of unauthorized access attempts via email.

This local setup provides secure and efficient storage and management independent of
cloud systems, providing a unique and reactive system.

Figure 4.16: Data Real Time Storage

4.2.3.3 Face Detect Using Machine Learning Models

Face detection is a critical initial step in any facial recognition system. It consists
of identifying and localizing human faces within an image or video stream. In our access
control project, we leverage Transfer Learning to build an efficient and accurate face detection
module without need to train a model from scratch.

We adopted the MTCNN (Multitask Cascaded Convolutional Networks) architecture,
which is a well known deep learning model pretrained on large facial datasets. By using
transfer learning, we benefit from the rich learned features of this model such as facial
symmetry, eye alignment, and contour boundaries which allow it to perform robustly even
in complex environments with varying lighting conditions, head poses, and occlusions. The
model operates in three cascaded stages:

• P-Net (Proposal Network): Generates candidate facial regions.

• R-Net (Refinement Network): Refines these candidates by eliminating false posi-
tives.

• O-Net (Output Network): Detects facial landmarks (eyes, nose, mouth) with pre-
cision.

Rather than training the model entirely on our own dataset which would require hun-
dreds of labeled images and significant computationwe fine tuned the model using a small
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set of local face images captured from our camera setup. This process allowed the model
to adapt to the specific visual context and resolution of our system, improving detection
accuracy and reducing false positives in real world use.

Moreover, we integrated a distance sensor to activate the detection process only when
a person is within an optimal range (typically 40 to 90 cm), minimizing unnecessary com-
putations and improving the speed of the system. The Raspberry Pi detects the presence
and sends a trigger to the server, which then activates the face detection pipeline.

4.2.3.4 Face Detect Prediction Using deep Learning Models

Face recognition is the core functionality in our intelligent access control system. Once
a face is detected, the system must determine the identity of the individual by comparing it to
a database of known users. Given the challenges of training deep face recognition models from
scratchincluding data availability, computational cost, and time Transfer Learning emerges
as the ideal solution.

We implemented face recognition using the FaceNet architecture, a powerful deep
learning model trained on millions of facial images. FaceNet does not classify identities
directly. Instead, it extracts a face embedding a 128 dimensional vector representing the
unique features of a face. The closer two embeddings are in vector space, the more similar
the two faces are.

Using Transfer Learning, we reused the pretrained FaceNet model and finetuned it on
a small, local dataset of authorized users captured via our system. This allowed the model to
adapt to the specific lighting, camera angle, and image resolution used in our environment,
improving the accuracy of recognition without requiring a large dataset.
The recognition process follows these steps:

• A face is detected and cropped from the camera feed.

• The cropped image is passed to the FaceNet model to generate an embedding.

• This embedding is compared to all stored embeddings in the database using a distance
metric.

• If the smallest distance is below a certain threshold, the face is considered a match;
otherwise, access is denied.

A key refinement in our system was adjusting the threshold value. During testing, it
was observed that individuals with similar facial features (such as siblings) could sometimes
be confused. By lowering the threshold, we reduced the systems tolerance for similarity,
which helped minimize false acceptances.
This Transfer Learning approach to face recognition ensures:

• High accuracy, even with limited data.

• Rapid deployment, since training from scratch is avoided.
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• Efficient storage, since only compact embeddings are saved.

• Scalability, allowing new users to be enrolled by simply capturing their image and
generating an embedding.

The combination of FaceNets precision, Transfer Learnings adaptability, and embed-
ding based matching forms the intelligent and flexible recognition engine behind our secure
access control system.

4.2.3.5 Anti Spoofing Techniques Using YOLO and Blink Detection

In biometric based security systems, especially those relying on facial recognition,
spoofing attacks represent a significant threat to the reliability and safety of access control.
Spoofing occurs when an unauthorized individual attempts to deceive the system by pre-
senting a photograph, video recording, or screen display of a legitimate user. To counter
these threats and ensure the authenticity of the presented face.

the proposed system integrates two advanced anti spoofing mechanisms:
object detection using the YOLOv8s model a
Eye blink detection using a deep learning approach.

The first layer of defense leverages the YOLO (You Only Look Once) object detection
model, which was trained to recognize various devices such as phones, tablets, and monitors.
When a face is detected, the YOLO model scans the surroundings of the face to identify if
any of these devices are visible. If a screen or phone is detected in the frame, it strongly
suggests that the face might be coming from a digital device rather than a real person. In
such cases, the system immediately halts the recognition process and classifies the attempt
as suspicious, effectively preventing unauthorized access based on artificial presentations.

However, detecting devices alone is not sufficient to eliminate all spoofing risks, espe-
cially in cases where the attacker uses printed photos or 3D masks. To enhance the robustness
of the system, a second layer of verification is added in the form of blink detection, which
ensures liveness of the individual. This mechanism is based on analyzing a short video se-
quence of the face to monitor eye movement. A convolutional neural network (CNN) model
processes the eye region to detect whether a natural blinking pattern is present within a
predefined time window. The absence of a blink or the presence of unnatural eye behavior
is a strong indicator of spoofing, prompting the system to reject the attempt.

By combining these two techniques YOLO based screen detection and CNN based
blink detection the system achieves a higher level of security and ensures that only live,
physically present individuals are granted access. This dual layered approach strengthens the
defense against common attack vectors and improves the reliability of the face recognition
component in real world scenarios, especially in sensitive environments such as restricted
areas, laboratories, or corporate facilities.
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4.2.3.6 Distance Verification Using an Ultrasonic Sensor

In addition to visual and behavioral verification techniques, physical proximity plays
a crucial role in ensuring the reliability and authenticity of users in biometric access con-
trol systems. One of the challenges faced by facial recognition systems is distinguishing
between legitimate users standing at an appropriate distance from the camera and spoofing
attempts using distant screens or printed photos. To address this issue, our system incorpo-
rates an ultrasonic distance sensor as an additional layer of verification, ensuring that face
recognition is only performed when the subject is within a predefined range from the camera.

The ultrasonic sensor operates by emitting a sound wave and measuring the time it
takes for the echo to return after hitting an object. Using this time difference, the system
calculates the exact distance between the camera and the subject. In our implementation, the
system is configured to only proceed with face recognition if the detected person is located
between 40 cm and 90 cm from the camera. This range was determined experimentally
to offer a balance between facial clarity for recognition purposes and rejection of potential
spoofing attempts from distant devices.

By enforcing this distance constraint, the system effectively prevents common spoofing
techniques such as presenting a large screen from afar or holding a printed image at an angle.
If the person is too close or too far, the system automatically disables the face detection
module and notifies the user to adjust their position. This not only improves recognition
accuracy but also ensures that the system is interacting with a real individual physically
present in front of the device.

Moreover, this sensor-based approach operates in real time and adds minimal latency
to the system, making it suitable for access control scenarios that require both speed and
security. Combined with blink detection and screen identification using YOLO, the distance
verification acts as a third barrier against spoofing, reinforcing the overall trustworthiness
of the biometric security framework.

This method demonstrates how the integration of hardware components like the ul-
trasonic sensor can complement AI based models, resulting in a hybrid system that is both
intelligent and context aware, capable of adapting to real world constraints and threats.

4.2.3.7 Performance Evaluation Metrics

In order to assess the performance of the proposed artificial intelligence models, a
set of standard evaluation metrics was employed. These metrics provide an objective
and quantitative way to measure how well the models perform on classification tasks. The
following four metrics were selected for their ability to represent different aspects of model
effectiveness: Accuracy,Precision,Recall, and F1-Score.
1. Accuracy :
Accuracy is the most intuitive performance measure, representing the ratio of correctly pre-
dicted instances (both true positives and true negatives) to the total number of predictions.
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It answers the basic question: "How often is the classifier correct?

TP + TN

TP + TN + FP + FN
= Accuracy (4.1)

TP: True Positives correctly identified positive cases
TN: True Negatives correctly identified negative cases
FP: False Positives negative cases incorrectly classified as positive
FN: False Negatives positive cases incorrectly classified as negative

2. Precision :
Precision evaluates the models ability to provide relevant results. It is defined as the pro-
portion of positive identifications that were actually correct. It is especially important in
applications where false positives are costly.

TP

TP + FP
= Precision (4.2)

3. Recall (Sensitivity):
Recall measures the models ability to detect all actual positive instances. It is crucial when
the cost of missing a positive instance (false negative) is high. This metric answers the
question: "How many actual positives were captured by the model?"

TP

TP + FN
= Recall (4.3)

4. F1-Score :
The F1-Score is the harmonic mean of precision and recall. It provides a balanced measure
when one seeks to maximize both precision and recall simultaneously. This is especially
useful in imbalanced datasets, where accuracy can be misleading.

Precision×Recall

Precision+Recall
= F1− Score (4.4)

These four metrics were adopted as the cornerstone for evaluating the detection and recog-
nition components of the system, providing a comprehensive overview of performance across
different AI modules.

4.2.4 The 3D Design

The 3D model of our wearable device consists of a case 4.17,4.18,4.19,4.20, which designed
in Site ’ tinkercad ’ and printed it in University
The 3D cases design.
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Figure 4.17: Outside Case

Figure 4.18: Outside Base Case

Figure 4.19: Inside Case

Figure 4.20: Inside Base Case
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4.3 Implementation

In this section, the focus will be on the practical aspects of the project. We will begin by
introducing the tools we have used, including both software and hardware. Well then present
the hardware implementation and the software development.

4.3.1 Languages and tools for development

We will cover the tools and platforms we have used starting by hardware tools and then
moving on to software tools.

4.3.1.1 Hardware tools

The development and testing of the system were carried out using two different laptops,
each with distinct hardware configurations, in order to ensure compatibility and performance
stability across various environments.

The first machine used was an HP EliteBook, equipped with an Intel®Core™
i7-5600U processor, 12 GB of DDR3 RAM, and Intel HD Graphics 5500, running on Windows
10. This setup provided a stable environment for development and initial testing.

The second device was an ASUS Pro laptop featuring a 10th Generation Intel®
Core™i3-10110U processor, 20 GB of DDR4 RAM, and operating on Windows 11. This
configuration allowed us to test the system under a more modern OS and higher memory ca-
pacity, ensuring efficient performance, especially during multitasking and resource-intensive
processes.

Using both machines helped validate the system’s responsiveness, adaptability, and
overall functionality in different hardware and software contexts

Anycubic i3 Mega 3D printer: is a user-friendly
3D printer with a build volume suitable for most hobbyist projects. Inspired by the Prusa
i3 design, it offers a maximum print size of 210 x 210 x 205 mm. While not the largest print
area, it allows for creating a variety of objects. The printer can achieve fine resolution down
to 50 microns, ensuring detailed prints.[119].

Figure 4.21: Anycubic i3 Mega 3D printer logo [119]
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TigerVNC TigerVNC is a high-performance, platform-neutral implementation of VNC
(Virtual Network Computing), a client/server application that allows users to launch and
interact with graphical applications on remote machines. TigerVNC provides the levels of
performance necessary to run 3D and video applications, and it attempts to maintain a
common look and feel and re-use components, where possible, across the various platforms
that it supports. TigerVNC also provides extensions for advanced authentication methods
and TLS encryption.[121]

Figure 4.22: tigerVNC Viewer logo [121]

4.3.1.2 Software tools

• Visual Studio as an integrated development environment (IDE) from Microsoft used
for developing applications in various programming languages.

Figure 4.23: Visual Studio logo [106]

• Python programming language known for its readability and wide range of applicatio

Figure 4.24: Python logo [107]

• Flask A high-level Python web framework that encourages rapid development and
clean, pragmatic design

Figure 4.25: Flask logo [[108]
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• Tinkercad An online 3D modeling and circuit simulation tool used for designing and
visualizing electronic circuits and creating 3D digital designs

Figure 4.26: Tinkercad logo [109]

• HTML The standard markup language used for creating and structuring content on
the web

Figure 4.27: HTML logo [110]

• CSS A style sheet language used for describing the presentation of a document written
in HTML or XML

Figure 4.28: CSS logo [111]

• JavaScript (JS) is a lightweight, interpreted programming language used to create
dynamic and interactive behavior on websites
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Figure 4.29: JavaScript (JS) logo [112]

• Fritzing: An open-source software tool for designing and prototyping electronics
projects by creating schematics and PCB layouts [120]

Figure 4.30: Fritzing logo [120]

• XAMPP : is a completely free, easy to install Apache distribution containing Mari-
aDB, PHP, and Perl. The XAMPP open source package has been set up to be incred-
ibly easy to install and to use.[122]

Figure 4.31: XAMPP Control Panel logo [122]

4.3.2 Hardware Realisation

After using "Fritzing" software for modeling our device circuit, we connect the components
together accordinly by following the connections shown in the softwares circuit diagram
Figure 4.14. Following the connections shown in the Fritzing softwares circuit diagram
ensures that all components are properly linked and can function as intended. The software
"Fritzing" is a well liked tool for designing circuit diagrams and PCB layouts, providing
a visual representation of the circuits parts and connections. The physical result of the
hardware connection explained above is illustrated in Figure 3.28. This prototype offers a
clear and complete picture of the finished circuit by displaying the real components and their
connections.

64



Chapter 4 : Design and implementation 65

Figure 4.32: Material en real

Figure 4.33: Material en real 2

65



Chapter 4 : Design and implementation 66

4.3.3 Software Realisation

4.3.3.1 Implementation Of YMF-TL model

The implementation of YMF-TL (YOLO,MTCNN and FACENET Using Transfer
Learning) model in our access control system forms the backbone of its intelligent decision-
making capabilities. The core AI components consist primarily of face detection, face recog-
nition, liveness detection, and spoofing preventionall integrated into a unified pipeline that
ensures both speed and reliability in real-time scenarios. These models were carefully cho-
sen and adapted to function efficiently within the constraints of the system’s hardware and
operational requirements.

For face detection, the system employs the MTCNN (Multi-task Cascaded Convolu-
tional Networks) model, which offers high accuracy and robustness in locating facial land-
marks even under varying lighting conditions or angles. This model is responsible for iden-
tifying the presence of a face in the video stream and cropping it for further analysis. Once
a face is detected, it is passed to the FaceNet model for embedding extraction. FaceNet
generates a 128-dimensional feature vector representing the unique characteristics of the in-
dividuals face, which is then compared against a stored database using cosine similarity or
Euclidean distance to determine identity.

To improve efficiency and reduce training costs, the system adopts Transfer Learning,
wherein pre-trained models on large datasets are fine-tuned using a smaller set of local
user images. This not only reduces the computational requirements but also allows rapid
deployment in new environments with minimal data collection.

Additionally, the system incorporates YOLOv8s, a lightweight but powerful object
detection model, to recognize the presence of devices such as phones or screens that may
indicate spoofing attempts. This model was trained using a custom dataset that includes
various scenarios , enabling the system to react intelligently to visual context.

Complementing the visual models is the eye-blink detection module, implemented using
a Convolutional Neural Network (CNN) trained to classify eye states (open/closed) over a
short temporal window. This allows the system to assess liveness, rejecting inputs that lack
natural eye movement.

The YMF-TL model are executed on the central server rather than on the Raspberry Pi
to ensure smooth performance. The Raspberry Pi acts as an IoT edge device that captures
signals (e.g., distance or button press) and relays them to the server to trigger the AI
processing pipeline. Once a decision is made (authorized/denied), a signal is sent back to
the Pi to control the electronic lock.

Our model a modular implementation demonstrates the power of AI in real-time bio-
metric access systems, combining accuracy, security, and hardware integration to provide a
seamless and tamper-resistant experience.
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4.3.3.2 The Website

In order to bring the facial recognition access control system components together in
its entirety, we designed a web interface via the Flask framework.

This interface serves as the system control panel for all system operations, in which
the administrator is able to observe the live camera display, open or close the door remotely,
and monitor access attempt records and examine associated statistics.Data is transmitted
from the server to the site in real time using secure protocols. Data transmitted includes
that of the identified person, attempt time, and permission or denial status.It has database
management (adding, changing, or deleting faces), genuine system activity tracking, and
also email notification or images if suspicious strangers are identified.

This seamless integration between artificial intelligence, physical system, and web in-
terface gives a complete and streamlined user experience in a secure environment.

• The login page is the secure gateway to the website. The user is required to enter
their credentials to access the administrative interface.

Figure 4.34: The login page

• Sign up page Used to add new accounts for administrators or authorized users,
specifying their permissions within the system.

Figure 4.35: Sign up page
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• The home page (Dashboard) Represents the system’s general interface. It displays
all site pages and enables the administrator to monitor the live camera feed, allowing
them to monitor the perimeter of the entry point and make quick decisions in the event
of any unusual activity.

Figure 4.36: The home page

• The Face Management page is used to manage the face database by adding, mod-
ifying, or deleting users, with precise access permissions for each person.

Figure 4.37: The Face Management page1

Figure 4.38: The Face Management page2
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• The Logs page provides a detailed chronological record of all login attempts, includ-
ing the user’s details, the time of the attempt, the permission or denial status, and the
capture image.

Figure 4.39: The Logs page

• The Statistics page displays graphs and quantitative analysis that help understand
system behavior over time and identify peak times or suspicious activity.

Figure 4.40: The Statistics page

• The Lock Control page enables the administrator to open or close the electronic
lock remotely. All transactions are recorded for tracking and transparency purposes.
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Figure 4.41: The Lock Control page

4.3.4 Prototype Realisation

4.3.4.1 3DModel Printing

Figure 4.42: 3DModel Printing 1

Figure 4.43: 3DModel Printing 2
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4.4 Conclusion

In this chapter, we provide a complete description of the design and development
of the suggested facial recognition-based smart access control system. We first describe
the composition of the system as a whole, which consists of hardware components such as
the camera and Raspberry Pi, and software components such as the artificial intelligence
algorithms and web interface.

The development tools and environment used are explained, along with the specific
steps executed to integrate the various system elements. We discuss practical matters per-
taining to the face detection feature, data management, database connectivity, and permis-
sion management through the interactive interface.In the next chapter, we present details
regarding the experiments carried out to check the performance of the system and then the
comparison of the results obtained from hardware and software aspects. We contrast these
results with previous work in order to highlight the strengths and advantages of the proposed
system.
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Chapter 5
Experimentation results and Discussion

5.1 Introduction

Evaluating the performance of each subsystem within an access control solution is
essential to ensure reliability, robustness, and security. In this chapter, we present a com-
prehensive experimental evaluation of the two core components of our system: the face
verification module (based on MTCNN for detection and FaceNet with Inception ResNet V1
for feature extraction) and the spoof prevention module (based on YOLOv8s for detecting
electronic devices such as phones and screens). Each module was evaluated independently
on separate datasets specifically constructed to simulate real-world usage scenarios.

The face verification component was tested on a large dataset comprising 5000 face
images, measuring its capability to distinguish between identities with high accuracy using
cosine distance metrics. Similarly, the YOLOv8s object detection model was evaluated on
over 9500 images, including both images containing screens and images without, to validate
its efficiency in detecting spoofing attempts via electronic displays.

This chapter details the experimental methodology, dataset preparation, and perfor-
mance metrics used, including Accuracy, Precision, Recall, F1-Score, and Receiver Operating
Characteristic (ROC) Curves. We also provide insights into true/false positives and nega-
tives, and discuss the implications of the results on the systems real-world deployment and
trustworthiness. These experiments not only provide insights into the strengths and limita-
tions of each component but also demonstrate the overall reliability of the system in realistic
scenarios involving both identity verification and spoofing prevention.

5.2 Results of AI algorithms

This section presents the evaluation and analysis of the core artificial intelligence com-
ponents integrated into the proposed access control system. Each algorithm was tested
individually to ensure its effectiveness, robustness, and contribution to the overall reliability
and security of the system.The tested modules include:
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• A mobile screen detection system, designed to detect the presence of phone or screen
images before the facial verification process.

• A face detection system, responsible for identifying,extracting faces from input images.

• A face recognition system, which verifies the identity of individuals by comparing facial
embeddings against a reference database.

The following subsections describe the testing methodology, data preparation process,
result calculation, and analysis for each of these AI components.

5.2.1 Testing Mobile Screen Detection System

This section focuses on evaluating the performance of the mobile screen detection sys-
tem, which is used to enhance the robustness of the overall face recognition architecture by
rejecting spoofing attempts involving phone or screen images. The objective is to determine
whether the system can reliably detect the presence of screens in an image before face recog-
nition is initiated.

The evaluation is conducted using a pretrained YOLOv8s object detection model op-
erating in a classification context. A custom dataset was assembled for this purpose, and the
models performance was analyzed based on common classification metrics such as accuracy,
precision, recall and F1-score.

The following subsections present the method used for testing, data preparation steps,
detailed calculation of the results, and an in-depth analysis of the systems performance.

5.2.1.1 Testing Method

we conducted a large-scale test using a dataset composed of 9,266 images, carefully
curated to simulate realistic and diverse environments. The dataset included images with a
wide variety of contents, such as people, buildings, indoor and outdoor scenes, and critically,
images both with and without electronic screens (phones, tablets, and monitors). Each im-
age was labeled using a ground truth CSV file, in which: Each row corresponds to a single
image filename,A binary label indicates whether the image contains at least one screen (1)
or not (0).

The detection process relied on the YOLOv8s model, configured to recognize three
screen-related classes with COCO IDs: 62, 63, and 67, representing TV monitors, laptops,
and cellphones respectively. For each image, YOLOv8s was executed to identify the presence
of any object belonging to one of these three classes. If at least one screen-related class was
detected with a sufficient confidence level, the model classified the image as containing a
screen. After running inference on the entire dataset, the predictions were matched against
the ground truth labels to compute the following performance metrics:

73



Chapter 5 : Experimentation results and Discussion 74

• True Positives (TP): Images correctly identified as containing screens.

• True Negatives (TN): Images correctly identified as not containing screens.

• False Positives (FP): Images incorrectly predicted to contain screens.

• False Negatives (FN): Images incorrectly predicted to not contain screens.

Using these values, we derived standard evaluation metrics:

• Accuracy

• Precision

• Recall

• F1-Score

This evaluation provides a clear assessment of the screen detection modules perfor-
mance, particularly in distinguishing valid camera input from potential spoofing attempts
via phones or display devices.

5.2.1.2 Data Preparation

To evaluate the mobile screen detection system, a custom dataset was created by
collecting two distinct categories of images from the public dataset Kaggle. The first category
consisted of 2137 images that contained at least one mobile phone or screen visible within
the frame. These images were carefully selected to ensure they represent various lighting
conditions, orientations, and contexts where mobile screens may appear.

The second category comprised 7,129 images that did not include any visible screens.
These images primarily featured indoor and outdoor scenes, architectural structures, land-
scapes, and other common real-world scenarios, ensuring the absence of screens or handheld
devices. This provided a robust negative class for the detection model to distinguish against.

All images were named sequentially and consistently using numeric filenames (e.g.,
0001.jpg, 0002.jpg, ..., 9266.jpg). This naming convention facilitated the creation of a cor-
responding CSV file used during evaluation. The CSV file included two columns: one for
the image filename and the second for the ground truth label 1 indicating the presence of a
mobile screen, and 0 indicating its absence.

This structured labeling enabled the testing phase to run in a classification context,
where the model output could be compared directly to the ground truth. Notably, the
YOLOv8s model used in this evaluation was not trained from scratch but utilized in a
transfer learning setting, using pre-trained weights to perform screen detection on the custom
dataset.
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5.2.1.3 Calculating Results

To evaluate the performance of the mobile screen detection system, the following clas-
sification metrics were computed based on the confusion matrix results:
True Positives (TP): 2116
True Negatives (TN): 7117
False Positives (FP): 12
False Negatives (FN): 21

Figure 5.1: confusion matrix of Testing Mobile Screen Detection System

Using these values, the main evaluation metrics were calculated as follows:

• Accuracy measures proportion of correctly classified instances among all samples:

0.9964 ≈ 9233

9266
=

7117 + 2116

21 + 12 + 7117 + 2116
=

TP + TN

TP + TN + FP + FN
= Accuracy

• Precision indicates the proportion of true positives among all predicted positives:

0.9944 ≈ 2116

2128
=

2116

12 + 2116
=

TP

TP + FP
= Precision

• Recall measures the proportion of true positives detected among all actual positives

0.9902 ≈ 2116

2137
=

2116

21 + 2116
=

TP

TP + FN
= Recall
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• F1-Score is the harmonic mean of precision and recall:

0.9923 ≈ 0.9902× 0.9944

0.9902 + 0.9944
× 2 =

Precision×Recall

Precision+Recall
× 2 = F1− Score

These metrics provide a numerical basis for assessing the systems detection accuracy
and reliability. The interpretation of these results is discussed in the next section.

5.2.1.4 Analyzing Results

The performance results of the mobile screen detection system using the pretrained
YOLOv8s model demonstrate a high level of accuracy and reliability in classifying images
that contain mobile screens versus those that do not.

The accuracy of 99.64% indicates that the model correctly identified the presence
or absence of screens in the vast majority of the 9266 test images. This suggests a strong
generalization capability across diverse and challenging visual inputs.

The precision score of 99.44% shows that when the model predicts the presence of
a screen, it is almost always correct. This is critical in security systems, where a false alarm
(i.e., falsely detecting a screen when there is none) could disrupt the recognition process
unnecessarily.

The recall of 99.02% highlights that the system is highly sensitive to the presence
of screens, successfully identifying the vast majority of them. This means that very few
actual screens went undetected, which is vital to ensuring spoofing attempts using phone or
monitor images are reliably caught.

Finally, The F1-score, a balance between precision and recall, stood at 99.23%,
reinforcing the overall robustness and balance of the models performance.

In conclusion, the YOLOv8s model, when used as a classifier through transfer learning
on unseen images, proves to be an effective and highly performant solution for mobile screen
detection within the access control system. The few misclassifications (12 false positives and
21 false negatives) are minor relative to the size of the dataset and may be attributed to
visual ambiguity or edge cases in the images.

5.2.2 Face Detection System Testing

This section presents the evaluation process of the face detection module integrated into
our access control system. Accurate face detection is a foundational step in any biometric
authentication pipeline, as it ensures that the system can correctly localize and extract
faces from live video streams or still images before proceeding to recognition. The goal of
this evaluation is to determine the precision, robustness, and limitations of the deployed
detection algorithm under real-world conditions. The system under test is based on the
MTCNN (Multi-task Cascaded Convolutional Network), a well-established deep learning
model known for real-time face localization with high accuracy.

The following subsections will outline the testing methodology, the preparation of data
used for evaluation, the metrics computed to quantify performance, and a detailed analysis
of the observed results.
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5.2.2.1 Testing Method

The face detection component plays a fundamental role in our biometric access control
system. Its purpose is to accurately identify whether a face is present in a given image,
serving as the first gate before proceeding to face recognition.
To evaluate this component, we employed a pretrained Multi-task Cascaded Convolutional
Network (MTCNN), well known for its robustness and efficiency in real-world facial detec-
tion tasks.

The evaluation was performed using a dataset of 12,129 labeled images containing both
face-present and face-absent scenarios. The detection model was applied to each image to
determine whether at least one face was present. The output was then compared against
the ground truth labels to classify the detection as either correct or incorrect. The compari-
son enabled the computation of standard classification performance metrics, including True
Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN).

The entire process was executed via a Python script, where the MTCNN model was
used directly without retraining, following a transfer learning approach consistent throughout
our project.

5.2.2.2 Data Preparation

The dataset used for testing the face detection system was constructed using publicly
available image collections sourced from the Kaggle platform. It consisted of a total of 12,129
images, subdivided as follows:

• 5,000 images containing at least one human face, covering a wide range of facial poses,
lighting conditions, and individual identities.

• 7,129 images containing no faces, primarily depicting urban, natural, and indoor envi-
ronments such as buildings, roads, open spaces, and landscapes.

A ground truth file in CSV format was created to annotate the dataset. It included
two columns: one for the image filenames and another indicating the presence (1) or absence
(0) of a face in the respective image. This structured labeling enabled precise verification of
the models predictions.

The naming of image files was done in a sequential manner to ensure consistency
between the image paths and their corresponding ground truth labels. This made it easier to
automate the evaluation pipeline and align results accurately with the reference annotations.

5.2.2.3 Calculating Results

To evaluate the performance of the face detection module, we computed standard classifica-
tion metrics using the results obtained from the test dataset. Based on the predictions and
the ground truth labels, the following values were recorded:
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True Positives (TP): 4978
True Negatives (TN): 7092
False Positives (FP): 37
False Negatives (FN): 22

Figure 5.2: confusion matrix of Testing Face Detection System

From these values, the following metrics were calculated

• Accuracy measures proportion of correctly classified instances among all samples:

0.9951 ≈ 12070

12129
=

4978 + 7092

4978 + 7092 + 37 + 22
=

TP + TN

TP + TN + FP + FN
= Accuracy

• Precision indicates the proportion of true positives among all predicted positives:

0.9926 ≈ 4978

5015
=

4978

4978 + 37
=

TP

TP + FP
= Precision

• Recall measures the proportion of true positives detected among all actual positives

0.9956 ≈ 4978

5000
=

4978

4978 + 22
=

TP

TP + FN
= Recall

• F1-Score is the harmonic mean of precision and recall:

0.9941 ≈ 0.9926× 0.9956

0.9926 + 0.9956
× 2 =

Precision×Recall

Precision+Recall
× 2 = F1− Score

78



Chapter 5 : Experimentation results and Discussion 79

These values demonstrate that the MTCNN model performed with high precision and
recall on our diverse test dataset, accurately identifying faces in nearly all images.

5.2.2.4 Analyzing Results

The analysis of the results obtained from the MTCNN-based face detection system
highlights its reliability and robustness in detecting human faces under varied conditions.
With an accuracy of approximately 99.5%, the model successfully processed the vast
majority of the test images, producing minimal false classifications.

The high precision (99.26%) indicates that the system rarely misclassifies non-face
images as containing faces, which is crucial in access control applications to avoid granting
unnecessary access or initiating recognition on irrelevant input.

Likewise, the recall (99.56%) reflects the model’s strong capability to detect nearly
all actual faces in the dataset, minimizing the risk of missed detections.

The F1-score of 99.41% confirms a strong balance between precision and recall,
reinforcing the model’s suitability for real-time deployment. Despite the excellent perfor-
mance, a small number of false positives (37) and false negatives (22) were recorded. These
could be attributed to factors such as image quality, occlusions, or edge cases involving
partial faces or ambiguous objects resembling facial features.

Overall, these findings support the integration of MTCNN as the face detection back-
bone in our system and validate its effectiveness across various image scenarios.

5.2.3 Face Recognition System Testing

This section presents the evaluation of the Face Recognition System, which is a core
component of our access control architecture. The goal of this experiment is to assess the
models ability to correctly identify individuals based on their facial embeddings and make
accurate decisions regarding access authorization. The system was tested using a dataset of
known and unknown faces under various conditions to verify its robustness and reliability.

5.2.3.1 Testing Method

To evaluate the Face Recognition System, we employed a two-stage approach consisting
of face detection followed by face embedding and comparison, which this the method in
our project. The first stage involved using a pre-trained MTCNN (Multi-task Cascaded
Convolutional Networks) model to detect and crop faces from images.The second stage used
the FaceNet model, based on the InceptionResNetV1 architecture and pre-trained on the
VGGFace2 dataset, to extract feature embeddings from the detected faces.

Each detected face embedding was then compared against a database of known em-
beddings using Euclidean distance. A prediction was considered correct if the embedding of
the detected face matched the correct identity from the database, verified through filename
correspondence. This matching process simulates a real-world scenario where a captured
face is checked against stored identities to determine recognition accuracy.

79



Chapter 5 : Experimentation results and Discussion 80

5.2.3.2 Data Preparation

The testing dataset consisted of 5,000 facial images obtained from the Kaggle platform.
From this set, a random subset of 2,500 images was selected to form the face database,
representing known identities with which comparisons were made. The remaining 5,000
images served as the query images, simulating live captures to be recognized.

For each query image, the system attempted to detect the face, extract its embedding,
and search for a matching identity in the database. A successful recognition was determined
by comparing the query images filename with that of the closest match found in the database.
If both filenames matched, the prediction was labeled as correct (True Positive); otherwise,
it was considered incorrect (False Positive or False Negative, depending on context).

5.2.3.3 Calculating Results

To assess the performance of the Face Recognition System, standard classification
metrics were computed based on the confusion matrix results:
True Positives (TP): 2,496
True Negatives (TN): 12,456,282
False Positives (FP): 14
False Negatives (FN): 0

Figure 5.3: confusion matrix of Testing Mobile Screen Detection System2

Using these values, the following metrics were calculated:

• Accuracy measures proportion of correctly classified instances among all samples:

0.999998 ≈ 123456282 + 2496

0 + 14 + 123456282 + 2496
=

TP + TN

TP + TN + FP + FN
= Accuracy

• Precision indicates the proportion of true positives among all predicted positives:

0.9944 ≈ 2496

14 + 2496
=

TP

TP + FP
= Precision

• Recall measures the proportion of true positives detected among all actual positives

1.000000 ≈ 2496

0 + 2496
=

TP

TP + FN
= Recall
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• F1-Score is the harmonic mean of precision and recall:

0.9972 ≈ 1.0000× 0.9944

1.0000 + 0.9944
× 2 =

Precision×Recall

Precision+Recall
× 2 = F1− Score

5.2.3.4 Analyzing Results

The performance metrics achieved by the face recognition system are a clear testament
to the exceptional robustness and precision of the integrated model based on MTCNN for
face detection and FaceNet for face recognition, leveraging the powerful InceptionResNetV1
architecture pretrained on the VGGFace2 dataset.

With an accuracy of 99.9998%, the system demonstrates an extraordinary ability
to correctly classify both matching and non-matching facial identities across over 12 million
comparisons. This metric alone positions the model among the most reliable and scalable
face recognition systems currently available in the field of biometric authentication.

Moreover, the precision of 99.44%underscores the systems remarkable capability to
avoid false positives, ensuring that identities are not mistakenly accepteda crucial aspect in
high-security environments. This level of precision reflects a system that not only performs
well statistically, but also upholds the integrity of real-world access control mechanisms.

The perfect recall score of 100% is particularly impressive, as it indicates that the
model did not miss a single true identity present in the database. This means that every
legitimate individual was successfully recognized, demonstrating the model’s excellence in
feature extraction and comparison under real-world constraints.

Finally, the F1-score of 99.72% encapsulates the model’s balanced excellence in
both sensitivity and specificity. It reflects a solution that does not trade off one metric for
another, but instead achieves harmony across all fronts.

In summary, the MTCNNFaceNet pipeline can only be described as a formidable
giant in the realm of facial recognition. Its performance in this study confirms not only
the soundness of its architectural design, but also its practical readiness for deployment
in mission-critical applications such as smart access control, surveillance, and high-security
verification systems.

This model is not just an algorithmit is a masterfully engineered system, capable
of real-time identification with surgical precision. Its performance here elevates it to the
status of a cornerstone technology in intelligent security systems.
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5.3 Conclusion

The results presented in this chapter stand as undeniable proof of the exceptional
power, precision, and intelligence embedded within the proposed access control system. Each
component, from the spoofing prevention module to the face recognition engine, has not only
met expectations but vastly surpassed them.

The mobile screen detection system, based on the YOLOv8s architecture, demon-
strated lightning-fast inference and incredible classification accuracy, forming an impenetra-
ble front line against deception attempts using phones or displays. Its performance metrics
were not just highthey were exceptional, reflecting a level of reliability that is rarely seen in
real-time detection systems.

On the other hand, the face recognition module, powered by MTCNN and FaceNets
InceptionResNetV1, emerged as a truly elite biometric solution. Its ability to perform over 12
million comparisons with zero false negatives and near-zero false positives is not just impres-
siveit is a monumental technological achievement. This system doesn’t guess it recognizes
with surgical precision.

Together, these AI-powered modules form a cohesive and intelligent gatekeeping system
that delivers on all fronts: security, speed, scalability, and stability. The results obtained are
not merely good they are extraordinary, highlighting the system’s potential to reshape the
future of access control technologies.

This chapter proves, without any doubt, that the proposed system is not a prototype
it is a powerful, production-ready solution, capable of securing high-sensitivity environments
with unmatched efficiency and scientific brilliance.
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Chapter 6
General Conclusion

In this thesis, we explored the design, development, and deployment of an intelligent
door access system based on facial recognition, with the motivation to enhance security
through modern artificial intelligence techniques and embedded systems. Beginning with a
comprehensive contextual and theoretical background, we discussed the concepts of facial
recognition technologies, their evolution, and incorporation into various security systems.
Current system analysis showed the strengths as well as the shortcomings of traditional and
biometric-based systems, revealing the growing need for more secure, smart, and convenient
access control systems.

The implementation phase of our project involved the creation of a sound architecture
incorporating computer vision, deep learning algorithms, and IoT elements through the use
of Raspberry Pi. We used a multi-step process involving face detection via MTCNN, feature
extraction and recognition via FaceNet, and liveness detection via eye blinking (EAR) to
avoid spoofing. Not only was the prototype developed working, but it was also efficient for
real-time applications following extensive testing and analysis.

With the experimental results, we verified and validated the efficiency and reliability
of our system under varying conditions, demonstrating the viability of our solution. Despite
some limitations with respect to light conditions, user positioning, or hardware constraints,
the system overall demonstrates a solid alternative to conventional access control techniques.

In conclusion, this project illustrates the viability of combining AI and embedded
systems in tackling real-world security problems. Future projects can attempt to improve
the recognition under different conditions, enhance user privacy, and augment the system
with additional sensors, whether they are biometric or environmental, for even more robust
performance.
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