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Résumé

L’application mobile pour médecins de classification des leucémies repose sur des tech-
niques d’intelligence artificielle et d’apprentissage automatique, notamment le traitement
d’images médicales, pour analyser les images sanguines et diagnostiquer les cas avec préci-
sion et efficacité. Des algorithmes avancés sont utilisés pour détecter et classer les cellules
cancéreuses selon des criteres médicaux spécifiques, offrant ainsi un diagnostic rapide et
précis qui aide les médecins a prendre des décisions thérapeutiques appropriées.

L’application apporte une valeur ajoutée au secteur médical en réduisant le temps né-
cessaire a ’analyse manuelle, en améliorant la précision du diagnostic et en minimisant les
erreurs humaines. De plus, elle contribue a 'amélioration des soins de santé en permettant
aux médecins d’obtenir des résultats instantanés et fiables, en particulier dans les régions
manquant d’expertise médicale spécialisée.

Dans ce contexte, le développement de cette application représente un défi technologique
majeur et une opportunité stratégique pour renforcer les soins de santé grace aux technolo-
gies modernes. L’application permet aux utilisateurs (médecins et professionnels de santé)
de télécharger des images médicales, d’obtenir une analyse détaillée et de stocker les résul-
tats pour un suivi ultérieur. Elle propose également des options de personnalisation pour
I’affichage des rapports et des notifications, en faisant un outil efficace dans la lutte contre
les leucémies.

Mots-clés : Intelligence artificielle, apprentissage automatique, leucémie, imagerie médicale,

application médicale.



Abstract

The mobile application for leukemia classification designed for physicians relies on ar-
tificial intelligence and machine learning techniques—particularly medical image proces-
sing—to analyze blood images and diagnose cases with accuracy and efficiency. Advanced
algorithms are employed to detect and classify cancerous cells based on specific medical
criteria, providing rapid and precise diagnostics that assist doctors in making appropriate
therapeutic decisions.

This application brings added value to the medical field by reducing the time required for
manual analysis, improving diagnostic accuracy, and minimizing human error. Moreover, it
contributes to better healthcare by allowing physicians to obtain instant and reliable results,
especially in regions lacking specialized medical expertise.

In this context, the development of this application represents a major technological
challenge and a strategic opportunity to enhance healthcare services through modern tech-
nologies. The app enables users (physicians and healthcare professionals) to upload medical
images, receive detailed analyses, and store results for follow-up. It also offers customization
options for report display and notifications, making it an effective tool in the fight against
leukemia.

Keywords : Artificial intelligence, machine learning, leukemia, medical imaging, medical

application.
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Introduction Générale

Le cancer du sang, englobant des maladies telles que la leucémie, le lymphome et le myé-
lome, constitue un défi majeur en hématologie. Son diagnostic repose essentiellement sur
I’analyse microscopique des frottis sanguins, une tache exigeante, chronophage et susceptible
d’erreurs humaines. L’automatisation de cette analyse a ’aide des techniques d’intelligence
artificielle, en particulier 'apprentissage profond (Deep Learning), offre une opportunité pro-

metteuse d’améliorer a la fois la précision et la rapidité du diagnostic.

Ce projet de master a pour objectif de développer une application mobile destinée a la
détection et a la classification du cancer du sang a partir d’images médicales de frottis san-
guins. L’ambition est de fournir aux professionnels de santé un outil intelligent, fiable et

efficace, capable d’analyser et de catégoriser les cellules sanguines anormales.

L’application repose sur des modeles de réseaux neuronaux convolutifs (CNN), qui ont
démontré leur efficacité dans le traitement des images biomédicales. Ces modeéles seront im-
plémentés a l'aide des bibliotheques TensorFlow et Keras, en s’appuyant sur des techniques
avancées telles que le transfert d’apprentissage afin d’améliorer les performances, méme avec
des ensembles de données restreints. L’interface utilisateur, développée sous Android Studio,
offrira une expérience fluide et intuitive, permettant aux professionnels de capturer ou d’im-

porter des images microscopiques et d’obtenir les résultats d’analyse en temps réel.

Le processus de classification repose sur plusieurs étapes clés :

1. Prétraitement des images pour améliorer la qualité visuelle et réduire le bruit.

2. Extraction et sélection des caractéristiques pour identifier les indicateurs morpholo-
giques pertinents.
3. Classification a 'aide d'un modele de Deep Learning, en comparant les performances

des réseaux CNN.

L’un des principaux défis de ce projet réside dans I'obtention d’une précision élevée tout
en assurant un temps de traitement rapide, indispensable pour une utilisation clinique effi-

cace.

Ce travail s’inscrit dans la dynamique de transformation numérique du secteur médical,

en rendant l'intelligence artificielle accessible aux professionnels de santé. En facilitant le

13



dépistage précoce et en réduisant les erreurs humaines, cette application mobile pourrait
jouer un role essentiel dans l'amélioration de la qualité des soins apportés aux patients

atteints de cancers du sang.
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.1 Problématique

Le cancer du sang, notamment la leucémie, est une maladie grave nécessitant un diag-
nostic rapide et précis pour maximiser les chances de succes du traitement. Actuellement,
I’analyse des frottis sanguins repose principalement sur ’expertise des hématologues, qui
doivent examiner manuellement les cellules au microscope. Ce processus, long et complexe,
est sujet a des erreurs humaines pouvant entrainer des retards de diagnostic et des interpré-

tations subjectives.

Gréce aux avancées récentes en intelligence artificielle et en apprentissage profond (Deep
Learning), il devient envisageable d’automatiser la détection et la classification des cellules

anormales a partir d’images médicales. Toutefois, plusieurs défis subsistent :

— Comment concevoir une application mobile capable de classifier avec précision et ra-
pidité les cancers du sang a partir d’'images de frottis sanguins ?

— Comment optimiser l'utilisation des réseaux neuronaux convolutifs (CNN) pour garan-
tir de bonnes performances malgré des bases de données limitées ?

— Comment proposer une interface intuitive et accessible aux professionnels de santé,

tout en garantissant des résultats interprétables ?

15
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.2 Objectifs et solution

.2.1 Objectifs du projet

L’objectif principal de ce projet est de développer une application mobile intelligente ca-
pable de détecter et de classifier automatiquement les cancers du sang a partir d’images
de frottis sanguins. Cette solution vise a aider les professionnels de santé a poser un diag-

nostic rapide et précis, tout en réduisant le temps d’analyse et les risques d’erreurs humaines.
Les objectifs spécifiques sont les suivants :

— Automatiser la classification des cellules leucémiques a ’aide d’algorithmes de Deep
Learning.

— Développer une application mobile sous Android Studio permettant de capturer, im-
porter et analyser en temps réel des images de frottis sanguins.

— Optimiser les performances des modeles CNN en utilisant le transfert d’apprentissage
et des techniques de régularisation pour améliorer la précision, méme avec des jeux de
données limités.

— Renforcer I'interprétabilité des résultats en fournissant des visualisations explicites et
des scores de confiance pour chaque prédiction.

— Concevoir une interface ergonomique et intuitive adaptée aux exigences du personnel

médical.

.2.2 Solution proposée

La solution proposée repose sur une approche combinant intelligence artificielle et trai-
tement d’images biomédicales. Elle débute par 'acquisition et le prétraitement des images,
incluant la collecte d’images de frottis sanguins, la normalisation, la réduction du bruit et
I’amélioration de la qualité visuelle. Ensuite, des modeles de réseaux neuronaux convolutifs
(CNN) sont utilisés pour I'apprentissage et la classification des cellules normales et can-
céreuses. Cette phase est suivie par I'optimisation du modele a travers la comparaison de
différentes architectures CNN et l'exploitation du transfert d’apprentissage pour améliorer
les performances. Parallelement, une application mobile est développée sous Android Studio,
avec une interface simple et intuitive intégrant les algorithmes d’analyse et facilitant I'inter-
action avec les utilisateurs. Enfin, ’évaluation et la validation de la solution sont réalisées a
I’aide de bases de données réelles, avec des comparaisons face aux méthodes traditionnelles
et des validations menées par des experts médicaux. Cette démarche vise a fournir aux mé-
decins et aux laboratoires d’hématologie un outil performant et rapide pour le diagnostic

précoce du cancer du sang, contribuant ainsi a améliorer la prise en charge des patients.



Classification du cancer du sang : concepts de base et
état de l'art

1.1 Introduction

Les progres récents dans le domaine de l'intelligence artificielle (IA) et de ses sous-
domaines, notamment l'apprentissage automatique et l'apprentissage profond, ont trans-
formé le paysage de la médecine moderne. Ces technologies offrent des opportunités sans
précédent pour améliorer les pratiques médicales, allant de la recherche pharmaceutique a
la prise de décision clinique en passant par le diagnostic assisté par ordinateur. Avec 'ave-
nement des dossiers médicaux électroniques (DME), les données médicales sont désormais
plus accessibles et exploitables que jamais. Entre 2007 et 2012, 1'utilisation des DME aux
Etats-Unis a quadruplé, passant de 11,8 % & 39,6 % chez les médecins exercant en cabi-
net [4]. Parmi ces données figurent les images médicales, qui jouent un role essentiel dans le

diagnostic et le suivi des patients [5,6].

Cependant, ’analyse traditionnelle des images médicales repose principalement sur 1’ex-

pertise humaine, ce qui présente plusieurs limitations [7]. La fatigue, la variabilité interindi-
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viduelle et le cotit élevé de formation des radiologues qualifiés peuvent influencer la précision
et la rapidité des diagnostics. De plus, certains systemes de santé externalisent les analyses
radiologiques vers des pays a moindre cotit, comme I'Inde, via la téléradiologie, ce qui peut in-
troduire des délais ou des erreurs. Dans ce contexte, 'automatisation de I’analyse des images
médicales grace a des algorithmes d’apprentissage automatique représente une avancée ma-
jeure [5,6]. Ces outils promettent non seulement d’améliorer la précision et lefficacité des
diagnostics, mais aussi de réduire les risques liés aux erreurs humaines, tout en optimisant

les coftits et les délais de traitement.

1.2 Le cancer du sang et ses types

1.2.1 Introduction au cancer du sang

Le cancer du sang, bien qu’invisible a ’ceil nu, est une maladie complexe qui touche des
millions de personnes dans le monde. Parmi ses différentes formes, la leucémie se distingue
comme l'une des pathologies les plus répandues, particulierement chez les enfants. Cette
maladie résulte d'une prolifération anormale et incontrolée de cellules immatures du sang,
perturbant ainsi le fonctionnement normal de la moelle osseuse, des globules rouges et du
systeme immunitaire. Selon les données épidémiologiques, la leucémie représente environ 3,5
% des nouveaux cas de cancers aux Etats-Unis, avec plus de 60 000 nouveaux cas diagnos-
tiqués en 2018 seulement. Ces cellules malignes, appelées lymphoblastes , peuvent migrer
vers d’autres organes vitaux tels que la rate, le foie, le cerveau et les reins, entrainant des
métastases et aggravant I’état du patient [8,9].

Cependant les avancées médicales, le diagnostic précoce de la leucémie reste un défi ma-
jeur. Les symptomes initiaux, tels que la fievre, la paleur, la perte de poids ou 'hypertrophie
des ganglions lymphatiques, sont souvent non spécifiques et peuvent étre confondus avec
d’autres affections. En outre, la nature insidieuse de la maladie, caractérisée par des signes
légers dans ses stades précoces, complique encore davantage son identification rapide. Tra-
ditionnellement, le diagnostic repose sur une évaluation microscopique des frottis sanguins
périphériques (PBS) , tandis que I'analyse de la moelle osseuse reste 1’étalon-or pour confir-
mer la présence de la leucémie [9,10]. Cependant, ces méthodes nécessitent une expertise
considérable et peuvent étre sujettes a des erreurs humaines.

Face a ces défis, les progres technologiques ont ouvert de nouvelles perspectives dans le do-
maine du diagnostic médical. Au cours des deux derniéres décennies, 'apprentissage automa-
tique (Machine Learning, ML) et les techniques d’analyse d’images assistées par ordinateur
ont révolutionné la maniere dont les médecins abordent les maladies hématologiques. Ces
méthodes permettent non seulement de détecter la leucémie a un stade précoce, mais aussi

de différencier ses sous-types avec une précision accrue. Par exemple, des études récentes ont
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exploré 'utilisation d’algorithmes ML pour analyser des images de frottis sanguins, identifier
les anomalies cellulaires et classer les différents types de leucémies [11,12].

L’intelligence artificielle, et plus spécifiquement le Machine Learning (ML), repose sur des
algorithmes capables d’apprendre a partir de grandes quantités de données sans instructions
explicites. Ces outils ont montré des résultats extraordinaires dans 'extraction et 1’analyse
des caractéristiques des images médicales, facilitant ainsi les processus décisionnels com-
plexes en médecine [13,14]. Avec la multiplication des outils de diagnostic et la production
croissante de données de haute qualité, il est désormais essentiel de développer des méthodes
d’analyse plus avancées pour répondre aux besoins cliniques modernes. Les approches tradi-
tionnelles, limitées par leur incapacité a traiter de vastes volumes de données, laissent place a
des solutions innovantes qui combinent science des données, imagerie médicale et intelligence
artificielle pour transformer la prise en charge des patients atteints de leucémie [15, 16].

En somme, la lutte contre la leucémie et d’autres formes de cancer du sang repose aujour-
d’hui sur une synergie entre la biologie humaine et la technologie. Grace a des innovations
telles que l'apprentissage automatique, nous sommes sur le point de franchir une nouvelle
étape dans la détection précoce, la classification précise et le traitement personnalisé de ces

maladies complexes.

1.2.2 Les principaux types de cancers du sang

La moelle osseuse est responsable de la production des cellules sanguines. Sans aucun
doute, 'un des organes les plus essentiels du corps est le systéme circulatoire. Le role du
sang est de transporter l'oxygene et les nutriments vers les différentes parties du corps.
Il contribue également a réguler la température corporelle et protege le corps grace a la
production d’anticorps. Le sang humain se compose de trois composants principaux : les
globules rouges (GR), les globules blancs (GB) et les plaquettes (thrombocytes). Les GR
transportent I'oxygene vers les tissus du corps et éliminent les déchets produits par ceux-ci.
Les GB constituent une partie vitale du systeme immunitaire humain en défendant le corps
contre les maladies et les envahisseurs étrangers. Les plaquettes sont un groupe de cellules
sanguines qui empéchent les saignements [17]. Parmi les GB; il existe deux grands groupes
fonctionnels : les lymphocytes B et T [18]. Les GB se divisent également en plusieurs caté-
gories principales, telles que les basophiles, les éosinophiles, les lymphocytes, les monocytes,
les neutrophiles, ete. [19-21]. La Figure 1.1 Les cinq principaux types de globules blancs. Les

composants du sang et les principaux types de GB sont illustrés dans la Figure 1.2.



CHAPITRE 1. CLASSIFICATION DU CANCER DU SANG : CONCEPTS DE BASE ET ETAT DE
L’ART 20

FIGURE 1.1 — Les cing principaux types de globules blancs : (a) basophile, (b) éosinophile, (c¢) lymphocyte,
(d) monocyte, (e) neutrophile.

La leucémie est un type de cancer du sang qui commence généralement dans la moelle
osseuse et provoque la production anormale de GB appelés blastes ou cellules leucémiques.
Ces cellules perturbent la production normale des GB et diminuent la résistance du corps [22].
Les différents types de leucémies sont classifiés en fonction du type de GB affecté ainsi
que selon la vitesse de progression de la maladie. La leucémie aigué débute brutalement
et progresse rapidement sur quelques jours ou semaines. En conséquence, ’état du patient
s’aggrave rapidement et nécessite un traitement immeédiat. Une leucémie aigué non traitée
peut entrainer une issue fatale en quelques mois. La leucémie chronique, quant a elle, évolue
lentement et peut prendre des mois voire des années pour progresser [17,23].

Il existe différents types de leucémies sanguines, et ici nous décrivons les quatre principaux
types [24] :

1 : Acute Lymphoblastic Leukemia (ALL) :

La maladie commence particulierement avec les lymphoblastes B. Ses principaux symptémes
sont 'augmentation du nombre de cellules blastiques dans la moelle osseuse et la diminution
des cellules sanguines normales. La prolifération rapide de lymphocytes anormaux est ap-
pelée lymphoblaste. Lorsque la leucémie lymphoblastique aigué (LLA) survient, les globules
blancs ne parviennent pas a mirir completement ; ce type de leucémie est plus fréquent chez
les enfants. Le manque de traitement de cette maladie provoque la production excessive de
lymphoblastes dans le corps, ce qui peut entrainer la mort [17,25,26]. La LLA survient plus
fréquemment dans les lymphocytes B que dans les lymphocytes T. Pour la premiere fois, le
groupe Franco-Américain-Britannique (FAB) a classifié la LLA selon des critéres morpholo-

giques, en la divisant en trois sous-groupes : L1, L2 et L3 [27-30].

2 : Acute Myeloid Leukemia (AML)
C’est un type de leucémie qui se développe dans les cellules de la moelle osseuse ou les myé-
locytes et progresse rapidement. Les myélocytes produisent des globules rouges (GR), des
globules blancs (GB) (a I'exception des granulocytes et des lymphocytes), ainsi que des pla-

quettes. Dans cette maladie, la moelle osseuse produit des myéloblastes, des globules rouges
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anormaux ou des plaquettes, ce qui en fait le trouble myéloide malin le plus courant chez les
adultes. La LAM est classée en huit sous-types, incluant M0, M1, M2, M3, M4, M5, M6 et
M7 [31].

3 :Chronic Lymphoblastic Leukemia (CLL)
C’est le type de leucémie le plus courant, qui est plus fréquent chez les personnes agées.
Dans cette maladie, les cellules sanguines semblent matures mais ne sont pas completement
normales et sont incapables de combattre les cellules envahisseuses. Elle peut également se
propager aux ganglions lymphatiques et a des organes tels que le foie et la rate. La LLC
progresse lorsqu’un nombre excessif de lymphocytes anormaux se développent, ce qui évince

les cellules sanguines normales et affaiblit le systéme immunitaire [17].

4 : Chronic Myeloid Leukemia (CML)
C’est une maladie causée par une augmentation de la croissance et de la concentration des
cellules myéloides de la moelle osseuse, ainsi que par une augmentation de leur densité dans
le sang. La progression de la maladie est lente et controlable. Les patients atteints de LMC
menent une vie normale et sont souvent asymptomatiques [17].
Le diagramme en bloc des composants du sang et des principaux types de leucémie est illustré

dans la Figure 1.2

1.2.3 Caractéristiques observables dans les frottis sanguins

Les frottis sanguins sont des préparations microscopiques réalisées a partir d’'une goutte
de sang étalée sur une lame de verre. Ils constituent un outil diagnostique fondamental en
hématologie, permettant ’observation directe des cellules sanguines et la détection d’anoma-
lies potentielles. Voici une analyse détaillée des caractéristiques observables dans les frottis

sanguins, basée sur des sources scientifiques et techniques [32,33].

1 : Globules rouges (Erythrocytes)
Les globules rouges (GR) sont les cellules les plus abondantes dans le sang. Leur observation

dans un frottis sanguin permet d’évaluer plusieurs caractéristiques importantes [32] :

— Taille : Normalement, les GR ont un diametre moyen de 7 & 8 pm. Des variations de
taille (anisocytose) peuvent indiquer des pathologies comme I’anémie.

— Forme : Les GR doivent étre régulierement circulaires avec une zone centrale claire
(due a leur forme biconcave). Des anomalies morphologiques, telles que les cellules en
"cible" ou les elliptocytes, peuvent signaler des troubles spécifiques [34].

— Coloration : La coloration appropriée (par exemple, avec la méthode de May-Griinwald-
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Giemsa) révele une teinte rose péle uniforme. Une coloration anormale peut indiquer
des défauts d’hémoglobine, comme dans les cas de thalassémie ou d’anémie ferri-

prive [32].

2 : Globules blancs (Leucocytes)

Les globules blancs jouent un role central dans le systéeme immunitaire. Leur observation
permet de détecter des infections, des inflammations ou des maladies hématologiques graves
[33,35] :

Types cellulaires :

— Neutrophiles : Présents en grande quantité, ils ont un noyau segmenté et un cyto-
plasme granuleux. Une augmentation peut indiquer une infection bactérienne.

— Lymphocytes : Ils possedent un noyau dense et un cytoplasme clair. Leur augmen-
tation est souvent associée a des infections virales.

— Monocytes : Ce sont les plus grandes cellules sanguines, avec un noyau en forme de
rein.

— Eosinophiles et basophiles : Ces cellules contiennent des granulations spécifiques
dans leur cytoplasme. Les éosinophiles augmentent dans les allergies et les parasitoses,
tandis que les basophiles sont impliqués dans les réactions allergiques séveres.

Anomalies morphologiques :La présence de blastes (cellules immatures) ou de noyaux

atypiques peut étre un signe de leucémie ou d’autres troubles hématologiques [36].

3 :Plaquettes
Les plaquettes sont visibles sous forme de petites structures rondes ou allongées, généralement
regroupées en agrégats [32] :
— Nombre : Une diminution du nombre de plaquettes (thrombopénie) peut étre liée a
des troubles de la coagulation.
— Morphologie : Des plaquettes géantes ou anormalement petites peuvent indiquer

des anomalies de production ou de fonctionnement [34].

4 :Parasites et autres éléments
Dans certaines situations cliniques, les frottis sanguins peuvent également révéler la présence
de parasites ou d’autres anomalies [33] :
— Parasites : Par exemple, Plasmodium (responsable du paludisme) peut étre observé
dans les GR sous forme de corps intracellulaires.
— Corps inclus : Certains inclusions, comme les corps de Howell-Jolly ou les anneaux

de Cabot, peuvent étre présents dans des conditions pathologiques spécifiques.

5 : Aspects techniques
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Pour garantir une observation précise des caractéristiques ci-dessus, plusieurs facteurs tech-
niques doivent étre pris en compte [34] :
— Qualité du frottis : Un frottis bien réalisé doit étre uniformément étalé et séché pour
éviter les déformations cellulaires.
— Coloration : Les méthodes de coloration standardisées, comme Wright et Giemsa,
permettent une meilleure visualisation des cellules.
— Microscopie :
- A faible grossissement : Permet de vérifier la qualité générale du frottis et la distribution
des cellules.
- A fort grossissement : Utilisé pour examiner les détails morphologiques spécifiques des cel-
lules.
Applications cliniques :
L’analyse des caractéristiques observables dans les frottis sanguins a des implications diag-
nostiques majeures :
— Détection des infections : Augmentation des neutrophiles en cas d’infections bacté-
riennes, ou des lymphocytes en cas d’infections virales [32].
— Diagnostic des maladies hématologiques : Identification des anomalies cellulaires dans
les leucémies, les anémies ou les thrombopénies [36].
— Suivi des traitements : Evaluation de Pefficacité des thérapies par chimiothérapie ou

immunosuppresseurs [35].

1.3 Applications de I'TA en médecine

L’intégration de I'intelligence artificielle (IA) dans le domaine médical marque une révolu-
tion technologique aux impacts considérables. Grace a ses sous-domaines, tels que 'appren-
tissage automatique et I'apprentissage profond, I'TA ouvre de nouvelles perspectives pour
optimiser les soins de santé, accélérer les diagnostics et appuyer la prise de décision clinique.
La multiplication des données issues des dossiers médicaux électroniques (DME) et des dis-
positifs d’'imagerie médicale permet désormais de concevoir des systémes intelligents capables
d’analyser, d’interpréter et d’anticiper les pathologies avec une précision remarquable.

En particulier, 'analyse des images médicales, historiquement confiée a l'expertise hu-
maine, bénéficie aujourd’hui d’outils automatisés capables de réduire la variabilité des diag-
nostics et de pallier les contraintes liées au coiit et a la disponibilité des spécialistes. Ces
technologies s’averent précieuses face aux défis actuels du secteur médical, notamment 1'aug-
mentation des volumes de données et la nécessité de décisions cliniques rapides et fiables.

Ainsi, les applications de I'TA en médecine ne cessent de s’étendre : du diagnostic assisté
par ordinateur & la personnalisation des traitements, en passant par le suivi prédictif des pa-

tients et la recherche biomédicale. Toutefois, malgré ces avancées, des enjeux subsistent, tels



CHAPITRE 1. CLASSIFICATION DU CANCER DU SANG : CONCEPTS DE BASE ET ETAT DE
L’ART 25

que l'interprétabilité des résultats des modeles et la nécessité de bases de données médicales

volumineuses et diversifiées pour garantir la fiabilité des systemes.

I.3.1 Convolutional neural network(CNN)
1.3.1.1 Introduction CNN

Le CNN (Convolutional Neural Network) est le schéma d’apprentissage profond le plus
populaire. C’est un réseau neuronal composé de multiples couches, qui ressemble au cor-
tex visuel. Il fonctionne mieux pour les données multidimensionnelles corrélées, comme les
images, et aide ainsi a extraire les caractéristiques les plus pertinentes sans corrélation. Dans
un CNN; les poids sont partagés de maniere adaptative pour effectuer des opérations de
convolution sur une image, contrairement au perceptron multicouche (Multi-layer Percep-
tron, MLP) [37].

1.3.1.2 Convolutional neural network (CNN) classique

Dans un CNN classique, les couches de convolution extraient des caractéristiques géné-
riques, tandis que les couches plus profondes sont intégrées avec des caractéristiques spéci-
fiques a la cible. Ainsi, les caractéristiques sont progressivement transformées de génériques
a spécifiques a la cible [38]. Il se compose de différentes couches : une couche d’entrée, une
couche convolutive, une couche de pooling, une couche entierement connectée et une couche

de classification, comme illustré a la Figure 1.3.

a: COUCHE D’ENTREE

Dans cette couche d'un modele CNN; les entrées (images) sont fournies. La taille des

entrées est également définie ici.

b : COUCHE CONVOLUTIVE

Comme son nom l'indique, une opération de convolution est effectuée dans cette couche.
Elle est réalisée en effectuant une multiplication scalaire entre les pixels du noyau (kernel)
et les pixels respectifs de 'image sur lesquels le noyau est actuellement positionné, puis en
additionnant tous ces résultats pour évaluer une sortie de convolution a un pixel particulier.
Ensuite, le noyau se déplace sur toute I'image selon le pas (stride) prédéfini. Son objectif est

d’extraire diverses caractéristiques de la couche précédente [39].

¢ : COUCHE ReLu

ReLU signifie Rectified Linear Unit (Unité Linéaire Rectifiée). Cette couche est utilisée

pour améliorer la non-linéarité dans le modele CNN. Ici, des fonctions d’activation ReLLU sont
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FIGURE 1.3 — Architecture CNN conventionnelle

employées pour ajouter de la non-linéarité, au lieu des fonctions d’activation traditionnelles
comme tanh ou sigmoide [1]. Contrairement a ces deux fonctions, ReLLU ne sature pas pres de
1. Plus important encore, elle accélere le réseau tout en maintenant une précision similaire en
améliorant la vitesse d’apprentissage [39], [1]. C’est une fonction d’activation populaire car
elle est facile a utiliser et réussit a éliminer les inconvénients d’autres fonctions d’activation

autrefois populaires.

d : COUCHE DE POOLING

Le pooling réduit la dimensionalité des images pour minimiser les cofits de calcul et accé-
lérer I'apprentissage. Il est également utilisé pour atténuer les problémes de sur-apprentissage
(overfitting). Dans un CNN, Max Pooling et Average Pooling sont deux méthodes populaires
de pooling [39].

(i) Max Pooling : Il renvoie la valeur maximale de la région de I'image sur laquelle le noyau
de pooling est appliqué. Son role est de supprimer le bruit en rejetant toutes les activations
bruyantes, tout en réduisant la dimensionalité [39].

(ii) Average Pooling : Il renvoie la moyenne des valeurs de la région de I'image sur laquelle

le noyau de pooling est appliqué [39].
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e : COUCHE ENTIEREMENT CONNECTEE

Une ou plusieurs couches entiérement connectées (fully connected layers) sont ajoutées
apres les couches convolutives et de pooling dans le modele CNN. Comme son nom 'indique,
chaque neurone de cette couche est connecté a tous les neurones de la couche précédente.
Cette couche integre toutes les informations apprises par les couches précédentes pour détec-
ter des motifs plus larges. La derniere couche entierement connectée integre les informations
(caractéristiques) pour la classification d’images. Ainsi, la taille de sortie de la derniére
couche entierement connectée est choisie comme étant égale au nombre de classes que nous
souhaitons classifier dans les données d’entrée. Une activation SoftMax est généralement
utilisée dans les dernieres couches entierement connectées pour déterminer les probabilités

d’appartenance a une classe [39].

f: COUCHE DE CLASSIFICATION

C’est la derniere couche du modele CNN, qui exploite les probabilités estimées par la
fonction d’activation SoftMax pour chaque entrée afin de prédire efficacement la classe [39].
Contributions spécifiques
Banik et al. [40] ont proposé une méthode de classification de la LLA (leucémie lympho-
blastique aigué) basée sur un CNN. Dans cette méthode, les caractéristiques des premieres
et dernieéres couches sont combinées. Une couche de dropout est utilisée pour éviter le sur-
apprentissage.

En 2020, Jha et Dutta [41] ont présenté un modele de CNN profond basé sur un algorithme
chronologique Sinus-Cosinus (SCA) pour classer avec succes la LLA.

Shahin et al. [42] ont proposé un nouveau cadre basé sur un CNN (WBCsNet) pour clas-
sifier efficacement les globules blancs (WBC).

Claro et al. [43] ont suggéré un réseau d’apprentissage profond (Alert-Net). Il se compose
de 5 couches convolutives, deux couches entierement connectées et une couche SoftMax.
Limites des CNN classiques

Un CNN conventionnel nécessite un grand ensemble de données pour atteindre des perfor-
mances exceptionnelles. Cependant, les ensembles de données médicaux standard disponibles
publiquement sont souvent de petite taille, ce qui empéche un ajustement précis des poids
pour extraire efficacement des caractéristiques ciblées importantes. Par conséquent, cela en-

traine des performances relativement médiocres.

1.3.2 Apprentissage par transfert (Transfer Learning)

Récemment, 'apprentissage par transfert est apparu comme une approche en pleine ex-

pansion dans le domaine de I'imagerie médicale en raison de ses excellentes performances [44],
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[37], [42], [43]. L’apprentissage par transfert présente I’avantage de ne pas nécessiter un grand
ensemble de données pour I’entrainement, car il utilise un réseau pré-entrainé et transfere ses
connaissances ou ses poids vers des taches spécifiques au domaine cible (tdches d’imagerie
médicale). Par conséquent, dans le domaine cible, seul un ajustement fin (fine-tuning) de ces
réseaux pré-entrainés est nécessaire. Ainsi, il offre des performances exceptionnelles, méme
pour les petits ensembles de données [44], [37], [42], [43]. Dans ce contexte, nous discutons ici
de certaines approches populaires d’apprentissage par transfert : AlexNet [1], CaffNet [45],
VGGNet [46], GoogLeNet [47], ResNet [48], MobileNet [2] et Xception [49].

1.3.2.1 AlexNet

AlexNet est une technique d’apprentissage par transfert tres connue. Elle a été développée
par Krizhevsky et al. [1] en 2012. Ce modeéle comprend cing couches convolutives et trois
couches entierement connectées , comme illustré a la Figure 1.4. Chaque couche convolutive
est suivie par des activations ReLU (pour ajouter de la non-linéarité) et une couche de

max-pooling (pour réduire le surapprentissage, ou overfitting) [44], [50], [51], [1]
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FIGURE 1.4 — Architecture AlexNet [1]
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1.3.2.2 CaffNet

CaffNet a été créé par le Berkeley Vision and Learning Center (BVLC). Similaire a
AlexNet, il comprend cing couches convolutives et trois couches entierement connectées.
Cependant, il differe d’AlexNet en termes de 'ordre des couches de pooling et de normali-
sation [44], [45].

1.3.2.3 VGGNet

VGGNet est devenu populaire en 2014 grace a son architecture uniforme (il utilise exclusi-
vement des filtres de taille 3 x 3). Dans ce modele, un bloc de filtres est utilisé a la place d’une
seule couche convolutive. Cette approche augmente les non-linéarités et optimise le champ
récepteur en appliquant des convolutions 3 x 3successives, comme illustré a la Figure 1.5.
La succession de deux couches de convolution 3 x 3 et trois couches de convolution 3 x 3
cproduit respectivement des champs récepteurs équivalents a des convolutions 5 x 5 et 7 x 7
VGGNet gere environ 138 millions de parametres. Les variantes VGG16 et VGG19 com-

portent respectivement 16 et 19 couches pondérées [46].

3x3 3x3 3x3 2x2

3x3 3x3 2x2 Conv Conv Conv | Regroupement

Conv Conv Regroupement

(a) (b)

FIGURE 1.5 — Blocs de convolution : (a) Bloc avec deux couches de convolution 3 x 3, (b) Bloc avec trois
couches de convolution 3 x 3.

1.3.2.4, GoogLeNet

Szegedy et al. [47] ont présenté une nouvelle architecture appelée GoogleNet, qui utilise
un module inception pour la réduction de la dimensionalité. Le module inception utilise un
bloc convolutif contenant des filtres de différentes tailles. Le module inception est présenté a la
Figure 1.6 (b), un module inception efficace est proposé dans I'architecture GoogLeNet [47].
Il devient computationnellement efficace en appliquant des convolutions 1 x 1 avant les
convolutions 3 X 3 et 5 x 5, ce qui donne lieu & une architecture de type bottleneck (goulot

d’étranglement).
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1x1Conv 1x1 Conv
3x3 Conv 1x1Conv [ 3x3 Conv
Previous Filter Previous \ Filter
Layer Concatenation Layer Concatenation

5x5 Conv 1x1Conv [ 5x5 Conv

3=3 Max- 3=3 Max-

Pooling Pooling

(a) Inception Module, Naive Version (b) Inception Module with Dimensionality Reduction

FI1GURE 1.6 — Module de démarrage.

1.3.2.5 ResNet

ResNet a été créé par He et al. [48] en 2015, un réseau beaucoup plus profond en raison de
son grand nombre de couches. Ils ont proposé 'utilisation de connexions de contournement
(skip-connections) pour surmonter les problémes de disparition du gradient, offrant ainsi une
voie alternative pour la propagation du gradient, comme le montre la Figure 1.7. Le facteur

résiduel, F(x) , est présenté comme suit :

F(z)=H(x)—=x (I.1)

RelLU
—T ™ Couche de poids [—————» Couche de poids
. Sortie
Entrée
F(x) H(x) = F(x) + x
o 00 = F(x)
x, ldentité

FI1cURE 1.7 — Bloc d’apprentissage résiduel.
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ou x et H(x) symbolisent respectivement I’entrée et la sortie du bloc résiduel.
Plus important encore, dans ce modele, ils ont recommandé d’apprendre le facteur résiduel
F(x) plutdét que la sortie du bloc résiduel H(x), ce qui entraine un apprentissage plus rapide

et un systéme plus rapide, car F(x) est trés petit par rapport a H(x).

1.3.2.6 MobileNet

Wang et al. [2] ont créé une architecture légere appelée MobileNet. Une convolution sé-
parable en profondeur est réalisée en appliquant une convolution en profondeur avant une
convolution ponctuelle (point-wise convolution), rendant ainsi le systeme computationnelle-
ment efficace, comme le montre la Figure 1.8 [2,3] Dans la convolution en profondeur, une
convolution est effectuée individuellement sur chaque canal d’entrée. La convolution ponc-
tuelle est responsable de combiner linéairement les sorties de la convolution en profondeur.
Ils ont introduit des multiplicateurs de largeur et de résolution pour rendre le modele plus
rapide [2]. De plus, la largeur est utilisée pour produire efficacement un réseau plus épais ou

plus fin [2].

Convolution par profondeur

E Convolution ponctuelle

\
R \\T D
X S Sxeny 1x1 conv
: i o
[— =)

X'\'\

b
— 1

F1GURE 1.8 — Convolution séparable en profondeur [2], [3].
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1.3.2.7 XCEPTION

Xception est une méthode d’apprentissage par transfert basée sur des convolutions sépa-
rables en profondeur. Il se compose de 14 modules et contient au total 36 couches convolu-
tives. Tous ces modules, a ’exception du premier et du dernier, ont des connexions résiduelles
linéaires [49].

Contributions spécifiques :

Sha que et Tehsin [52] ont utilisé AlexNet [1] pour classer les globules blancs (WBC) en
quatre classes : sains, L1, L2, L3. Ce modele ne classe pas seulement les cas sains et la leu-
cémie lymphoblastique aigué (ALL), mais aussi efficacement les trois sous-types de I’ALL.
Yu et al. [53] Ont présenté une approche de détection de ’ALL basée sur un ensemble
d’apprentissage par transfert. Ils ont combiné VGG-16 [46], InceptionV3 [47], VGG-19 [46],
ResNet50 [48] et Xception [49] pour classifier efficacement les WBC.

Shahin et al. [42] Ont appliqué des versions ajustées de LENet [54] et AlexNet [1] pour une
classification efficace des WBC.

Mallick et al. [55] Ont développé un modeéle CNN & cing couches pour classer PALL et la
leucémie myéloide aigué (AML) basé sur un CNN profond a cing couches.

Roy et Ameer [51] Ont utilisé AlexNet [1] pour classifier efficacement les types de cellules
sanguine leont présenté un réseau basé sur 'apprentissage profond appelé Alert-Net. Ils ont
proposé deux réseaux hybrides : Alert-Net-R et Alert-Net-X, en combinant Alert-Net avec
ResNet [48] et Xception [49], respectivement. Ils ont encore modifié ces deux réseaux en

supprimant une couche de dropout, ce qui a donné naissance a deux nouveaux réseaux :

Alert-Net-RWD et Alert-Net-XWD .

I.4 Conclusion

En conclusion, ce chapitre a exploré les bases de la classification des cancers du sang et les
applications innovantes de I'A pour améliorer le diagnostic médical. Les cancers sanguins ont
été définis, et les techniques d’étude des frottis sanguins ont été détaillées afin de normaliser
les méthodes de diagnostic. Le développement de I'TA, en particulier des réseaux neuronaux
convolutifs (CNN), a permis de faire progresser le diagnostic des cancers du sang. Enfin, des
outils technologiques innovants ont été présentés pour concevoir des applications intelligentes
dans le domaine médical. Ces avancées offrent de nouvelles perspectives pour des soins de
santé plus précis et efficaces, ouvrant ainsi la voie a une médecine plus personnalisée et

performante.



Collecte et Prétraitement des Données

II.1 Introduction

Le succes des modeles d’apprentissage profond pour la classification d’images médicales
dépend en grande partie de la qualité et de la représentativité des données utilisées lors
de leur phase d’entrainement. Dans le contexte de la détection et de la classification des
cancers du sang a partir de frottis sanguins, l'acquisition de données pertinentes ainsi que
leur préparation rigoureuse constituent des étapes cruciales du processus de développement.

Ce chapitre présente les différentes sources de données exploitées dans ce projet, en met-
tant ’accent sur les bases de données publiques reconnues. Il décrit également les techniques
de prétraitement appliquées pour améliorer la qualité des images et faciliter ’apprentis-
sage automatique, telles que la normalisation, la réduction du bruit et 'augmentation des
données. Enfin, une analyse exploratoire est réalisée afin d’évaluer la distribution et les ca-
ractéristiques des images collectées, dans le but d’orienter les choix méthodologiques pour

I'entrainement du modele.

33
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I1.2 Sources de données

Lors du développement d’une application mobile de classification des leucémies a l'aide
d’algorithmes d’apprentissage profond, la sélection des sources de données est un facteur clé
pour garantir I'exactitude et l'efficacité du modele. Le succes d’un modele de classification
dépend de la qualité et de la variété des données utilisées pendant la phase de formation et
de test. Nous nous sommes donc appuyés sur des ensembles de données publiques spécialisées
en imagerie médicale des cellules sanguines, qui fournissent des images annotées de cellules
saines et cancéreuses.

Ces données visent a fournir au modele une quantité suffisante d’échantillons, ce qui
contribue a améliorer sa capacité de généralisation lors de la rencontre de nouvelles images
dans un environnement d’application réel. La sélection repose sur des criteres tels que la
résolution de I'image, la diversité des échantillons et la disponibilité de données annotées par
des experts du domaine médical.

Parmi les bases de données les plus utilisées dans ce domaine, nous avons sélectionné des

ensembles de données publiques spécialisées dans le diagnostic de la leucémie.

11.2.1 Blood Cells Image Dataset

Les ensembles de données d’images de cellules sanguines (WBC, White Blood Cells) jouent
un role crucial dans ’étude du systeme immunitaire, car leur analyse permet de diagnostiquer
des maladies graves telles que la leucémie. Grace aux avancées de 'apprentissage profond,
en particulier les réseaux de neurones convolutifs (CNN), il est désormais possible d’analyser
automatiquement des images microscopiques de cellules sanguines.

Pour répondre a ces besoins, plusieurs jeux de données ont été développés, tels que BCCD,
Raabin WBC et PBC, qui contiennent des images annotées selon les différents types cellu-
laires. Ces ensembles sont indispensables pour l'entrainement et 1’évaluation de modeéles
performants de classification cellulaire, certains atteignant des taux de précision supérieurs
a 99 %.

L’ensemble de données étudié s’inscrit dans le domaine de I’hématologie, plus précisément
dans le cadre du développement d’outils informatiques pour le diagnostic hématologique a
I’aide d’images microscopiques de cellules sanguines et de méthodes d’apprentissage automa-
tique. Les données sont constituées d’images numériques de cellules sanguines périphériques
normales, obtenues a partir d’échantillons collectés au laboratoire central de I’'Hospital Cli-
nic de Barcelone. Les analyses sanguines ont été effectuées avec I'instrument Advia 2120,
et les frottis ont été préparés automatiquement a ’aide du Sysmex SP1000i en utilisant le
colorant May Griunwald-Giemsa. Les images individuelles des cellules ont été capturées a
I’aide de I'analyseur CellaVision DM96, au format JPG avec une résolution de 360 x 363
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pixels. Ces données, brutes, proviennent d’individus présentant des parametres de labora-
toire normaux. La collecte s’est déroulée sur une période de quatre ans, de 2015 a 2019,
dans le cadre de la routine hospitaliere quotidienne. Toutes les images ont été anonymisées
a 'aide de numéros aléatoires pour respecter la confidentialité des patients. La source de
ces données est 1'Hospital Clinic de Barcelone, situé en Catalogne, en Espagne. Le jeu de
données est accessible via le dépot Mendeley sous le nom : A dataset for microscopic per-
ipheral blood cell images for development of automatic recognition systems, avec I'identifiant
DOI : 10.17632/snkd93bnjr.1. I peut étre consulté directement via le lien suivant : https ://-
data.mendeley.com/datasets/snkd93bnjr/draft 7a=d9582¢71-9af0-4e59-9062-df30df05a121.

Le jeu de données de sang périphérique normal contient un total de 17 092 images de cel-
lules individuelles, qui ont été acquises a 'aide de I'analyseur CellaVision DM96. Toutes les
images ont été obtenues dans I'espace de couleur RVB. Le format et la taille des images sont
respectivement jpg et 360 x 363 pixels, et ont été étiquetées par des pathologistes cliniques
de I'Hopital Clinic.

Le jeu de données est organisé en huit groupes de différents types de cellules sanguines,
comme indiqué dans le Tableau II.1. Bien que le groupe des granulocytes immatures in-
clue des myélocytes, métamyélocytes et promyélocytes, nous avons regroupé tous ces élé-
ments dans un seul groupe pour deux raisons principales : (1) 'identification individuelle de
sous-groupes spécifiques ne présente pas d’intérét particulier pour le diagnostic; et (2) les
différences morphologiques entre ces groupes sont subjectives, méme pour les pathologistes

cliniques.

TABLE II.1 — Types et nombre de cellules dans chaque groupe (Blood Cells Image Dataset).

Type de cellule Nombre total d’images | Pourcentage de | Dimensions de 1’image
distribution (%)

Neutrophiles 3329 19.48 360 x 363

Eosinophiles 3117 18.24 360 x 363

Basophiles 1218 7.13 360 x 363

Lymphocytes 1214 7.10 360 x 363

Monocytes 1420 8.31 360 x 363

Granulocytes immatures 2895 16.94 360 x 363

(métamyélocytes,

myélocytes,

promyélocytes)

Erythroblastes 1551 9.07 360 x 363

Plaquettes (thrombocytes) 2348 13.74 360 x 363

Total 17,092 100 -
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F1GURE II.1 — Blood Cells Image Dataset ; (a) Basophils, (b)Eosinophils, (c)Erythroblasts , (d) Immature
Granulocytes , (e) Lymphocytes, (f)Monocytes , (g)Neutrophils , (h)Platelets ,
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I1.2.2 Lymphoblastic Leukemia (ALL)

La Acute Lymphoblastic Leukemia de type B (ALL-B) est I'un des types de leucémie
les plus courants, touchant des individus de tous ages. Son diagnostic précis repose sur
I'utilisation de plusieurs outils et méthodes, notamment 1’aspiration de moelle osseuse (BMA)
ou la biopsie médullaire (BMB), des procédures chirurgicales de laboratoire complexes et
cotliteuses.

Etant donné que la majorité des patients atteints de ALL-B sont des enfants, ces méthodes
peuvent engendrer des complications et nécessitent souvent plusieurs jours avant I’obtention
des résultats. Une analyse précoce des frottis sanguins au microscope par le personnel de
laboratoire est donc essentielle. Toutefois, un grand nombre d’échantillons a traiter peut
accroitre le risque d’erreurs diagnostiques.

La détection de la ALL-B est également sujette a des imprécisions dues au temps néces-
saire a ’analyse, a I'expérience du personnel médical et a la fatigue accumulée. Par ailleurs,
certaines maladies immunitaires et inflammatoires présentent des symptomes similaires a
ceux de la ALL-B, ce qui peut conduire a des confusions diagnostiques.

Les hématogones, cellules bénignes présentes dans la moelle osseuse, ont une apparence et
une morphologie proches de celles des lymphoblastes cancéreux de la ALL-B, mais ne néces-
sitent pas de traitement spécifique. Il est souvent difficile de les distinguer uniquement sur la
base de la morphologie cellulaire. C’est pourquoi la cytométrie en flux sur des échantillons
de moelle osseuse est généralement utilisée comme méthode de référence pour confirmer le
diagnostic.

Nous avons utilisé 'ensemble de données d’images de Lymphoblastic Leukemia (ALL). Les
images de cet ensemble de données [56] [57] ont été préparées au laboratoire de moelle osseuse
de I’hopital Taleqani (Téhéran, Iran). Cet ensemble de données comprenait 3256 images de
frottis sanguins périphériques (PBS) de 89 patients suspectés de ALL, dont les échantillons
de sang ont été préparés et colorés par un personnel de laboratoire compétent. Parmi ces
patients, 25 étaient en bonne santé, avec un diagnostic bénin (hématogone), et 64 avaient un
diagnostic définitif de sous-types de ALL, a savoir ALL pré-B précoce, pré-B et pro-B. Cet
ensemble de données est divisé en deux classes : bénignes et malignes. La premiere comprend
les lymphoblastes hématogenes, et la seconde inclut le groupe ALL avec trois sous-types de
lymphoblastes malins : ALL pré-B précoce, pré-B et pro-B. Toutes les images ont été prises
a l'aide d'une caméra Zeiss dans un microscope avec un grossissement de 100x et enregistrées
sous forme de fichiers JPG. Un spécialiste utilisant 'outil de cytométrie en flux a déterminé
de maniere définitive les types et sous-types de ces cellules. Aprés une segmentation basée
sur le seuillage des couleurs dans ’espace colorimétrique HSV, les collecteurs de données
fournissent également des images segmentées. La tableau I1.2 illustre des exemples d’images

de cellules bénignes (hématogones), ainsi que des cellules malignes des sous-types Early Pre-B
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ALL, Pre-B ALL et Pro-B ALL.

Nous avons utilisé I'ensemble de données sur la Lymphoblastic Leukemia (ALL) pour for-

mer et valider notre modele DNN. Il s’agit d'un ensemble de données multiclasses contenant

des cellules bénignes et 3 sous-types de cellules blastiques appelées Early Pre-B, Pre-B et

Pro-B. Un modele DNN formé avec cet ensemble de données ALL peut aider a détecter les

sous-types de Lymphoblastic Leukemia en classant ces différents sous-types de cellules.

Type Classes Nombre total d’images | Echantillons par classe | Dimensions de I'image
Bénin Hématogones 504 25 224 x 224
Malin | Early Pre-B ALL 985 20 224 x 224
Pre-B ALL 963 21 224 x 224
Pro-B ALL 804 23 224 x 224
Total - 3256 89 -

TABLE I1.2 — Distribution des images dans la base de données Acute Lymphoblastic Leukemia (ALL).
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FIGURE I1.2 — La base de données ALL-B, (a) Benign (hematogone) , (b) Early Pre-B ALL , (c) Pre-B
,(d)Pro-B ALL .
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I1.3 Prétraitement des données

Le prétraitement des données constitue une étape cruciale dans le développement de
modeles d’apprentissage profond, en particulier dans le domaine de la classification d’images
médicales. Il vise a améliorer la qualité des données et a optimiser les performances des

algorithmes de classification.

11.3.1 Augmentation des données

L’augmentation des données consiste a modifier les données d’entrainement d’origine afin
de générer davantage de données artificielles, augmentant ainsi les chances d’exposer le mo-
dele a un plus large éventail de caractéristiques pendant I'entrainement. Les techniques
d’augmentation d’image se divisent généralement en deux catégories principales : les distor-
sions photométriques, qui modifient la teinte, la saturation, le contraste et la luminosité, et
les distorsions géométriques, qui incluent la rotation, la translation, le redimensionnement,
le cisaillement, le zoom avant ou arriere, ainsi que le retournement horizontal ou vertical des
images.

Afin de mettre en ceuvre ces techniques d’augmentation de données, nous avons utilisé
la bibliotheque TensorFlow Keras, qui fournit des outils essentiels pour la prétraitement des
images, notamment via la classe ImageDataGenerator. Le code ci-dessous montre comment
ces transformations ont été intégrées dans notre pipeline de traitement des images, en ap-
pliquant rapidement des augmentations aux images, telles que le chargement des données
et I'application des transformations. Cela permet non seulement de diversifier les données,
mais aussi d’améliorer la robustesse du modele face aux variations présentes dans les images

réelles. La Figure I1.3 illustre des exemples d’images pour augmentation des données.

! o c® ; e .
B %
e ) (c) Retournement (d) Retournement
(a) Image principale (b) Rotation horizontal vertical

FiGURE I1.3 — La rotation, le retournement horizontal et le retournement vertical

from tensorflow.keras.preprocessing.image import ImageDataGenerator

IMG_SIZE = (224, 224)
BATCH_SIZE = 16
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train_dir =
|val_dir =

‘test_dir =

train_datagen = ImageDataGenerator(
rescale=1./255,
rotation_range=15,
width_shift_range=0.1,
height_shift_range=0.1,
zoom_range=0.1,
shear_range=0.1,
brightness_range=[0.8, 1.2],
horizontal_flip=True,
vertical_flip=True,
fill_mode=

test_datagen = ImageDataGenerator(rescale=1./255)

train_data = train_datagen.flow_from_directory/(
train_dir,
target_size=IMG_SIZE,
batch_size=BATCH_SIZE,
class_mode= ,
shuffle=True

)

val_data = train_datagen.flow_from_directory(
val_dir,
target_size=IMG_SIZE,
batch_size=BATCH_SIZE,
class_mode= s
shuffle=False

)

test_data = test_datagen.flow_from_directory(

test_dir,
target_size=IMG_SIZE,
batch_size=BATCH_SIZE,
class_mode= ,
shuffle=False
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11.3.1.1 Explication du code

— IMG__SIZE : définit la taille des images a 224 x 224 pixels, une dimension couramment
utilisée avec les réseaux de neurones convolutifs (CNN).

— BATCH_ SIZE : indique le nombre d’images traitées simultanément a chaque itéra-
tion pendant ’entrainement.

— ImageDataGenerator : génere dynamiquement des variantes d’images pendant 1’en-
tralnement afin d’augmenter artificiellement le jeu de données :

— rescale=1./255 : normalise les pixels en les ramenant a une échelle de 0 a 1.

— rotation_range, width_shift_range, height_shift_range, zoom_range, shear_range:
appliquent des transformations géométriques aléatoires (rotation, translation, zoom,
cisaillement).

— brightness_range : ajuste la luminosité de maniere aléatoire.

— horizontal_flip, vertical_flip : retournent aléatoirement les images horizon-
talement et verticalement.

— fill_mode=’"nearest’ : comble les zones vides apres transformation en dupliquant
les pixels voisins.

— flow__from_ directory : charge les images depuis les répertoires et applique les trans-
formations définies.
— class__mode=’categorical’ : spécifie que les étiquettes sont codées sous forme de
vecteurs one-hot, adaptés aux problemes de classification multi-classes.
Ce processus permet d’augmenter la diversité des données d’entrainement, ce qui améliore
la capacité du modele a généraliser et réduit le risque de surapprentissage, en particulier dans

le cas d’un jeu de données limité.

I11.3.1.2 Répartition des données

Afin d’assurer un apprentissage efficace du modele et une évaluation rigoureuse de ses

performances, le jeu de données a été divisé en trois sous-ensembles distincts :

— Ensemble d’entrainement (70%) des données ont été allouées a I’ensemble d’entrai-
nement (training set). Cet ensemble est utilisé pour ajuster les parametres internes
du modele a partir des exemples qu’il voit.

— Ensemble de validation (20%) des données ont été réservées pour 'ensemble de
validation (validation set), qui permet d’évaluer la performance du modele pendant
l'apprentissage et de détecter les phénomenes de surapprentissage (overfitting).

— Enfin, Ensemble de test (10%) des données ont été conservées pour 'ensemble de
test (test set), utilisé uniquement & la fin de 'entrainement pour mesurer la capacité

de généralisation du modele sur des données qu’il n’a jamais vues.
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Le tableau II1.3 fournit des nombres spécifiques d’images d’entrainement, de validation et

de test, ainsi que le nombre de classes pour chaque ensemble de données.

ENSEMBLE DE DONNEES | Nombre de classes A(;‘eg;"(‘ii‘:zg;“ ﬁainggmbézlfégﬂiies Tt
Blood Cells Image dataset 8 12)?1111 éé:g?g 237’%31250 i;iz
Lymphoblastic Leukemia (ALL) 4 12)?1111 12é,227176 5(?;1 32 228
Blood Cells Cancer (ALL) dataset 4 12)?1111 128’7216484 5(,3;1776 23;

TABLE II.3 — Un nombre total d’images d’entrainement, de validation et de test sont utilisées pour les

ensembles de données Blood Cells Image dataset, Lymphoblastic Leukemia (ALL) et Blood Cells Cancer
(ALL) dataset, avec et sans augmentation de données..
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I1.4 Conclusion

Le chapitre présent a été consacré a la collecte et a la gestion des données, qui constituent
la premiere étape du développement d’une application mobile de classification du cancer du
sang au moyen d’algorithmes d’apprentissage profond sur des images médicales. Nous avons
rapporté des données provenant de différentes sources, a savoir les jeux de données Leucémie
lymphoblastique (ALL), Blood Cells Image Dataset et Blood Cells Cancer (ALL). Chacun
des ensembles de données a fait 'objet d'une description basée sur ses caractéristiques, sa

structure, et son utilité dans le cadre du projet.

Le traitement des données s’est révélé comme 'une des étapes majeures de ce travail, car
garantir la qualité et la fiabilité des résultats est une nécessité. Nous avons fait appel a des

techniques de prétraitement et de traitement telles que I'augmentation de données.
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Développement des Modeles de Classification du cancer

du sang

I11.1 Introduction

Dans ce chapitre, nous présenterons en détail le processus de développement des modeéles
de classification du cancer du sang a partir d’'images médicales, en exploitant les techniques
avancées de I'apprentissage profond. Face a la complexité des images microscopiques du sang
et a la nécessité d'un diagnostic rapide et fiable, les modeles de Deep Learning, en particulier
les réseaux de neurones convolutifs (CNN), se sont révélés extrémement performants pour

extraire automatiquement les caractéristiques discriminantes des images.

Nous commencerons par décrire I'environnement de développement utilisé, incluant les
outils et bibliotheques indispensables tels que Python, TensorFlow et Keras. Ensuite, nous
détaillerons la conception de notre systéme de classification, basé a la fois sur des modeles
CNN construits sur mesure et sur des architectures pré-entrainées telles que MobileNetV2

et ResNet101, via la technique du transfert d’apprentissage.

45
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Enfin, une évaluation rigoureuse des performances sera réalisée en s’appuyant sur des
métriques standards telles que 'accuracy, la précision, le rappel et le Fl-score, permettant
ainsi de comparer les résultats obtenus et de sélectionner le modele le plus performant pour

cette tache critique de détection et de classification du cancer du sang.

II1.2 Environnement de développement

Cette partie offre un apergu succinct des langages de programmation et des logiciels

employés dans notre travail, notamment Python, TensorFlow, et le parametre de matériels

utilisés :
Matériels/Logiciels Parameétres
Processeur Intel 13°™¢ génération -13900KF 3.00 GHz.
Capacité Mémoire (RAM) 128 GB
Unité de traitement graphique (GPU) NVIDIA GeForce RTX 3060
Version CUDA 12.8
Windows 10 Professionnel
Python 3.10
TensorFlow 2.10.1

TABLE III.1 — Spécifications du systémer

I1I1.2.1 Python

Python est un langage de programmation de haut niveau, polyvalent et largement utilisé.
La derniere version de Python, Python 3, est utilisée dans le développement web, les applica-
tions d’apprentissage automatique et toutes les technologies logicielles de pointe. Python est
employé par pratiquement tous les géants de 'internet, notamment Google, Amazon, Face-
book, Instagram, Dropbox, Uber, etc. Aujourd’hui, Python est 'un des langages de program-
mation de haut niveau les plus utilisés, permettant la programmation dans les paradigmes
orienté objet et procédural. Les applications Python sont généralement plus compactes que
celles écrites dans d’autres langages de programmation tels que Java. Les programmeurs
doivent taper tres peu de code, et I'exigence d’indentation du langage garantit que leur code
reste toujours compréhensible. [58]

Plusieurs Framework open sources sont disponibles dans la littérature, la grande majorité

supporte le langage Python. Voici un exemple :

I11.2.2 TensorFlow

TensorFlow est une interface de programmation scalable et multiplateforme pour la mise
en ceuvre et l'exécution d’algorithmes d’apprentissage automatique.

TensorFlow a été développé par les chercheurs et les ingénieurs de ’équipe Google Brain.
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Ficure III.1 — Python

Initialement conc¢u pour un usage interne a Google, TensorFlow a été publié en novembre
2015 sous une licence open source.

Afin d’améliorer les performances des modeles d’apprentissage automatique, TensorFlow
permet une exécution a la fois sur les CPU et les GPU. Toutefois, ses plus grandes capacités
de performance se révelent lors de 1'utilisation des GPU. TensorFlow prend actuellement en
charge des interfaces frontend pour plusieurs langages de programmation. L’API (Applica-
tion Programming Interface) Python de TensorFlow est la plus compléte, attirant ainsi de
nombreux praticiens de 'apprentissage automatique et de I'apprentissage profond. De plus,
TensorFlow possede une API officielle en C++.

TensorFlow dispose d'un vaste écosystéeme de composants connexes, notamment des bi-
bliotheques comme TensorBoard, ainsi que des API de déploiement et de production.

TensorFlow 1.x utilisait un systeme complexe de classes Python pour la construction de
modeles. En raison de 1’énorme popularité de Keras, lorsque TensorFlow 2.0 est sorti, TF a

adopté Keras comme API officielle pour TensorFlow.

TensorFlow

FIGURE III1.2 — TensorFlow
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I11.2.2.1 Utilité de TensorFlow

TensorFlow est une bibliotheque open-source développée par Google Brain qui permet de
concevoir, d’entrainer et de déployer des modeles d’apprentissage automatique et d’appren-
tissage profond. Dans le cadre de ce projet, TensorFlow est utilisé pour sa capacité a gérer
efficacement de grandes quantités de données visuelles et a effectuer des calculs intensifs sur
GPU ou TPU, accélérant ainsi le processus d’entrainement des modeles.

TensorFlow est particulierement adapté au déploiement mobile grace a des outils comme
TensorFlow Lite, qui permet de convertir et d’optimiser les modeles pour une exécution ef-
ficace sur les appareils Android. De plus, son intégration avec Keras facilite la construction
de réseaux neuronaux via une API simple et modulaire, parfaitement adaptée aux besoins
du projet.

L’approche par graphe computationnel, combinée a 'exécution rapide (Eager Execution),
rend TensorFlow a la fois performant pour les déploiements en production et flexible pour
le prototypage. Il offre également des outils avancés de visualisation (TensorBoard) et de
monitoring, tres utiles lors de la phase de développement et de validation des modeles de

classification d’images médicales.

I11.2.3 Keras

Keras est une API d’apprentissage profond de haut niveau qui simplifie grandement la
formation et I'exploitation de réseaux de neurones. Elle peut fonctionner sur TensorFlow,
Theano ou Microsoft Cognitive Toolkit (anciennement connu sous le nom de CNTK). Ten-
sorFlow est livré avec sa propre implémentation de cette API, appelée tf.keras, qui prend en
charge certaines fonctionnalités avancées de TensorFlow (par exemple, pour charger effica-
cement des données).

Bien que Keras reste une bibliotheque distincte de TensorFlow, elle peut désormais étre
officiellement importée par TensorFlow, ce qui rend son installation inutile.

L’API de Keras est facile a utiliser et permet de construire des modeles en ajoutant

simplement des couches les unes sur les autres par de simples appels.

Keras

FiGURE III.3 — keras
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I11.2.3.1 Utilité de Keras

L’un des principaux avantages de Keras est sa simplicité d’utilisation. Elle offre une API
intuitive, cohérente et modulaire, ce qui permet aux développeurs, chercheurs et étudiants
de construire rapidement des réseaux neuronaux sans se soucier des détails complexes de
I'implémentation bas niveau. Cette approche orientée utilisateur facilite I’expérimentation

rapide avec les architectures de réseaux neuronaux.

II1.3 Notre systéme de classification du cancer du sang a 1’aide de algorithmes

d’apprentissage profond

Le systeme de classification du cancer du sang (Figure II1.4) que nous avons développé
repose sur ’analyse d’images microscopiques de cellules sanguines a 'aide de ’apprentissage
profond, en particulier d'un réseau de neurones convolutif (CNN). Ce systéme vise a détecter
et classer automatiquement les cellules bénignes et malignes, notamment les sous-types de
la leucémie lymphoblastique aigué (ALL), a partir de frottis sanguins numérisés.

La premiere étape du processus consiste au prétraitement des données. Cette phase est
essentielle pour garantir la qualité et la cohérence des données utilisées pour I’entrainement
du modele. Elle comprend plusieurs opérations, telles que le redimensionnement des images
a une taille standard et la normalisation des valeurs de pixels pour assurer une homogénéité
dans les intensités. Dans certains cas, des techniques d’augmentation des données peuvent
également étre appliquées afin de simuler une plus grande diversité d’échantillons, ce qui
permet d’améliorer la robustesse du modele.

Une fois les données préparées, elles sont divisées en trois sous-ensembles : entrainement,
validation et test. Le modele CNN est ensuite entrainé sur le jeu d’entrainement durant un
total de 1000 époques. Durant cet apprentissage, le réseau apprend a extraire automatique-
ment des caractéristiques discriminantes des images pour différencier les types cellulaires.
Apres chaque époque, les performances du modele sont évaluées sur le jeu de validation a
l'aide de deux indicateurs principaux : la fonction de perte (loss) et la précision (accuracy).

Le systeme est cong¢u pour sauvegarder automatiquement le modele des quune nouvelle
meilleure précision est atteinte sur le jeu de validation. Cette stratégie permet de conser-
ver la version du modele qui généralise le mieux aux données non vues, évitant ainsi le
surapprentissage.

Enfin, le modele entrainé est évalué sur le jeu de test, qui contient des images jamais vues
auparavant par le réseau. Cette évaluation finale est réalisée a ’aide de plusieurs métriques
de performance : la perte (loss), la précision (accuracy), la précision positive (precision), le
rappel (recall) et le score F1. Ces indicateurs offrent une évaluation compléte de la capacité

du modele a détecter correctement les différentes classes cellulaires, en particulier dans le
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contexte critique du diagnostic du cancer du sang.
Ce systeme, basé sur une architecture CNN et un flux de traitement rigoureux, représente
une solution prometteuse pour automatiser I'analyse cytologique et améliorer la détection

précoce des leucémies.

CNN (Loss, AccuraﬁXLrainem ant( Sauvegarde du
modéle CNN

selon la

meilleure

Entrainement < précision
n 1000 Epoque - (Accuracy) de

validation
. 3 ' Prétraitement
| 1 . CNN (Loss, Accuracy)
. [N des données validatidn

Validation I
*Entrainement/ 1000 Epoque .
I validation 1

Calculer: Loss, Accuracy, Precision, Recall, F1 Score
Test

FiGURE III.4 — Notre systéme de classification du cancer du sang
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I1I1.4 Conception des modeles

La conception des modeles est une étape fondamentale dans le développement d’applica-
tions d’intelligence artificielle, notamment pour la classification des images médicales. Elle
consiste a définir ’architecture du réseau de neurones, a choisir les algorithmes et a ajuster
les parametres afin d’optimiser les performances du modele. Dans le cadre de la classification
du cancer du sang, la conception d’un modele performant nécessite 1'utilisation de techniques
avancées, telles que les réseaux de neurones convolutifs (CNN), ainsi que 'exploration d’ap-
proches comme 'apprentissage par transfert avec des modeles pré-entrainés. Cette section
détaille les différentes étapes et stratégies utilisées pour concevoir un modele capable de

classer efficacement les images médicales et de fournir un diagnostic précis.

I11.4.1 Extraction de caractéristiques par CNN

L’extraction de caractéristiques a 'aide des réseaux de neurones convolutifs (CNN) est une
méthode puissante pour analyser les images médicales. En particulier, dans la classification
du cancer du sang, les CNN permettent d’apprendre automatiquement les motifs pertinents
a partir des images brutes, facilitant ainsi le diagnostic. Ce modeéle utilise TensorFlow/Keras
pour extraire des caractéristiques a partir d’images de 224x224 pixels, en vue de les classer

en différentes catégories.

import tensorflow as tf

model = tf.keras.models.Sequential ([
# Note the input shape is the desired size of the image 200x 200 with 3 bytes

color

# The frst convolution
tf.keras.layers.Conv2D(8, (3,3), activation= , input_shape=(224,224, 3)),
tf.keras.layers.BatchNormalization(),
tf.keras.layers.MaxPooling2D (2, 2),
tf.keras.layers.Conv2D (16, (3,3), activation= ),
tf.keras.layers.BatchNormalization(),
tf.keras.layers.MaxPooling2D(2,2),
tf.keras.layers.Conv2D(16, (3,3), activation= ),
tf.keras.layers.BatchNormalization(),
tf.keras.layers.MaxPooling2D(2,2),
tf.keras.layers.Conv2D (32, (3,3), activation= ),
tf.keras.layers.BatchNormalization(),
tf.keras.layers.MaxPooling2D(2,2),
tf.keras.layers.Conv2D(32, (3,3), activation= ),
tf.keras.layers.BatchNormalization(),

tf.keras.layers.MaxPooling2D(2,2),

tf.keras.layers.Flatten(),
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tf.keras.layers.Dense (128, activation= ),

tf.keras.layers.Dense(train_data.num_classes, activation= )

D

model . summary ()

— Création du modele : Le modele est construit en utilisant I’API Sequential de

Keras, qui permet de définir un réseau de neurones ou les couches sont ajoutées de
maniere séquentielle, une apres l'autre. Cela simplifie la construction d’architectures

simples de réseaux de neurones.

— Les couches de convolution : Le modéle commence par une série de couches convo-

lutives (Conv2D). Chaque couche utilise des filtres de taille 3x3 pour extraire les ca-
ractéristiques de I'image. Ces filtres détectent des motifs simples, comme les bords,
les textures, ou d’autres éléments spécifiques dans I'image. Au fur et a mesure que les
couches deviennent plus profondes, le réseau apprend a détecter des motifs de plus en
plus complexes.

- La premiere couche de convolution utilise 8 filtres pour extraire les caractéristiques
de I'image.

- Les couches suivantes utilisent des nombres croissants de filtres (16, puis 32), ce qui
permet au modele d’extraire des informations de plus en plus complexes a mesure que

les données passent a travers les couches.

— Normalisation et Pooling : Apres chaque couche de convolution, le modele applique

une normalisation avec la couche BatchINormalization, ce qui permet de stabiliser
et d’accélérer I'apprentissage en réduisant les fluctuations internes du réseau.

Ensuite, la couche MaxPooling2D est utilisée pour réduire la taille des images ex-
traites. Cette opération de pooling conserve les informations les plus importantes
tout en réduisant la dimensionnalité, ce qui améliore les performances et réduit le cofit

computationnel.

— Flattening : Apres les couches convolutives, les caractéristiques extraites sont trans-

formées en un vecteur unidimensionnel a 'aide de la couche Flatten. Cela permet de
préparer les données pour les couches entierement connectées (dense), qui traiteront

ces informations de maniere plus abstraite pour effectuer la classification finale.

— Les couches entiérement connectées (Dense) : Le modele inclut une couche

dense avec 128 neurones, activée par ReLU, qui agit comme un classificateur pour
apprendre a partir des caractéristiques extraites. Cette couche est responsable de la
combinaison des informations extraites par les couches précédentes et de leur transfor-
mation en une représentation plus abstraite qui permet une classification plus précise.

La couche finale est une autre couche dense, avec un nombre de neurones égal au
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nombre de classes a prédire, et utilise la fonction d’activation Softmax. Cette fonc-
tion calcule les probabilités que I'image appartienne a chaque classe. Le modeéle classe
I'image en attribuant a chaque classe une probabilité, et la classe avec la probabilité
la plus élevée est choisie comme la sortie finale.

— Résumé du modele : La méthode summary() permet d’afficher un résumé détaillé
de I'architecture du modele, y compris le nombre de parametres dans chaque couche,
la forme des données a chaque étape, et le nombre total de parametres qui seront

entrainés.

IT1.4.2 Utilisation de modéles pré-entrainés (MobileNetV2 et ResNet101) pour

le transfert d’apprentissage

Les modeles pré-entrainés, comme MobileNetV2 et ResNet101, sont des réseaux neuro-
naux profonds qui ont été formés sur de vastes ensembles de données, tels que ImageNet.
Cela leur permet d’apprendre des caractéristiques de haut niveau des images, comme les
formes, les textures et les objets. Ces modeéles peuvent étre utilisés dans des applications de
transfert d’apprentissage, ou un modele préexistant est utilisé pour des taches similaires sans

avoir besoin de repartir de zéro.

II1.4.2.1 MobileNetV2

MobileNetV2 est un modele léger et efficace, congu pour des applications mobiles et em-
barquées. Il est basé sur des architectures de réseaux convolutifs profonds (CNN) et utilise
une méthode appelée Depthwise Separable Convolutions, qui permet de réduire le nombre

de parametres du modele tout en conservant des performances élevées.

Caractéristiques de MobileNetV2 :

— Optimisé pour les appareils mobiles : Il est spécialement congu pour étre léger
en termes de calcul et de mémoire, ce qui le rend idéal pour des appareils mobiles ou
les ressources sont limitées.

— Depthwise Separable Convolutions : Une technique qui consiste a séparer la convo-
lution standard en deux étapes. D’abord, une convolution de profondeur (chaque filtre
agit indépendamment sur chaque canal de I'image), puis une convolution pointwise
(une convolution classique 1x1 pour combiner les résultats). Cette approche réduit le
nombre de parametres et le colit computationnel.

— Verres résiduels (Residual Bottleneck) : MobileNetV2 utilise des bottlenecks
résiduels, un type de couche de réseau de neurones ou la sortie de la couche est ajoutée

a entrée. Cela aide a améliorer la performance du modele en facilitant 'apprentissage
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des caractéristiques plus complexes.

— Application : MobileNetV2 est couramment utilisé dans des systemes ou les res-
sources sont limitées, comme les applications sur smartphones, les dispositifs IoT, et
autres appareils a faible consommation d’énergie.

Utilisation en transfert d’apprentissage :

Dans un scénario de transfert d’apprentissage, MobileNetV2 peut étre utilisé comme un
modele pré-entrainé sur ImageNet pour des taches de classification d’images. Les couches
initiales, qui extraient les caractéristiques de base (comme les bords, les textures), peuvent
étre gelées (non modifiables) et seules les couches de sortie peuvent étre ajustées pour effec-

tuer une tache spécifique, telle que la classification d’une image médicale.

I11.4.2.2 ResNet101

ResNet101 fait partie de la famille ResNet (Residual Networks), un modéle treés populaire
dans le domaine de la vision par ordinateur. Il a été congu pour résoudre les problemes liés
aux réseaux tres profonds, tels que la disparition du gradient, et permet a un modele d’avoir

des centaines de couches tout en conservant une performance optimale.

Caractéristiques de ResNet101 :

— Réseaux résiduels : ResNet101 utilise des blocs résiduels qui ajoutent une connexion
directe entre les couches. Ces connexions permettent a I'information de se propager plus
facilement dans les réseaux tres profonds, réduisant ainsi la perte d’information et le
probleme de disparition du gradient.

— Profondeur : Le ResNet101 possede 101 couches profondes, ce qui lui permet d’ap-
prendre des caractéristiques tres abstraites et complexes des images. La profondeur
accrue permet au modele d’apprendre des représentations plus riches, mais cela peut
aussi rendre I'entrainement plus difficile, d’ou 'importance des blocs résiduels.

— Réduction de la dégradation : ResNet résout le probleme de la dégradation qui
affecte les réseaux tres profonds, ou l'ajout de nouvelles couches peut dégrader la
performance du modele au lieu de I'améliorer.

— Application : ResNet101 est utilisé pour des taches complexes de classification d’images,
de détection d’objets, et méme pour des applications plus avancées comme la segmen-
tation sémantique d’images.

Utilisation en transfert d’apprentissage :

ResNet101 est particulierement utile pour des applications nécessitant une compréhension
plus détaillée des caractéristiques d’images complexes. En transfert d’apprentissage, il est
couramment utilisé pour des taches de classification d’images dans des domaines comme la

médecine, ou des caractéristiques subtiles doivent étre extraites des images. Comme Mobi-
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leNetV2, ResNet101 peut étre pré-entrainé sur ImageNet, et ses couches profondes peuvent

étre utilisées pour extraire des caractéristiques générales d’images, avant de fine-tuner le

modele sur un ensemble de données spécifique.

III.5 Parameétres du modeéle

Les parametres du modele sont essentiels pour configurer ’architecture du réseau de

neurones, son entrainement et son évaluation. Voici la description de chaque parametre clé

dans notre travail :

1.

IMG__SIZE : tuple (224, 224)
Description : Taille des images d’entrée, redimensionnées a 224 x 224 pixels.
Usage : Normalisation des images pour équilibrer les ressources de calcul et les détails

visuels.

. BATCH_ SIZE : int (16)

Description : Nombre d’exemples traités simultanément.
Usage : Influence la mémoire et la stabilité de ’entrainement. Plus petit pour mieux

controler la mémoire, plus grand pour accélérer la convergence.

. epochs : int (1000)

Description : Nombre d’itérations sur ’ensemble des données.
Usage : Détermine combien de fois le modele apprend a partir des données. Un nombre

trop élevé risque le surapprentissage.

. loss : string ('categorical crossentropy’)

Description : Fonction de perte pour évaluer la différence entre les prédictions et les
vraies étiquettes.

Usage : Utilisée pour les problemes de classification multi-classes.

. optimizer : Adam(lr=0.0005)

Description : Optimiseur adaptatif pour ajuster les poids du modele.

Usage : Le taux d’apprentissage (0.0005) influence la vitesse d’ajustement des poids.

. metrics : list

Description : Métriques utilisées pour évaluer la performance du modele pendant

I’entrainement, la validation et test.
Accuracy : Précision globale.
Precision : Mesure de la précision.
Recall : Sensibilité du modele.

F1 Score : Moyenne harmonique entre précision et rappel, utilisé en cas de classes

déséquilibrées.
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7. base_model (MobileNetV2 / ResNet101)
Modele MobileNetV2 :
base__model : Le modele MobileNetV2 pré-entrainé qui extrait des caractéristiques
de I'image.
Dense (2048, activation=’relu’) : Une couche dense cachée avec 2048 neurones ac-
tivée par ReLU pour combiner les caractéristiques extraites et permettre une représen-
tation plus complexe.
Dropout(0.5) : Utilisé pour éviter le surapprentissage en désactivant aléatoirement 50
% des neurones pendant I’entrainement.
Dense(train__data.num__classes, activation=’softmax’) : La couche finale avec
le nombre de neurones correspondant au nombre de classes de sortie, et une activation

Softmax pour donner une probabilité pour chaque classe.
Modele ResNet101 :

base__model : Le modele ResNet101 pré-entrainé, qui est plus profond et utilise des
blocs résiduels pour mieux apprendre des caractéristiques complexes.

Dense(2048, activation='relu’) : Une couche cachée de 2048 neurones avec ReLU
pour 'abstraction des caractéristiques.

Dropout(0.5) : Empéche le surapprentissage en désactivant aléatoirement 50 % des
neurones pendant ’entrainement.

Dense(train__data.num__classes, activation="softmax’) : La couche finale pour
effectuer la classification, avec un neurone pour chaque classe et une activation Softmax

pour produire des probabilités.

I11.6 Evaluation des performances

L’évaluation des performances permet de mesurer 'efficacité des modeles de classification.
Pour cela, plusieurs métriques sont utilisées, telles que la perte (loss), 'accuracy, la préci-
sion, le rappel, le Fl-score, ainsi que la matrice de confusion. Ces indicateurs permettent de

comparer les modeles et de sélectionner celui offrant les meilleurs résultats.

I11.6.1 Fonction de perte (Loss Function)

La "loss" (ou fonction de perte) est une mesure de 'erreur entre les prédictions du modele
et les valeurs réelles (les étiquettes). La fonction de perte quantifie a quel point le modele se
trompe dans ses prédictions. L’objectif de ’entrainement d’un modele est de minimiser cette

fonction de perte.
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I11.6.2 Taux de reconnaissance (Accuracy)

L’accuracy est couramment utilisée pour évaluer les performances d’'un modele, car elle
mesure le nombre de prédictions correctes par rapport au nombre total de prédictions. Ce-
pendant, dans certains cas, en particulier lorsque les données sont déséquilibrées, la précision
peut étre trompeuse. Par exemple, si un jeu de données contient une classe minoritaire, I’ac-
curacy peut étre élevée, méme si le modele ne prédit correctement que quelques exemples de

cette classe [59].

Nombre de prédictions correctes

(I11.1)

A —
ccuracy Total des échantillons

I11.6.3 Précision (Precision)

La précision est définie comme la proportion d’exemples vrais positifs parmi ’ensemble
total des instances positives récupérées (true positive (TP) + false positive (FP)). Elle varie

entre 0 et 1, et peut étre calculée selon 1’équation suivante :

TP TP
TP+ FP  Total des prédictions positives

(111.2)

Précision =

I11.6.4 Rappel (Recall)

Egalement appelé sensibilité ou taux de vrais positifs (total true positive, TPR), le rappel
est défini comme la proportion d’exemples TP parmi le total des vrais positifs (TP + faux
négatifs (FN)). Sa valeur est toujours comprise entre 0 et 1. On peut le calculer a l'aide de

’équation suivante [59] :

TP B TP
TP+ FN  Taux de Vrais Positifs Total Actuel

Rappel = (I1L.3)

I11.6.5 F1l-score

Le score F1 est une mesure combinant le rappel et la précision de maniere équilibrée, ce qui
en fait une métrique populaire dans de nombreux algorithmes d’apprentissage automatique.

Son calcul est défini dans 1’équation suivante [59] :

2 x (Précision x Rappel)

Score-F1 = (I11.4)

Précision + Rappel

I11.6.6 Matrice de Confusion

La matrice de confusion est un tableau permettant d’évaluer les performances d’un mo-

dele de classification en comparant les prédictions du modele avec les valeurs réelles (les
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étiquettes). Elle contient les éléments suivants :

— Vrai positif (TP - True Positive) : Le modele prédit correctement la classe positive.

— Faux positif (FP - False Positive) : Le modeéle prédit la classe positive, alors que
I’'exemple appartient a la classe négative.

— Vrai négatif (TN - True Negative) : Le modele prédit correctement la classe
négative.

— Faux négatif (FN - False Negative) : Le modele prédit la classe négative, alors
que I'exemple appartient a la classe positive.

La matrice de confusion est généralement présentée sous cette forme :

Prédit positif (P) | Prédit négatif (N)
Réel positif (P) TP FN
Réel négatif (N) FP TN

I11.7 Evaluation des performances des modéles

Les performances des différents modeles de classification ont été évaluées sur deux bases
de données représentatives des cancers du sang : Blood Cells Image Tableau I11.2, et Lym-
phoblastic Leukemia ALL Tableau II1.3. Cinq architectures ont été comparées : un CNN
personnalisé, MobileNetV2 (entrainement complet), MobileNetV2 avec transfert d’appren-
tissage, ResNet101 (entrainement complet) et ResNet101 avec transfert d’apprentissage. Les
résultats ont été étudiés selon des criteres standards : précision, rappel, Fl-score, temps

d’entrainement, et poids mémoire.

I11.7.1 Résultats sur la base de données ’Blood Cells Image’

Le tableau III.2 présente les performances des modeles sur la base de données 'Blood Cells
Image’. Voici les principales observations :

— MobileNetV2 : Ce modele offre une bonne performance en termes de précision, rappel
et Fl-score, avec des valeurs proches de 0.99 pour l’ensemble d’entrainement et de
validation. La perte est relativement faible, ce qui montre que le modele apprend
efficacement. De plus, le temps d’entrainement est raisonnable (29.5 heures), ce qui
rend ce modele adapté aux applications mobiles.

— TL MobileNetV2 : L’usage du transfert d’apprentissage améliore légerement les
performances du modele en termes de précision et rappel, mais augmente la perte
en validation. Cela pourrait étre di & une mauvaise adaptation au jeu de données
spécifique. Le modele a cependant un temps d’entrainement réduit par rapport au

modele de base, ce qui est un avantage pour des applications pratiques.
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— ResNet101 : Ce modele montre de trés bonnes performances, avec des résultats ex-
cellents pour le rappel et la précision (pres de 1). Cependant, le temps d’entrainement
est plus long (45.85 heures), ce qui peut étre un inconvénient si le temps de calcul est
limité. Ce modele est plus adapté pour des tadches complexes, mais nécessite plus de
ressources.

— TL ResNet101 : Comme pour TL MobileNetV2, I'utilisation du transfert d’appren-
tissage améliore les performances dans certains cas, mais avec un compromis sur la
perte. Cela montre que la qualité du modele pré-entrainé peut influencer 'efficacité du
transfert.

— CNN personnalisée : Bien que ce modele ait un nombre de parametres relativement
faible et un temps d’entrainement plus court, ses performances en termes de préci-
sion et rappel sont légerement inférieures a celles de ResNet101 et MobileNetV2, ce
qui pourrait suggérer qu’il est moins performant sur des taches complexes comme la

classification du cancer du sang.



CHAPITRE III. DEVELOPPEMENT DES MODELES DE CLASSIFICATION DU CANCER DU SANG

60
Modele Métriques | Entrainement | Validation Test | Par. Esp. Esp.
profond d’ap. sto.(.h5) | sto.(.tflite)
Mo Mo
Loss 0.0213 0.0778 0.116
Accuracy 0.9936 0.9836 0.9802
. Precision 0.9937 0.9839 0.9802
MobileNet V2 Recall 0.9936 0.9836 0.9802 2,235,208 | 27.20 2.45
F1 Score 0.9934 0.9830 0.9792
Time 29.5 h 14.8 s 1.5s
Loss 0.017 0.2026 0.1846
Accuracy 0.9943 0.9537 0.9587
. Precision 0.9946 0.9537 0.9603
TL MobileNetV2 Recall 0.9939 0.9534 0.9587 2,639,880 1.96 2.65
F1 Score 0.9937 0.9498 0.9553
Time 18.35 h 15.3 s 14 s
Loss 0.0103 0.0883 0.0721
Accuracy 0.9978 0.9874 0.9884
Precision 0.9979 0.9877 0.9884
ResNet101 Recall 0.9978 0.9874 0.9884 42,516,552 | 500.36 42.30
F1 Score 0.9971 0.9867 0.9875
Time 45.85 h 295 s 5.1s
Loss 0.0639 0.2777 0.2037
Accuracy 0.9764 0.9435 0.9563
Precision 0.9783 0.9467 0.9575
TL ResNet101 Recall 0.9750 0.9417 0.9563 4,212,744 | 49.39 46.82
F1 Score 0.9766 0.9382 0.9568
Time 18.93 h 15 s 5.2s
Loss 0.0081 0.0607 0.0891
Accuracy 0.9968 0.9830 0.9796
., | Precision 0.9968 0.9833 0.9796
CNN personnalisée Recall 0.9968 0.9830 0.9790 121,368 1.53 0.131
F1 Score 0.9972 0.9827 0.9798
Time 18.88 h 14.8 s 1.5s

TABLE II1.2 — Mesures de performance des différents modeles de CNN sur la base de données 'Blood Cells
Image’ pour la classification du cancer du sang. Par. d’ap. : Parametres d’apprentissage, Esp. Sto. :Espace

de stockage.
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I11.7.2 Résultats sur la base de données 'Lymphoblastic Leukemia ALL’

Le tableau II1.3 présente les performances des modeles sur la base de données 'Lympho-

blastic Leukemia ALL’. Voici les principales observations :

— MobileNetV2 : Le modele atteint de bons résultats avec une précision et un rappel
proches de 0.99. Cependant, il montre une légere augmentation de la perte sur I'en-
semble de validation et de test par rapport aux autres modeles, ce qui pourrait indiquer
que ce modele est moins adapté aux données spécifiques de cette base de données.

— TL MobileNetV2 : Ce modele pré-entrainé sur ImageNet montre une amélioration
des performances en termes de précision et de rappel par rapport au modele de base,
et la perte en validation est plus faible. Cela montre l'avantage de I'apprentissage
par transfert, surtout lorsque les données spécifiques sont similaires aux données sur
lesquelles le modele a été pré-entrainé.

— ResNet101 : Comme dans I'analyse sur 'Blood Cells Image’, ce modeéle montre d’ex-
cellentes performances, avec des valeurs de précision et rappel tres élevées. La perte est
faible et le temps d’entrainement relativement court par rapport a la base de données
précédente, ce qui en fait un modele adapté pour des applications complexes dans des
environnements avec des ressources plus puissantes.

— TL ResNet101 : L’utilisation du transfert d’apprentissage a amélioré la précision et
la rappel, avec une perte qui reste raisonnable, mais moins performante que celle de
ResNet101 sans transfert d’apprentissage. Il semble que le modele pré-entrainé ait une
meilleure adaptation aux données de la base 'Lymphoblastic Leukemia ALL’.

— CNN personnalisée : Ce modele montre une performance inférieure a celle des autres
modeles en termes de précision et de rappel, ce qui peut étre dii a un nombre de
parametres insuffisant pour capturer les caractéristiques complexes des images de cette
base de données. Il a cependant un temps d’entrainement relativement court, ce qui

peut étre un avantage dans des cas ou les ressources sont limitées.
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Modele Meétriques | Entrainement | Validation Test | Par. Esp. Esp.
profond d’ap. sto.(.h5) | sto.(.tflite)
Mo Mo
Loss 0.0082 0.0185 0.0527
Accuracy 0.9974 0.9908 0.9848
. Precision 0.9974 0.9908 0.9848
MobileNetV2 Recall 0.9974 0.9908 0.9848 2,631,684 | 30.68 5.07
F1 Score 0.9969 0.9888 0.9825
Time 29.5 h 14.8 s 1.5s
Loss 0.0028 0.0062 0.0486
Accuracy 0.9978 0.9954 0.9879
. Precision 0.9978 0.9954 0.9879
TL MobileNetV2 Recall 0.9978 0.9954 0.9879 2,230,084 | 27.14 2.45
F1 Score 0.9973 0.9944 0.9856
Time 3.45h 3s 0.4s
Loss 0.0049 0.044 0.0654
Accuracy 0.9982 0.9908 0.9939
Precision 0.9982 0.9908 0.9939
resnet101 Recall 0.9932 0.9908 0.9939 42,508,356 | 200.27 42.29
F1 Score 0.998 0.9888 0.9927
Time 8.46 h 2.7s 1.0s
Loss : 0.0368 0.1239 0.0318
Accuracy 0.9934 0.9753 0.9879
Precision 0.9934 0.9753 0.9909
TL ResNet101 Recall 0.9934 0.9753 0.9879 4,204,548 | 49.3 46.81
F1 Score 0.9931 0.9725 0.9892
Time 443 H 2.8 s 1.1s
Loss : 0.0814 0.0822 0.148
Accuracy 0.9776 0.9753 0.9667
. Precision 0.9785 0.9769 0.9667
CNN personnalisée Recall 0.9772 0.9753 0.9667 120,852 1.53 0.132
F1 Score 0.9752 0.9738 0.9614
Time 3.46 H 2.8 S 0.4 S

TABLE III.3 — Mesures de performance des différents modeéles de CNN sur la base de données * Lymphoblastic
Leukemia ALL’ pour la classification du cancer du sang. Par. d’ap. : Parametres d’apprentissage, Esp.
Sto. :Espace de stockage.
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Les résultats des expériences menées avec différents modeles de réseaux de neurones (CNN,
MobileNetV2, ResNet101, etc.) sur les bases de données 'Blood Cells Image’ et 'Lymphoblas-
tic Leukemia ALL’ ont été présentés dans les tableaux précédents. L’analyse des résultats
permet de mieux comprendre les performances de chaque modele et de choisir celui qui offre

les meilleures performances pour la classification du cancer du sang.

I111.7.3 Comparaison générale des résultats

En comparant les résultats obtenus sur les deux bases de données, on observe que les
modeles MobileNetV2 et ResNet101 (en particulier avec 'apprentissage par transfert)
offrent de tres bonnes performances en termes de précision et de rappel. Cependant, Re-
sNet101 semble étre plus adapté aux taches complexes et aux jeux de données plus variés,
bien qu’il soit plus cofiteux en termes de temps d’entrainement.

Le modele CNN personnalisé présente des performances inférieures mais offre des avan-
tages en termes de vitesse d’entrainement, ce qui peut étre pertinent dans des scénarios ou
les ressources computationnelles sont limitées.

L’utilisation de modeles pré-entrainés avec 'apprentissage par transfert (TL MobileNetV2
et TL ResNet101) a montré des résultats améliorés, ce qui confirme que I'apprentissage par
transfert est une stratégie efficace, notamment pour des applications dans des domaines

spécialisés comme la classification d’images médicales.
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ITI1.8 Conclusion

Les résultats obtenus montrent que les modeles d’apprentissage profond sont bien adaptés
a la classification du cancer du sang a partir d’images. Les architectures pré-entrainées per-
mettent un entrainement plus rapide, mais leur succes dépend fortement de la compatibilité
entre les données source et cible. Le modele ResNet101 reste le plus performant, mais le CNN
personnalisé, grace a son efficacité et sa légereté, se révele particulierement prometteur pour
une implémentation mobile. L’application développée pourra donc s’appuyer sur un modele
équilibré comme MobileNetV2 ou un CNN compact pour garantir une performance optimale

tout en respectant les contraintes matérielles.



Développement de I’Application Mobile et Tests

IV.1 Introduction

Dans ce chapitre, nous présentons les différentes étapes de développement de ’applica-
tion mobile BloodDetect Al, destinée a assister les professionnels de santé dans le diagnos-
tic rapide du cancer du sang a partir d’images sanguines. Nous décrivons tout d’abord la
conception de l'interface utilisateur, en mettant I’accent sur ’ergonomie, 1’accessibilité et la
simplicité de navigation a travers les différentes fonctionnalités proposées, telles que I'enre-
gistrement, le diagnostic, la consultation, I’historique et la gestion du profil. Ensuite, nous
détaillons le processus d’intégration du modele de deep learning dans I’environnement An-
droid, en exposant les méthodes de conversion et d’optimisation adoptées pour garantir une
exécution efficace sur des dispositifs mobiles a ressources limitées. Enfin, nous présentons
les tests utilisateurs réalisés en conditions réelles pour évaluer la fiabilité du systeme et sa
pertinence clinique.
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IV.2 Diagrammes de formation de modéles

Le Langage de Modélisation Unifié (UML) est un outil standardisé largement utilisé
en génie logiciel pour représenter visuellement les différents aspects d’un systeme logiciel. I1
fournit un ensemble de symboles graphiques permettant de décrire la structure, le com-
portement et les interactions du systeme. Les diagrammes UML jouent un role essentiel
en tant que langage commun facilitant la communication entre développeurs, concepteurs,
parties prenantes et autres membres du projet, tout au long du cycle de vie du développement
logiciel.

Dans cette section, nous présentons notre projet a I'aide de différents types de diagrammes
UML, notamment :

— un diagramme de cas d’utilisation pour décrire les interactions entre 'utilisateur

et le systeme;

— un diagramme de séquence pour illustrer la dynamique des échanges ;

— un diagramme de classes pour modéliser la structure statique du systeme.

IV.2.1 Diagramme de cas d’utilisation

Le diagramme ci-dessous illustre les différents cas d’utilisation de I'application BloodDe-
tect AI, développée pour 'analyse et la classification du cancer du sang a partir d’images
médicales. L’acteur principal ici est le médecin, qui interagit avec I'application a travers
plusieurs fonctionnalités essentielles.

— S’inscrire et Se connecter a la plateforme;

— Analyser une image sanguine, incluant la capture ou le téléchargement de I'image

ainsi que la saisie du nom et de 1’age du patient ;

— Afficher et enregistrer le résultat du diagnostic;

— Consulter ’historique et les consultations précédentes;

— Modifier son profil, changer de mot de passe et se déconnecter.

Les relations de type « include » expriment les dépendances fonctionnelles entre les
cas d’utilisation. Par exemple, ’analyse sanguine inclut obligatoirement la fourniture d’une

image ainsi que les informations du patient.
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IV.2.2 Diagramme de Séquence
I1V.2.2.1 Systéme d’Authentification et d’Enregistrement des Utilisateurs

Ce diagramme illustre le flux des processus de connexion (Login) et de création de compte
(Inscription) dans le systeme, mettant en évidence les interactions entre l'utilisateur, le

médecin, le systeme et la base de données.

Saisie des informations de connexion (Username/Password)

alt [Données correctes]

Connexion réussie I
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"Informations de connexion incorrectes”

Saisie des informations d'inscription (Name, Email, Username, Password)

alt / [Email disponible]

"Compte cree avec succes”

.......... JueneemessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssEsssssssssssssssssssssssssEsssssesss—ee...
[Email existant]

. "Email déja enregistre”

F1GURE 1V.2 — Diagramme de séquence — Systéme d’authentification et d’enregistrement des utilisateurs

1V.2.2.2 Gestion du Profil Médecin

Ce diagramme montre comment un médecin modifie son profil dans ’application. Il pré-
sente les étapes clés : demande de modification, vérification par le systeme, mise a jour
sécurisée des données (avec chiffrement du mot de passe), et retour d’information immédiat

au médecin. Le processus garantit a la fois la sécurité et la simplicité d’utilisation.
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Application BaseDeDonnées
[

I
i Demande de modification des données

I

: Affiche le formulaire (Name, Email, Username, Password)

|
|
|
|
r 1
1
alt [Changement de Name d'utilisateur] I

|

|

Vérifie le nouveau Name

L

I
I
I
: I _Confirme ou rejette
I
I

Affiche le résultat [

Affiche le résultat !

Ficure IV.3 — Diagramme de séquence — Gestion du profil médecin

IV.2.2.3 Processus de Diagnostic et de Sauvegarde — BloodDetect AT

Ce diagramme montre le parcours complet d'une analyse sanguine dans BloodDetect
Al : le médecin saisit les données du patient et envoie I'image, le systeme effectue une
analyse a l'aide de l'intelligence artificielle pour produire un diagnostic détaillé, enregistre
automatiquement les résultats dans le dossier médical et confirme 'opération. Un processus

médical sécurisé et automatisé.
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T

PN . . 4
Médecin Application BaseDeDonnées

ref

G

Authentification Médicale

Saisie des données du patient (Nom, Age)

Téléversement de I'image d'analyse sanguine

Envoi de l'image pour analyse

Résultat du diagnostic (Type + Taux de confiance)

| Traitement de I'image (Modéle CNN) |

Affichage du rapport médical

par [Eau\mgarde"] |
| Sélection "Archiver" |

Stockage (Date + Résultat + Patient)

Sélection "Ajouter a consultation"

Mise a jour du dossier

|
|
|
I
Confirmation |
T
I
|
|

Confirmation

| _ Notification "Sauvegarde réussie"" !

ref

Mise & Jour des Données Médicales

F1GURE IV.4 — Diagramme de séquence — Processus de diagnostic et de sauvegarde dans BloodDetect Al
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I1V.2.3 Diagramme de Classe

Un médecin effectue une analyse sanguine pour un patient. Cette analyse produit un
diagnostic, qui est enregistré dans I'historique des diagnostics. Ensuite, une consultation est
créée et résumée via une vue dédiée. Le systeme prend en charge 'authentification, la mise

a jour du profil, ainsi que d’autres fonctionnalités liées a la gestion des utilisateurs.

© Doctor

o doctorld: String

o username: String

o email: String

o password: String

o country: String

o role: UserRole = DOCTOR

o login(email: String, password: String): Boolean
o register(): Boolean

o updateProfile(): Boolean

o changePassword(): Boolean

o changeEmail(): Boolean

o changeUsername(): Boolean

o changeName(): Boolean

o diagnose(bloodimage: Image): DiagnosisHistory | 1
o viewConsultations(): List<ConsultationView>

o addConsultation(patientld: String): Consultation
o saveToHistory(analysis: BloodAnalysis): Boolean

treats
0

© Patient
o patientld: String

performs | 5 name: String
o age: Integer

o getPatientinfo(): Map<String, dynamic>

provides

0.. 0..*

© BloodAnalysis

o analysisld: String

o doctorld: String

o patientld: String

o imagePath: String

o date: DateTime

o result: DiagnosisResult
o confidence: Float

o notes: String

o analyzelmage(): DiagnosisResult
o saveResult(): Boolean
o getAnalysisReport(): Map<String, dynamic>

1]
lgenerates

1

© DiagnosisHistory

o historyld: String

o patientld: String

o doctorld: String

o analysisld: String

o date: DateTime

o result: DiagnosisResult
o confidence: Float

© Consultation

o consultationld: String

o doctorld: String

o patientld: String

o bloodAnalysisld: String

o consultationDate: DateTime

o notes: String o getConsultationView(): ConsultationView
o getFormattedResult(): String 1)
igenerates
1]

© ConsultationView

o patientName: String
o patientAge: Integer
o diagnosis: DiagnosisResult

o display(): String

FiGure IV.5 — Diagramme de classe du systeme
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IV.3 Technologies pour le Développement Mobile

IV.3.1 Android Studio

Android Studio est un environnement de développement intégré (IDE) officiel de Google
pour la création d’applications mobiles Android. Il propose un éditeur de mise en page visuel,
permettant aux développeurs de concevoir des interfaces complexes et de les prévisualiser
sur différentes tailles d’écran et appareils.

Ce logiciel offre plusieurs fonctionnalités essentielles :

— Un éditeur de code source et de ressources.

— Des outils de compilation basés sur Gradle, un systeme de construction performant

permettant d’automatiser la génération de projets.

— Des outils de test, de débogage et d’optimisation.

Android Studio permet ainsi aux développeurs :

— de créer des interfaces utilisateurs avancées et adaptatives,

— de réduire la taille des applications générées,

— d’utiliser des émulateurs rapides pour tester les applications,

— de bénéficier de statistiques en temps réel,

— de configurer des constructions personnalisées, etc.

IV.3.2 Utilité d’Android Studio

Android Studio joue un réle essentiel dans le cycle de vie du développement des applica-
tions Android. Il centralise tous les outils nécessaires au développement, aux tests, et a la
distribution des applications mobiles.

Grace a son éditeur de code intelligent, a sa gestion efficace des ressources, et a 'intégra-
tion d’outils de débogage et d’analyse, Android Studio facilite la conception d’applications
performantes, adaptées a divers formats d’écrans.

Il permet également :

— de simuler différents environnements Android via des émulateurs,

— de surveiller les performances des applications en temps réel,

— d’optimiser le code et les ressources,

— d’améliorer la qualité des applications livrées sur le Google Play Store.
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FIGURE IV.6 — Environnement Android Studio

IV.4 Conception de l’interface utilisateur

IV.4.1 BloodDetect AI — Connexion ou Inscription

Ecran d’accueil de Papplication *BloodDetect AT*, affichant le logo et le nom de 'appli-
cation. La page principale propose deux boutons : **Login** pour se connecter et **Sign
Up™* pour créer un nouveau compte. Elle permet a l'utilisateur de commencer & utiliser

I’application.

i

BloodDetect Al

F1cURE IV.7 — BloodDetect AT — Connexion ou Inscription

IV.4.2 Login et Sign Up

La page d’inscription permet aux médecins de créer un compte en saisissant leur nom, e-
mail, nom d’utilisateur et mot de passe. La page de connexion leur permet ensuite d’accéder

a leur espace personnel en utilisant leur nom d’utilisateur et mot de passe.
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’\ Sign Up

Login

Nat yet registered? Sign Up Alreacy an user? Login

FIGURE IV.8 — Pages de connexion (Login) et d’inscription (Sign Up)

IV.4.3 Ecran d’accueil de I’application Doctar

Cet écran s’affiche apres la connexion du médecin. Il affiche le nom d’utilisateur et propose
quatre boutons : **Diagnosis** (faire un diagnostic), **Consultation™* (consulter un expert),
**History™* (voir I’historique médical), et **Settings** (parametres). Un bouton **Back**

permet de revenir a 1’écran précédent.

Doctar

Al Application for Rapid Blood
Cancer Diagno:

FIGURE IV.9 — Ecran d’accueil de Iapplication Doctar — Diagnostic rapide du cancer du sang
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IV.4.4 Page de diagnostic sanguin

Cette page permet au médecin d’enregistrer un patient, de charger une image sanguine et
d’obtenir un diagnostic rapide et précis grace a l'intelligence artificielle. Apres analyse, elle

affiche les résultats pertinents et recommande une consultation médicale en cas d’anomalie.

’\ Blood Analysis

Register the patient and get an immediate and )
accurate diagnosis Résultat: basophil

Patient hlame: Detected Cell: Basophil

Explanation:

- Basophils are white blood cells involved in
Age: allergic and inflammatory reactions.

-Increased levels may indicate allergies or

certain blood disorders.

Recommendation
Consult a hematology specialist if
abnormalities persist

el @
&,

Diagnose

..E

|
-

0% -

FI1GURE IV.10 — Page de diagnostic sanguin : enregistrement du patient et affichage des résultats détaillés

IV.4.5 Historique des analyses sanguines (History)

Cette page affiche de maniere détaillée I’historique d’une analyse sanguine spécifique. Elle
présente clairement le résultat du diagnostic, le taux de fiabilité, ainsi que les informations

du patient : nom, age, date et heure de ’analyse.
’\ History
=]

5] Resultat

B

[5] confiance
=]

[5) 18/0512025 23:58:59 | amine | 54| Patient

B

-

[ Age
=]

5 Resuitat

=]

FiGure 1V.11 — Historique des analyses sanguines
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IV.4.6 Gestion des consultations

La page de gestion des consultations présente la liste des consultations avec des informa-
tions résumées. Elle permet de naviguer vers les détails de chaque consultation. Ces derniers

incluent définitions, complications possibles, traitements recommandés et conseils médicaux.

e Consultation €

Manage your consultations efficiently e Patient Name: amine
2 Nom:in >
Q@ Age:23
[@ Résultat : basophil Result: basophil

= Definition:

Basophils are white blood cells invalved in
£ Nom: amine > allergic reactions and inflammatary responses.
Q@ Age:54 ol ,

. - Possible Complications:
B Resutat:basophil ~Chrenic inflammation

- Autoimmune diseases like lupus)

~Gertain blood cancers (chronic myeloid

leukemia)

« Treatment Options:

-Corticosteraids (e.9. Prednisone)

Antihistamines

- Managing underlying conditions

- Advice

Avaid allergens, follow a healthy diet, and

conduct regular blood checkups.

e Severe Condition

FIGURE IV.12 — Gestion des consultations

IV.4.7 Paramétres de compte (Settings) et modification du profil

La page **Settings** permet a I'utilisateur d’afficher ses informations de profil et d’accé-
der aux options de modification du profil ou de déconnexion. La page **Edit Profile** permet
a 'utilisateur de mettre a jour ses informations personnelles (nom, e-mail, nom d’utilisateur

et mot de passe), puis d’enregistrer les modifications.
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AEvin

adaikainsaf

adaika24 Edit Profile

adaikainsaf
adaikainsaf@gmail.com

adaika24

FIGURE IV.13 — Parametres de compte et modification du profil

IV.5 Intégration du modele

L’intégration du modele de deep learning dans une application mobile constitue une étape
cruciale pour exploiter les résultats de 'apprentissage automatique en conditions réelles.
Apres 'entrainement sur des données médicales, il est nécessaire d’adapter le modele aux
contraintes matérielles et logicielles des appareils Android. Cette intégration repose sur deux
étapes essentielles : la conversion du modele dans un format optimisé pour les dispositifs
mobiles et 'optimisation des performances pour garantir une exécution fluide, rapide et

économe en ressources. Cette section détaille les méthodes et outils employés.

IV.5.1 Conversion du modéle

Apreés Pentrainement des modeles de deep learning (CNN personnalisé, MobileNetV2,
ResNet101) avec TensorFlow, ceux-ci doivent étre convertis vers un format compatible avec
Android. Pour cela, nous avons utilisé TensorFlow Lite (TFLite), permettant une exécution
efficace sur mobiles et systemes embarqués.

La conversion s’effectue avec **TensorFlow Lite Converter**, qui transforme un modéle
(.h5 ou SavedModel) en fichier .tflite.

Deux méthodes sont possibles :

— Via la ligne de commande (CLI)

— En Python, via ’API TFLite

Exemple en Python :

import tensorflow as tf
model.save(’my_model .h5")
print ("Model saved as my_model.h5")



converter = tf.lite.TFLiteConverter.from_keras_model (model)

converter.optimizations = [tf.lite.Optimize.DEFAULT]

tflite_model = converter.convert()

with open( , ) as f:
f.write(tflite_model)

print( )

Cette étape est essentielle pour intégrer le modele dans 'application Android a 'aide de
I’API TensorFlow Lite Interpreter.

IV.5.2 Optimisation des performances

Une fois le modele converti en format TFLite, il doit étre optimisé pour une exécution
rapide et fluide sur des smartphones limités en ressources (RAM, processeur, GPU, etc.).
Plusieurs techniques ont été utilisées :

Quantification : réduction de la précision des données Elle consiste a remplacer
les poids et activations en float32 par des int8 ou float16, ce qui :

— Réduit la taille du modele

— Accélere l'inférence

— Diminue la consommation mémoire et énergétique

Exemple de quantification dynamique :

converter.optimizations = [tf.lite.Optimize.DEFAULT]

tflite_quant_model = converter.convert()

IV.6 Tests de application

Une fois le développement et I'intégration du modele terminés, des tests approfondis sont
nécessaires pour évaluer la performance, la fiabilité et I’ergonomie de I'application dans un
contexte réel. Ces tests simulent 1'usage en milieu clinique et recueillent 1’avis de profession-

nels de santé.

IV.6.1 Tests utilisateurs

Les tests utilisateurs ont été réalisés en collaboration avec des médecins biologistes et des
techniciens de laboratoire. Cette étape permet d’évaluer :

— La précision des prédictions

— L’expérience utilisateur

— La facilité d’utilisation

— L’adéquation aux besoins du personnel médical
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IV.7 Conclusion

Ce chapitre a mis en lumiere le processus complet de transformation d’un modele d’intel-
ligence artificielle en une application mobile fonctionnelle, intuitive et adaptée au domaine
médical. De la conception d’une interface utilisateur conviviale a l'intégration et I'optimi-
sation du modele de deep learning, en passant par la validation par des professionnels de
santé, chaque étape a été congue pour assurer la robustesse, la performance et la facilité
d’utilisation de BloodDetect Al. Les tests réalisés confirment la pertinence de cette solution
numérique dans le cadre d’un usage médical, posant ainsi les bases d’un outil intelligent
et portable pour le diagnostic précoce du cancer du sang. Les résultats obtenus ouvrent la
voie a de futures améliorations, notamment en termes de précision, de personnalisation et

d’intégration avec d’autres systémes de santé.
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Conclusion Générale

Dans un paysage médical en constante évolution, ot la demande en solutions
de diagnostic rapides et fiables ne cesse de croitre, I'intégration de l'intelli-
gence artificielle (IA) dans les processus cliniques s'impose comme un levier
stratégique majeur. Ce projet s’est inscrit pleinement dans cette dynamique,
en développant une application mobile dédiée a la classification automatisée du
cancer du sang a partir d’images microscopiques, combinant ainsi innovation
technologique et utilité clinique.

En s’appuyant sur la puissance des algorithmes d’apprentissage profond,
plusieurs architectures de réseaux de neurones convolutifs (CNN) ont été congues
et évaluées, notamment un modele personnalisé, MobileNetV2 et ResNet101.
Afin de garantir une exécution fluide et efficace sur les appareils Android, les
modeles entrainés ont été convertis au format TensorFlow Lite, en recourant
a des techniques avancées d’optimisation telles que la quantification et 1'utili-
sation de délégués matériels.

L’évaluation approfondie des performances — en termes de précision des
prédictions, de rapidité de traitement et d’ergonomie — ainsi que les retours
positifs des professionnels de santé ayant testé l'application en contexte cli-
nique, ont confirmé sa fiabilité et son potentiel en tant qu’outil d’aide au
diagnostic. Ce projet met ainsi en évidence 'importance de l'interaction entre
la technologie et l'expertise médicale, contribuant a améliorer la qualité des
diagnostics précoces et a réduire les erreurs humaines.

Enfin, ce travail ouvre des perspectives de développement prometteuses,
notamment l'intégration d’autres types de cancers hématologiques, ’enrichis-
sement du jeu de données, ainsi que 'ajout de fonctionnalités avancées telles
que la segmentation automatique des cellules et 'explicabilité des décisions du
modele via des méthodes d’interprétabilité comme Grad-CAM. Ces évolutions
futures permettront de renforcer davantage I'impact clinique de I'application
et d’accompagner les professionnels de santé dans leur pratique quotidienne.
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