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Introduction

Lung cancer is a major health concern in Algeria.

In 2022, it ranked among the most diagnosed cancers,
with 5,040 new cases. ‘
Among men, it had the highest cancer-related death
rate, with an incidence of 19.5 and mortality of 17.9
per 100,000 (GLOBOCAN, 2022).




Cancer Statistics in Algeria (2022)
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Statistics at a glance, 2022
Males Females Both sexes
Population 22 912 687 22 437 454 45 350 141
Algeria
Number of new cancer cases 29 387 35326 64 713
Age-standardized incidence rate 130.6 152.2 141.2
Risk of developing cancer before the age 14.1 15.1 146 N
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Introduction | Lung Cancer Types

Lung Cancer Types

v

Adenocarcinoma Sigmous Cell Carcinoma Large Cell Carcinonna




Introduction | TRADITIONAL SLIDE DIAGNOSIS
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slide preparation slides scanning Whole slide image Manual Whole slide
Image Analysis



Limitations of Traditional Lung Cancer Diagnhosis

Time-intensive Process

Manual examination of
tissue samples creates
significant diagnostic
delays.

N 4

Diagnostic Variability

Substantial inter-observer
differences among
pathologists affect

consistency.

N 4

i
Volume Challenges
Rising cancer incidence is

overwhelming existing
diagnostic capacity.
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Limited Standardization

S

Inconsistent sample
preparation and
interpretation practices
across institutions
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Problem Statement



Al Solutions in Literature: Limitations

01

Limited
Diagnostic Scope

Focus only on cancer
subtypes and fail to
detect normal tissue

Limitations

|
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Explainability
Gap

Operate as "black
boxes," limiting clinical
trust and adoption

|
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Dataset Biases

Non-diverse training
data leads to poor
performance across
varied demographic
groups

04

Workflow
Integration

Integration failing with
existing clinical
systems
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Proposed Solution

02 03

01 Clinical Integration ~ Efficiency Improvement (4
Integration with current reduce diagnostic time
pathology workflows and improve accuracy

Interpretable Results
Provides transparent
reasoning

Decision Support

Augment pathologist
expertise

Solutions

1
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Related Work




Overview of Leading MIL Methods

Approach | Year Learning Training/Inference Clinical
Paradigm Speed Interpretability
Quality
2021 Weakly /Fast Good
Supervised +
Clustering
2021 Correlated Slow/
instance learning
2021 | Self-supervised + Fast/Fast
supervised
2025 Channel-aware /Fast

feature learning
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Our work

Adopt CLAM architecture to classify lung cancer subtypes.

Train and Evaluate the model using the public CPTAC
dataset.

Generate heatmaps highlighting regions of interest (ROIs)
using attention scores.

Integrate the model into a web application.

Validate heatmaps quality by comparing model outputs with
pathologist-provided annotations.
14



Why Not Traditional CNN ?
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Methodology




Operational steps

2- Preprocessing 4- Explainability (XAl)
e Tissue Segmentation e Attention Scores
e Patching e Generate Heatmap over WSI

e Feature Extraction

1- Data Acquisition 3- Deep Learning Model 5- Model Validation

Whole Slide Images (WSls) Train a model that Validate the model with
collected from public classifies each slide into unseen data
dataset (TCGA) LUAD, LSCC or Normal with

high accuracy

17



1- Data Acquisition

Data-set Description Data-set Split

@ Distribution of slide labels in the CPTAC dataset

750
. Normal 588 . 73
Lscc 543 l 68

LSCC LUAD
Train . Validation Test

(%))
o
o

Luad 535

(%
o
o

o
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Whole Slides Labels

500

450

400

)
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2- Preprocessing

1- Segmentation &

Background removing

\_

~

Isolate tissue regions
from WSI.
Remove background.

/

2- Patching

Divide tissue regions.
Ensure consistent
magnification across
patches.

~
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/
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Convert image tiles into
feature vectors.
Using a pre-trained CNN.
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Step 1: Removing background and Patching

Segmentation process
(removing background)

Patching process

Grayscale image segmented tissue Output : 256*256 pixels
extracted patches saved in
HDFS5 format

20



Segmentation
Params

Patching Params

Parameter

Segmentation
Level

Saturation
Threshold

Close

Area Threshold

Area holes

Max_n_holes

Parameter

Patch Level

Patch Size

Step Size

Value

100

16

Value

256

256

Description

Resolution level used for segmentation -1 indicates
the lowest available resolution level in the WSI

determine if a pixel belongs to tissue based on its
color saturation

Size of the morphological closing operation to fill
small holes and gaps in tissue regions

Minimum area threshold for keeping a tissue region.
Regions smaller than this are removed

Minimum hole area to be considered for removal
from tissue mask

Maximum number of holes allowed per tissue region

Description

The resolution level of the WSI from which patches are
extracted (O is is for the best details)

Size of each patch

This control how far to move when extracting the next
patch it determines the overlap between adjacent patches

21



Step 2 : Feature Extractions

®

Passing to pretrained
Encoder Extract numerical features

>

256*256 ResNet50
extracted patches

IIIKI

1024
Feature vector
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What is Next ?

WSI

Bag Of Instance

patches Instance features
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3- Deep Learning Model

Single-Branch S@ %"

Components

Attention Branches

Slide Representation

Slide-Level Classifier

Patch-Level Classifier
(Clustering)

Single Branch

Single Attention Pathway (one
attention score per patch)

A single aggregated slide-level
representation

A single classifier acts on the
aggregated slide-level
representation

A single patch-level objective
based on general attention.

Multi-Branch

Multi Branch

Multiple Attention Pathways (class-
specific attention score per patch)

3 class-specific slide-level
representations (Normal, Luad,
Lscc)

3 parallel classifiers act on 3 class-
specific representations

N parallel patch-level objectives
based on class-specific attention.

N
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3- Deep Learning

Model

[
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3- Deep Learning

M Odel ¥ = [INormal, JrLUAD, JLscc]
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Training HyperParameters

Parameter
Maximum epochs
Learning rate
Optimizer

Bag loss
Instance loss

Bag weight
Dropout rate

Early stopping

Value

200

0.0002

Adam

Cross-entropy (ce)

Smooth Top-1 SVM
(svm)

0.7

0.25

True

27
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Experimental Results



Results | Evaluation Metrics:

Single Branch

Accuracy = 89%

Accuracy = 88%

accuracy

precision

recall

f1_score

specificity

Normal | 0.9962455606 | 0.971153846 | 0.9466666667 0.9726027397 | 0.9594594595 | 0.9703703704
Luad 0.9611516884 | 0.913461538 0.9152542373 0.8059701493 0.8571428571 0.9645390071
Lscc 0.9712184874 | 0.913461538 0.8378378378 0.9117647059 0.8732394366 0.9142857143

auc accuracy precision recall f1_score specificity

Normal 0.998782344 0.971153846 0.971830985 0.9452054795 @ 0.9583333333 | 0.9851851852
Luad 0.96305705 0.894230769 0.816901408 0.8656716418 | 0.8405797101 0.9078014184
Lscc 0.970378151 0.903846153 0.86363636 0.8382352941 @ 0.8507462687 0.9357142857

C )
g
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Results |

Single Branch Model

Luad Nermal

Lsee

Confusion Matrix

Normal Luad

"
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Results | ROC Curve:

Multi-class ROC Curve

04

I C_J

0.8
Class 0 (Normal): AUC = 1.00 o6
Class 1 (LUAD): AUC = 0.96
. 0.4 1
Class 2 (LSCC): AUC = 0.97 ,
0.2 4 -
- : —— Class 0 (AUC = 1.00)
~  Class 1 (AUC = 0.96)
0o — Class 2 (AUC = 0.97)
00 02 04 06 08 10
False Positive Rate /

N
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Pathologist business card

Dr.KHELIFI.N Ep KARASAD ¢

“TABORATOIRE D'ANATOMIE ET DE™
CYTOLOGIE PATHOLOGIQUES

-Dipléome spécialiste au CPMC

-Ex assistante a I'EPH de Biskra

-Ex assistante au CHU de Beni
Messous

06.70.18.18.80/05.57.33.52.00 @

laboanapath.tolga@gmail.com @ T
52 Rue des fréres Moumi-Tolga- @ 7

PRD e el

w Qg,
: (%
Dr.
Lab @ b)(a.ﬂ (ks 9 7y e
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Pathologist validation

S

Pathologist Validation Report

Al-Generated HeatMap Analysis for Lung Pathology (LungPathAl)

Validating Pathologist: Dr. Khehfi N Ep karasad

Institution/Affiliation: Ex assistante at EPH biskra / CHU at bemt messous
Board Certifications: Anatomic Pathology

Date of Vahidation: 20/05/2025

Al System Under Review: LungPathAl Heat Map

Developers: Ouamane Takieddine, Cherifi Kacem, Guesbaya Islem
Supervisor: ABIR belaala

Cases Reviewed: 10 lung pathology specimens
o Lung Adenocarcinoma (LUAD)
e Lung Squamous Cell Carcinoma (1.SCC)
o Nomual Lung Nssue

Valid; Method: Independ hologist review comparing Al-generated heat map outputs against

) 1
¥ b

toard B

Based on my review as a board-centified pathologist with expertise in lung pathology, | hereby
vahdate that:
The LungPathAl heat map g system prod linically relevant outputs that accurately

identify pathologically sigmficant arcas in lung tissue specimens.
The heat maps demonstrate sufficient accuracy and clinical utility to serve as an effective diagnostic
aid when used under appropriate pathologist supervi

Recommendation: APPROVED for clinical use as & supplementary diagnostic tool in lung pathology
practice.

Limitations: This validation is based on the specific case cohort reviewed. The Al system should be
used as an adjunct to, not repl for, standard pathological C d 2
and pes revalidation are recommended.

TN Fp KARASAD
Date: 15062025

"
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5- Explainability (XAl)

Annotated WSI by expert Generated Heatmap Overlay

Region
of Interest
(High attention)

)
—/
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Platform Development




Platform Development | Design

%94 LUAD

Data
Preprocessing
Al Model

%4 Normal %2 LSCC

Flask API
Model response

Regions of Interest
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Upload WSI

pathologist
Database
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Platform Development | Design

1- Use Case Diagram

<<Al Model>>
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Platform Development | Design

2 - Sequence Diagram
(Al Diagnosis Scenario) e

L
ref i I \‘ I |
Validate Result H’ }\ ! |
i f dSaveQuery (wsi,t ediction_r#sul(s,.“)
) Login Authentication |
i SNSRI SO | —— S ——
,,,,,,,,,,,,,,,,,,,,, 1 DBrespond M
Successfully Validated I “ ‘ |
Il y | | il
| T t “ | ‘
Palhhlogist | }‘ \‘ | |
| | I I
F — J———————me———————— e e e = = = - — - - — — - — - — — — =
[manually diagnosis] SR | | TJ\,_ TT
Y ] | ! !
alt 1] Tty Up . T I il
ref f | \‘ | [
I h All \ i l /!
I ‘ Il /!
| | Manual Dlagnosis | |
| Predict Canc: > | “ ‘ [
| | AilnferencingRequest() I ‘ ‘
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= || i il
| ‘ | | 1
| | PredictCancerType(Preprocess
[ p
Prediction Result CEEEHACEE

I
|
‘ ‘ T
I
. I
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Platform Development | Tools

N
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https://docs.google.com/file/d/13DWCgDdrG7_QeyRlmE4gQI4iOpdV2IDu/preview
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Conclusion




Conclusion

Leveraging deep learning techniques to enhance
Histopathology diagnosis accuracy by
training a model on WSis for lung cancer subtype
classification

Provides clinical explainability through
attention-based heatmaps

Integrate the validated model into a web application

"
N
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Future Perspectives

Expanding the dataset from diverse institutions
and regions to improve model generalizability

Include multi modal approach by Combining
histopathological image features with clinical data

Implementing comprehensive multi-user collaboration
features

"
N
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Thank you



https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
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