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ABSTRACT

A Software Product Line is a set of software products that share a number of core properties but also differ
in others. Differences and commonalities between products are typically described in terms of features. A
software product line is usually modeled with a feature diagram, describing the set of features and
specifying the constraints and relationships between these features. Each product is defined as a set of
features. In this area of research, a key challenge is to ensure correctness and safety of these products.
There is an increasing need for automatic tools that can support feature diagram analysis, particularly
with a large number of features that modern software systems may have. In this paper, we propose using
model transformations an automatic approach to validate products according to dependencies defined in
the feature diagram. We first introduce the necessary meta-models. Then, we present the used graph
grammars to perform automatically this task using the AToM3 tool. Finally, we show the feasibility of our
proposal by means of running examples.
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1. INTRODUCTION

Software product line (SPL) engineering is an approach for developing families of software
systems. The main advantage over traditional approaches is that all products can be devel oped
and maintained together. This technique has found a broad adoption in severa branches of
software production. Feature models [1] are widely used in domain engineering to capture
common and variant features among the different variants. A Feature Diagram is a hierarchicaly
structured model that defines the features and their relationships. Each product is defined as a
combination of features. One of the mgjor problems is the validation of products from a structural
viewpoint. Generaly, this task becomes difficult with alarge number of features. To remedy this
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problem, development of automatic tools for verification proves necessary. In this research area,
we are interested by model transformations approach [2].

Model transformations are a very useful in the evaluation, validation, manipulation and
processing of diagrams. They are performed by executing graph grammars [3]. A graph grammar
is composed of rules. Each one has a graph in their left and right hand sides (LHS and RHS).
Rules are compared with an input graph called host graph. If a matching is found between the
LHS of arule and a subgraph in the host graph, then the rule can be applied and the matching
subgraph of the host graph is replaced by the RHS of the rule. Furthermore, each rule may aso
have application conditions that must be satisfied, as well as actions to be performed when the
rule is executed. A graph rewriting system iteratively applies rules of grammar in the host graph,
until no rules are applicable.

In this paper, we propose an automatic framework based on this technigque to check the validity of
SPL products according to the dependencies defined in the feature diagram (FD). First, we verify
parental relationships by exploring the FD tree in an up-bottom manner from the root to leaves.
Then, we deal with the cross-Tree constraints. Analysis results will be edited in atext file.

The remainder of this paper is organized as follows: In section 2, we discuss some related works.
Section 3 provides the background of our approach. We recall some basic notions about FD
diagrams and give an overview of graph transformations technique. In Section 4, we present our
proposal. We illustrate our framework through some examples in section 5. Finally, section6
concludes the paper and gives some perspectives of thiswork.

2. RELATED WORK

Research in the field of SPL is becoming increasingly important, particularly through its ability to
increase software reuse. The success of this approach is conditioned by the correctness of fina
products. With a high degree of variability, automated analyses and verification are crucia. Over
the past few years, a great variety of proposals had been proposed.

Mannion in [4] proposed the adoption of propositiona formulafor formally representing software
product lines. The principa idea is that variability and commonality are trandated into a
propositional formula where the atoms represent features and the formulais valid if and only if a
given configuration is admissible. This idea has been extended by creating a connection between
feature models, grammars and propositional formula by Batory [5]. In [6], context-free grammars
have been used to represent the semantics of cardinality-based feature models. This semantic
interpretation of afeature model relates with an interpretation of the sentences recognized asvalid
by the context-free grammar. Sun et d. in [7] proposed a formalization of FMs using Z and the
use of Alloy Analyzer for the automated support of the analyses of FMs. Wang et a. in [8] have
proposed an approach to modeling and verifying feature diagrams using semantic Web Ontology
Language (OWL). The authors have deployed OWL reasoning engines to check for the
inconsistencies of feature configurations fully automatically. The specialists in the field asserts
that three of the most promising proposals for the automated analysis of feature models are based
on the mapping of feature models into Constraint Satisfaction Problem (CSP) solverq 9],
propositional SAT is fiability problem(SAT) solvers [10] and Binary Decision Diagrams (BDD)
[11]. The basic ideain CSP solversisto find states where al constraints are satisfied. Somewhat
similar to CSP solvers, SAT solvers attempt to decide whether a given propositional formulais
satisfiable or not, that is, a set of logical values can be assigned to its variables in such away that
makes the formula true. Also, BDD is a data structure for representing the possible configuration
space of a Boolean function, which can be useful for mapping a feature model configuration
space. For more details see [12], where Benavides presented a comprehensive literature review on
the most important techniques and tools.
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Nowadays, graph transformations are widely used for modelling and analysis of complex systems
in the area of software engineering [13]. In [14], the authors have proposed a tool that formally
transforms dynamic behaviours of systems expressed using Unified Modelling Language (UML)
Statechart and collaboration diagrams into their equivalent colored Petri nets models. Zambon et
a. in [15] have proposed an approach for the verification of software written in imperative
programming languages. The treatment was based on model checking of graph transition systems.
They used an explicit representation of program states as graphs, and they specified the
computational engine as graph transformations. In [16], it has proposed an approach to extract
and integrate the paralel changes made to Object-Oriented formal specifications in a
collaborative development environment. This approach alows combining the paralel changes
made while addressing any merging conflicts at the same time. The authorsin [17] have proposed
an automatic approach to check UML models using the graph transformations approach. The idea
was to map Class Diagrams, StateCharts and Communication Diagrams into a single Maude
specification. Properties verification is performed using the Linear Tempora Logic (LTL) Model
Checker.

In previous work [18], we have proposed an automatic approach for behavioura analysis of SPL
products. The current paper concerns the structural validation.

3. BACKGROUND

3.1. Feature M odelling

Research on feature modding has received much attention in software product line engineering
community. Feature-Oriented Domain Analysis (FODA) [1] is the most the most popular. The
success of this approach resides in the introduction of feature models, which contain a graphica
tree-like notation that shows the hierarchical organization of features. In the tree, nodes represent
features, edges describe feature relations. A single root node represents the domain concept being
modeled. Figure.1 depicts a simplified feature model of a mobile phone SPL.

Mobile-Phons

~QOptional
- Mandatory l

-0R ‘

-XOR A

! 1]
] - Beguirz ___p
-------- o ~Exclude <--»

Figure 1. Feature diagram of a mobile phone product line

Current feature modeling notations may be divided into three main groups. Basic feature models,
Cardinaity-based feature models and Extended feature models. In this work, we are only
interested on basic feature models. Relationships between a parent feature and its child features
(or subfeatures) are:

Mandatory: If the father featureis selected, the child feature must be selected.
Optiond: If the father feature is selected, the child feature may be selected but not
necessarily.
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«  XOR: If the father feature is selected, exactly one feature of the children features must be
selected.

« OR: If the father feature is selected, at last one feature of the OR-child features must be
selected.

In addition, cross-tree constraints are allowed. The most common are:

Require: The selection of source feature implies the selection of the destination.
«  Exclude: both features cannot be part of the same product.

The success of software product line approach is conditioned by the correctness of final products.
Modeling errors will inevitably affect the following steps. At this level, we must ensure that the
products are valid of a structura point of view. From the Maobile phone feature model (Fig.1),
consider the following configurations:

« Py Mobile-Phone, Calls, Screen, Basic, Media, MP3
«  P,: Mobile-Phone, Calls, GPS, Screen, Basic, Media, MP3

Weremark that P; is correct; however P isinvalid.
3.2. Model Transformations

Raising the abstraction level from textual programming languages to visual modeling languages,
model transformation techniques have become more focused recently. They are successfully
applied in several domains. The trandation is performed by executing graph grammars which are
ageneralization of Chomsky grammars for graphs[2]. A graph transformation rule (Figure.2) isa
specid pair of pattern graphs caled left hand side (LHS) and right hand side (RHS). They are
defined such that an instance defined by the LHS is substituted with the instance defined in the
RHS when applying such rule. Rules are local in a sense that they handle only a small amount of
model elements, and therefore the designer does not need to concentrate on the entire
transformation problem.

Transformation Bule B

Hosi Graph IHS RHS Host Graph

Figure 2. Graph transformation rule

In the rewriting process, rules are evaluated against an input graph, caled the host graph. If a
matching is found between the LHS of a rule and a subgraph of the host graph, then the rule can
be applied. When a rule is applied, the matching subgraph of the host graph is replaced by the
RHS of the rule. Rules can have applicability conditions, as well as actions to be performed when
the rule is applied. Generadly, rules are ordered according to a priority assigned by the user and
are checked from the higher priority to the lower priority. After a rule matching and subsequent
application, the graph rewriting system starts again the search. The graph grammar execution
ends when no more matching rules are found.
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In the field of graph transformation, the meta-modeling technique is widely used to describe the
different kinds of formalisms needed in the specification and design of systems. To define a meta-
model, we have to provide two syntaxes. On one hand, the abstract formal syntax to denote the
formalism's entities, their attributes, their relationships and the constraints. On the other hand, the
concrete graphical syntax to define graphical appearance of these entities and relationships. The
advantage of this technique is that the generated tool accepts only syntactically correct models
according to the formalism definition.

AToM?[18] isavisual tool for meta-modeling and model transformations. Its meta-layer allows a
high-level description of models using the Entity-Relationship (ER) formalism extended with the
ability to specify the graphical appearance. Once the meta-model of a given formalism is defined,
AToM? generates automatically an interactive environment to visually manipulate (create and
edit) models. Inthe LHS of rules, the attributes of the nodes must be provided with values which
will be compared with the nodes attributes of the host graph during the matching process. These
attributes can be set to <ANY> or have specific values. In order to specify the mapping between
LHS and RHS, nodes in both LHS and RHS are identified by means of labels (numbers). If a
node label appearsin the LHS of arule, but not in the RHS, then the node is deleted when the rule
is applied. Conversely, if a node label appears in the RHS but not in the LHS, then the node is
created when the ruleis applied. If anodeis created or modified by arule, we must specify in the
RHS the appropriate Python code to calculate its attributes' values. In addition, AToM? alows the
use of global attributes accessiblein al of the graph grammar rules.

4. A GRAPH TRANSFORMATION APPROACH FOR STRUCTURAL VALIDATION
OF SPL PRODUCTS

In this section we present our proposal. To facilitate the processing, we prefer at first trandating
the FD diagram into a decorated tree noted D-Tree. The purpose is to obtain a model easier to
explore. Then, the validation of a given product will be performed by dealing this D-Tree modd.
The verification result is edited in atext file. So, as seen in figure Figure.3, we have two graph
transformations to realize.

rm—————-= - r-——————= n
| Feature Diagram | | Decorated Tree |
| Meta-Model | | Meta-Model |
| e I
Generate : Tool Generate : Tool
¥ ¥
Feature Diagram | 1"GG | Decorated Tree
Model v Model
Featurss Venfication
Selection Results

Figure 3. The general outline of the proposed approach

In the following, we first present the proposed meta-models for FD and D-Tree formalisms. Then,

we introduce the used graph grammars.
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5.1 Meta-Modeling

FD meta-model: Itiscomposed of:

«  Feature Entity: Each feature has three attributes:
o Itsidentifier Name.
o A boolean attribute called isRoot used to identify the root feature.
o A boolean attribute called isSelected used to specify selected features.
+ OR Reationship, XOR Relationship, Mandatory Relationship, Optional Relationship,
Include Relationship and Exclude Relationship.

We note that all of these relationships don’t have attributes, but differ in their graphic appearance.
They are adjusted according to their appropriate notations.

D-Tree meta-model: It consists on:

Node Entity: It has four attributes:

o Name: toidentify the node.

o Thesame, two Booleans: isRoot and isSelected.

o Count-SelectedChilds: used to specify the number of its selected children.
GenericLink Relationship: This association represents links between nodes in the D-Tree
model. Graphically, they have the same appearance. To differentiate them, we added an
attribute called RelationType.

5.2 Defining the Graph Grammars

1% GG: FD to D-Tree:

The purpose of this grammar is to trandate the FD diagram into an equivalent D-Tree model. In
addition, it calculates the number of children for each feature. To perform this treatment, we
propose a graph grammar with eight rules (Figure.4).
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Figure 4. FD to D-Tree graph grammar

Treatment begins with the creation of the D-Tree nodes. Each time the rewriting system locates
an FD feature and associates it to a new D-Tree node. The attributes Name, isRoot and isSelected
are copied with the same values. To do this, we use a temporary attribute called Trandated to
indicate whether each FD feature has been previoudly treated or not. Then, we move on the
creation of the D-Tree links. At this level, each FD relationship is transformed into a D-Tree
GenericLink. The attribute RelationType is set according to the FD relationship type. At the same
time, for each node, we count the number of the selected children. It will be used in the next step.
Finaly, we clean the created D-Tree modd of the FD features.

The execution of rules N°2, N°3, N°4, N°5, N°6 and N°7 is not subject to any condition. Thisis
because in the application of each one, there is dways deleting of the FD relationship, and
therefore this treatment does not reproduce. This alowed us to avoid the use of other temporary
attributes and get rid FD relationships at same time.

25



International Journal of Software Engineering & Applications (IJSEA), Vol.4, No.2, March 2013
2" GG: Validating-SPL-Products

This graph grammar model acts on the obtained D-Tree model. Its purpose is to anayze the
product in question by checking all dependences. The result of this verification is edited in a text
file. We propose to perform this treatment in two steps:

Stepl: Inthefirst step, we deal only parental relationships. For each node, if selected, we have to
check validity of its children according to their paterna relationship. If this latter is not satisfied,
the error will be edited in the text file. Once al children treated, the selected ones will be treated
as parents and we start again the same treatment. So, we have to explore the D-Tree model from
top to bottom, starting with the root up to the leaves. To do this, we use the following auxiliary
atributes:

+  Current-Parent: is used to identify the node currently being treated as parent.

+ isTreated-AsParent: is used to indicate whether this node has been treated as parent or
not.

+ isTreated-AsChild: isused to indicate whether this child has been visited during treatment
of its parent or not.

« ToTreat-AsParent: is used to indicate whether this node should be treated as parent or
not.

The number of the selected children is used only to validate Or and XOR relationships, but once.
To do this, we use an attribute called NumChilds-Checked.

Step2: Now, we treat the cross-tree constraints. To check them one by one, we add to the
GenericLink associations an auxiliary attribute called isChecked. It is used to indicate whether a
Require or Exclude link has aready been verified or not. Similarly, in the case of anomaly, error
will be edited in the text file. To carry out this process, we propose eleven rules (Figure.5).
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The execution of the first nine rules realizes Step;, while the application of rules N°10 and N°11

performs Step,.

6. |LLUSTRATIVE EXAMPLES

To illustrate our framework, let us consider the Mobile Phone example presented previoudly in

Section 3.

First, we have to create the FD modd (Figure.6).

% ATohd? o3 using: FI_MFTA T30

[ AR ol Pu Y | 1Y L MIEILA

Fr Pt | Bl Tren| 1 Ten Mo | ebatung 391 Poadiats |

e o

Figure 6. FD diagram

v
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Then, we select the features of the product that we going validate. Consider the product:
« Pi: Mobile-Phone, GPS, Screen, Basic, Media.

Using this environment, to specify this product we have to set as true the attribute isSelected of
these features.

By executing the first graph grammar, we obtain the corresponding D-Tree model (Figure.7).

SE ATaM? W03 using: FI_WFTA [ res ME B ] oS

| H FC_MCTA D_Tres_MCTA.
w' 1 H ru=l..u| by u-l.u{ Llizas NuJ:; wakdsti-g SPTrocucts

4 MOI:II“—P -:nc'

-'\_ L,allr ' -' aPS (Scrronn -'\ Mrdla _')
( B"i sic_ (ch " :‘Illr‘l Resnlii “m ,a’m:r"t HP“ "

T2l za e \\___../“” % =2

Figure 7. The generated D-Tree model

To perform automatically the validation of this product, we have to execute the second graph
grammar on the obtained D-Tree mode. The text file containing the results of this anaysis is
presented in Figure.8.

- Error: Callsis mandatory feature. It must be selected.
- Error: GPS excludes Basic.
- Error: For Medianode, at |east one child must be sel ected.

Figure 8. P; validation results
It showsthat there are three errors:

Thefirst concerns the node Calls. It isamandatory feature, but it is not selected.
The second is the fact that GPS and Basic features are linked by an Exclude
relationship, whereas they are both sel ected.

o Thelast error regards the node Camera. This feature is selected, but none of its
children is selected. There must be at least one.

Consider now the product:
. P,: Mobile-Phone, Calls, Screen, Basic, Colour, Media, Camera.

By following same steps, we obtained the text file presented in Figure.9. It shows that P, is
invalid since:

o Thefeatures Basic and Colour are exclusive to each other, but both are selected.

o Thefeature Camera necessities the presence of High-Resolution.
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- Error: For Screen node, exactly one child must be sel ected.
- Error: Camerarequires High-Resolution.

Figure 9. P, validation results

Finaly, for the product:
Ps: Mobile-Phone, Calls, GPS, Screen, High-Resolution, Media, Camera, MP3.

The generated text file is empty. There are no errors, therefore this product is valid.

7. CONCLUSION

Software product line engineering is about producing a set of related products that share more
commonalities than variabilities. Feature models are widely used in domain engineering to
capture common and variant features among the different variants. Each legal product is defined
as a combination of features that respects al dependencies defined in the FD model. With alarge
number of features, the structural validation of products is extremely difficult. In fact, we have to
verify satisfaction of al relationships and constraints defined in the FD model.

To remedy this problem, we have proposed a novel approach based on graph transformations with
two steps. In the first, we have treated the parental relationships by exploring the FD tree in an
up- bottom manner from the root to leaves. For each selected feature, the relationship with its
children is checked according to the selected ones. The second step is dedicated to verify the
crosstree dependencies. Constraints that are not satisfied are detected. To do this, we have
proposed two graph grammars. The first is used to trandate the FD diagram into an equivalent
decorated tree in which all relationships between nodes are of the same type. The second
performs the verification by dealing the D-Tree model. The analysis results are generated in a text
file. The choice of the graph transformations technique is motivated by the fact that:

« It constitutes the most appropriate solution which allowed us the exploration of the FD
diagram easily.

« Asthisverification is based on local computations, it was found that graph grammar rules
are the most suitable solution.

+ Itisimplemented directly asafully automatic tool.
It isextensible.

In our future work, we plan to develop an integrated environment to generate al valid products
according to the dependencies specified in the feature diagram.
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