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Abstract -- One of the standing challenging aspectsin
mobile roboticsisthe ability to navigate autonomously.
It is a difficult task, which requiring a complete
modeling of the environment. This paper presents an
intelligent navigation method for an autonomous
mobile robot which requires only a scalar signal like a
feedback indicating the quality of the applied action.
Instead of programming a robot, we will let it only
learn its own strategy. The Q-learning algorithm of
reinforcement learning is used for the mobile robot
navigation by discretizing states and actions spaces. In
order to improve the mobile robot performances, an
optimization of fuzzy controllers will be discussed for
the robot navigation; based on prior knowledge
introduced by a fuzzy inference system so that the
initial behavior is acceptable. The effectiveness of this
optimization method is verified by simulation.

Index Terms-- mobile robot, intelligent navigation,
fuzzy controller, Q-learning, fuzzy Q-learning.
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reinforcement learning is a method of optimal colntr
when the agent starts from an ineffective solutidrich
gradually improves according to the experience aghito
solve a sequential decision problem [4].

To use reinforcement learning, several approactes a
possible. The first consists in manually discretigithe
problem for obtaining states and actions spaceschwh

could be used directly by algorithms usikg tables [4].

It is however necessary to pay attention to theoehof
discretizations, so that they allow a correct leagnby
providing states and actions which contain a cattere
rewards. The second method consists in working at
continuous spaces of states and actions by usiiduns
approximation [5]. Indeed, to use the reinforcement
learning, it is necessary to estimate correctly dhality
function. This estimate can be done directly by a
continuous function approximator like the neurahwerks

or fuzzy inference systems [6][7][8]. The use o&ga
approximators permits to work directly in contingou
spaces and to limit the effects of parasites witchld
appear with bad discretization choices [9][10].

In this paper a reinforcement learning method idus

Navigation is a vital issue for the movement qb tune the conclusion part of fuzzy inference eyst.
autonomous mobile robot. It may be considered @sle The fuzzy rules are tuned in order to maximizertern
of determining a collision-free path that enables tobot fynction. These fuzzy controllers are used for aasi
to travel through an obstacle course, starting fram tasks of a mobile robot (goal seeking, wall-follagiand
initial position and ending to a goal position inspace opstacle avoidance). The results obtained showfisignt

where there are one or more obstadsrespecting the jmprovements of the robot behaviors and the spded o
constraints kinematics of the robot and without Bomegrning.

intervention. The process of finding such path soa
known as path planning problem [1]. Obstacle avaiga

is one of the basic missions of a mobile robotislia

The present paper is organized as follows: Se@ion
gives the necessary background of reinforcementiteg

significant task that must have all the robots,ase it 5nd we discuss the application of the Q-learniggrhm
permits the robot to move in an unknown environmeg, 5 searching goal task. In section 3 we preskat

without collisions [1][2].

proposed optimization fuzzy navigators for differéasks
of mobile robot. Section 4 concludes this paper.

A control strategy with a learning capacity can be

carried out by using the reinforcement learningicivtthe
robot receives only a scalar signal likes a feekbabis
reinforcement makes it possible the navigator fostidts

strategy in order to improve their performances.isit a
considered as an automatic modification of the tob
behavior in its environment of navigation [3]. Thee

II. REINFORCEMENTLEARNING

In reinforcement learning, an agent learns to ogtm
n interaction with a dynamic environment throughl t
8nd error. The agent receives a scalar value aarcbwith
very action it executes. The goal of the agetd Isarn a
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strategy for selecting actions such that the exgesum ynction that maps the current stae and actiond, to a
of discounted rewards is maximized [4].

utility value Q”(S,,a,) , that predicts the total future

~Inthe standard reinforcement learning model, @ntg discounted reward that will be received from cutren
is connected to its environment via perception actibn. . . . . .
action @, . In that it learns the optimal policy function

Atany given time stet, the agent perceives the stse incrementally as it interacts with the environmeifiter

of the environment and selects an acti@ . The each transition %81 ,S,,). This update is done by

environment responds by giving the agent scalghservation of the instantaneous transitions arer th
reinforcement signar1 and changing into stat§,,,. The rewards associated by the following equation [4]}[12

agent should choose actions that tend to incréeséohg

run sum of values of the reinforcement signalatt tearn Qs,a) <—QT(S,8I)+O{I} +ymaxyy AS..a) —QS,Q)] )
to do this overtime by systematic trial and ergaided by . . L
a wide variety of algorithms [4][11]. Where D[O,l] is a learning rate that is either a small

constant that goes to zero.
The agent goal is to find an optimal policy,

7l :{S, A} - [O,ZI], which maps states to actions that The quality functions are stored at table formiina
- ] associates the qualities of the various actionsafgiven
maximize some long run measure of reinforcementhén

' ' state. Firstly, when the table does not contairicent
general case of the reinforcement learning probl#m®, 415 a random component is added in order toicetie
agent’s actions determine not only its immediatearels,

! eligible actions with the small number of the actio
but also the next state of the environment. As saulte

. ’ X already tested. As the table fills, this random ponent is
when taking actions, the agent has to take thedutto oqyced in order to allow the exploitation of reeei

account. Generally the value function is definedan jhformation and to obtain a good performance [4].
problem of the form of a Markovian decision-

procesPDM by: A. Goal seeking task using Q-learning

V,(9)=E,(Rls =9)= EH(Z Y Tls, = Sj @) At each step the robot must define the state irchwhi
= is, and starting from this state, it must make eisien on
WhereyD]O,][ is a factor to regulate the importance ahe action to be carried out. According to theutes
future returns. obtained during the execution of this action, ther is
punished, to decrease the probability of executibthe
The most of reinforcement learning algorithms usesame action in the future, or rewarded, to supgug
quality function noted Q-function, representing trdue behavior in the similar situations.
of each pair state-action to obtain an optimal bihma
[4][12]. It gives for each state, the future retifnthe For a searching goal task by a mobile robot, treeesp
agent pursues this poligy: around it; is divided into sectors according to Hregle
between the orientation of the robot and that eftdrget
T _ — _ notedE_ang,and the distances between the robot and the
Q"(sa) = Eﬂ(Rt|St =5a = a) @ target notedE_posor the position error. The delivered
actions are: advanced, turn right and turn lefthese
The optimal quality is: actions are chosen by the exploration-exploitapoficy
(PEE)in order to explore the state spaces.
QD(S, a) = maxQ” (s, a) 3)During the learning phase, the robot receives the
e following values as reinforcement signals:
We obtain then:

QD(S’ a) - E(rt+1 + WD(SI+1)|SI =sa, = a) (4) 4 If the robot reach the target.
3 If E_ posdecrease andE ang= 0.

The learning by temporal differenceg D) is a r= 2 IME_posandE_ang decrease'_
combination of Monte Carlo methods and that of dyiza -, ITE_posdecrease an ang increase.
programming. These methods allow to learn directly 2 IfE_ posincrease.
without having a model of the environment by evihg -3 Ifacollision is occured with the enginnemen

the action without needing to arrive at the finaag[4].
In order to generalize the robot navigation for all
A. Q-learning possible situations, the training is made with admm
initial position of the robot and target in eachiseple.
It is the more popular of temporal differencéigure 1 shows the robot paths obtained after mileg
algorithms [12]. The idea of Q-learning is to learQ- task. As depicted, the robot moves toward the targen
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its initial position (the robot can reach the targe all inference systems offer promising solutions for
cases). approximating the Q-values [6][8].
Environnement de Navigation Environnement de Navigation

N R R o R In order to improve the mobile robot performanaces,

X R U S Sl IV I S U T S ST use in this work, fuzzy controllers optimized by
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Fig.1. Goal seeking using Q-learning algorithm

characterized by the introduction of prior knowledsp
that the initial behavior is acceptable.

. FUZZY INFERENCESYSTEMS OPTIMIZATION
BY REINFORCEMENTLEARNING

Fuzzy inference systems (FIS) are promising satstior
representing the quality functions with continuspsces
of states and actions [7][11][13]. The task cotssis
approaching the Q-function by a FIS:

s~ y=Q=FIS(s) (6)
The idea of this optimization is to propose several

conclusions for each rule and to associate eactiusion

by a quality function which will be evaluated digithe

time. The training process permit to obtaining thest

rules that maximizing the future reinforcements

[71[11][22]. This fuzzy version of the Q-learning

algorithm is named fuzzy Q-learning algorithm preesd

in table 1. The initial rule base using a zero ofb&kagi-

Sugeno model is composed thereforerof rules andN

Like a learning indicator, figure 2 shows the agera conclusions such as [11][14]:
return per trial performance of the controller dgrithe if s is § Then y = a[i,1] with g[il]=o0

learning process. It is observed that the behamiproves
during the time.

The average return in each episode
|

I “li 1N W‘ I
R ™

} -

or y=ali2] with q[i,2]=0
or y=;[i,N] with g[i,N]=0

where q(i, j) with i=1.m and j=1..N, are

A N
Several implementations of the Q-learning algorithi® (s, A(s)) = Z w (9. c{ i EER )]

1000

1500
Episodes

2000

Fig.2. Average values of the reinforcement

potential solutions whose values are initialized Qo
During the learning, the conclusion of each rulsekected
by means of an exploration-exploitation policy mbEEP

whereEER(i) OfL...N}. In this case, the inferred action
is given by:

A(s)=3 w, (9.4 i EER( )] 18
And the quality of this action will be:
9

i=1

were applied by varying the number of states anibrEs
suggested to obtain an acceptable behavior.

increasing of the state-action pairs makes it [pbssio
improve the behavior of the robot, but requires aren
significant memory capacity and time learning (éat).
The use of the Q-learning algorithm requires tloragfe
of the Q-functions for all pairs (state- actionh the
discrete problems with low dimension; we can u$deta
But in the case of continuous spaces of statesaatidns
like the mobile robot navigation task; the numbdr o
situations is infinite and the representation oé Q-

function by tables is difficult. The universal
approximators like the neural networks and the yuzz

The
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TABLE |. FUZZY Q-LEARNING ALGORITHM position and finishes when the robot reached thgetaor
1. Choose the FIS structure. strikes the limits of its environment. For eacheruB
2. Initialize randomlyq[i, j]. i =1,..m (m rule number) conclusions are proposed. After a training tirhe, tobot

j =1,..N (N Number of proposed conclusions).  ¢h0oses for each rule the conclusion corresponidirige
. . LIN

3. t=0, observe the statg§ best Q—functlonq[l, J]jzl.
4. For each ru'é'comp“‘e""u(st) For a random position; the paths of the robot using
5. For eachruld,, choose a conclusion with theEP. fuzzy Q-learning algorithm are depicted in figure\VBe
6. Compute the actiorA(§ ) and correspondence qualf(§, A(S)) observe the improvement of the robot behavior. fige
7. Apply the actionA(S;) . Observe the new stag . 6 shows the maximization of the average valueshef t
8. Receive the reinforcemeify. received reinforcements. In all cases, the robovaso
9. For eachruld, computeWy (S, ). ]Eoward r;[he tﬁrget f(_)r any |_n|t|al ;l)osm_on. 'I;he r_’la:]ag is
10.Compute a new evaluation of the state value. aster than the previous using Q- earning algorithm
1LUpdmepmamew©[LHuﬁnngevmummn entomenenoe aioon T
12t «t+1,Goto 5. N

A. Goal seeking for a mobile robot using fuzzy Q- :z
learning S

The application is summarized in implementatioraof  °
fuzzy controller for mobile robot navigation. Itsle base
is improved on-line by using a reinforcement valoethis
algorithm, the robot has an initial rule base whiefines
the possible situations for the designed task.

For a goal seeking task, the controller uses thyggean
between the orientation of the robot and the tange¢d Y
E_angand the distance between the position of the robot »
and that of the target notdfl pos.The objective is to “
generate the steering angle. The membership functions _*
of E_posandE_angare : g

W(E_pos) 5
4
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X(m)

(b)
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Fig.5. Goal seeking using fuzzy Q-learning
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Fig.4. The membership functionsiBf ang Fig.6. Maximization of the robot rewards

With the fO”OWing |inguiStiC variablesC: Close M: B. Wa”_Fonowing behavior with an imprecise

Medium L: Large Z: Zero PA: Positive AveragePL: knowledge
Positive LargeNL: Negative Large NA: Negative
Average For a wall-following task, the fuzzy Q-learning

algorithm is used with an imprecise knowledge by
During the learning, the robot receives the sampeoposing numerical interpretations for the output
reinforcement values that used in the previousi@ecin linguistics variables (steering anglé&he fuzzy controller
the learning phase, in order to optimize the usede as variables: The distances between the roloothe
navigation controller, the initial positions arelesged obstacle in three directions (oppositeon the righd, and
randomly, where each episode starts with a random
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on the leftd). The actions are the steering angle and tiahen the obstacle contains corners, the behavidads
velocity of the robot. and the robot cannot avoid the collisions (Fig.8-b)

To simplify the studied navigation strategy, the
distances from the obstacle in the three directminthe As a solution for this problem, we propose an oe-li
robot are fuzzified with two membership functionsptimization of this fuzzy controller rule-base nia
(Fig.7), where:N: nearF: far, and the output labels arereinforcement signal r defined by:
NB: Negative Blg PS. Positive smallM: Medium S -2, If a collision is occured
SmallZ: ZeroPB: Positive BigNS: Negative Small. _)_ o

r=4-1, Ifd, <d,,i =1...3,

d-d 0, Others.
i —dZJ 1J This signal will be employed to determine the best
1 2

(10)  humerical interpretation of the used linguisticnter by
-d, proposing three interpretations for each outputellab
1 (steering angle). After a learning process, théngpation

My (d) = min(max{ 0

M (d) = min[max[ 0,d

d,-d o .
2 results are shown in figures 9 (a-b). It is obsérthat the
H(d) robot is able to move (navigate) in its environment
‘r without collision with the obstacles.
N F

Environnement De Navigation Navigation Environment

Distance n)

»
»

dp dy

Fig.7. Input membership functions

Firstly, the strategy used for this task is expedss
symbolically by the fuzzy rules presented at téble

| |
| i
[T |
0 2 4 6 8 0 12 14 18 18 2 0 2 4 6 8 10 12 14 16 1B 20
X(m) X(m)

TABLE Il. RULE BASE FOR THEWALL -FOLLOWING

(a) (b)
- : Fig.9. (a) Improvement of the previous behaviors
St;;e\r;glg(;)g?)?le N dIStalmce ‘ E (b) Wall-following with different forms
N dFIStanCﬁ : E C. Obstacle avoidance without prior knowledge
S

§ w \O/L NZB II\\I/IM PZB Nl\;/l The problem consists of equip the robot with the
ST a’ PE | Z PE | P< capability of obstacles avoidance and goal seekitigout
2 > = being stuck in local minima and without collisioritiw

Vel Z M S S obstacles. For this purpose we use the fuzzy Qulegr

) ) _ . presented at table 1. The same rule-base is ugbdiva
The results obtained by this fuzzy controller areeqg in following reinforcement:

figures 8 (a-b):

Emionneert De Naigan Enitomenent DeNaicalon -4, if a collision occured,

r =4-1, ifd, decrease and <|EC ,

0, otherwise,

In this case, the reinforcement signal is usedefind the
best conclusion part from the three proposed cseiahs

for each rule:a,, a, and ;.

Figures 10 (a-b) show the mobile robot paths in the
TR ) first episodes (in learning task). As depicted,lisioins
’ with the obstacles are produced at the first tikiger a

X(m) X

@ . . (b) training task, the robot obtains the best behaiaceach
Fig.8 (a) Wall following using fuzzy controller the target. The robot can avoid the obstacles amcemin
(b) Collision with the obstacles the direction of the target. If there is a neartabls, it

. chooses the turn right action (figure 11). Othénations
The used fuzzy controller gives acceptable resolis gre presented in figures (12 and 13) for a corridor
achieve this task as shown in figure 8-a. But@$eS payigation and navigation to the target with a wall
following bahavior.
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In future works, it would be interesting to applher
implementations by first order Takagi-Sugeno cdtéro
or Mamdani model. The optimization of membership
function parameters and number of rules will imgrake
performance of the proposed method.

Environnement De Navigation Environnement De Navigation
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tool to obtain an optimal behavior which requiresycone
scalar signal like feedback indicating the qualiythe
applied action.

The idea of fuzzy Q-Learning algorithm consists at
fuzzy inference systems optimization by using a
reinforcement signal. This signal makes the nawvigable
to adjust his strategy in order to improve its perfances.
This algorithm combines the advantages of the two
techniques and regarded on the one hand as a meftlaod
fuzzy inference systems optimization, and on theemot
hand as a natural extension of the basic Q-learning
algorithm to continuous state and action spaces.



