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Abstract
A network of 16 Medipix-2 (MPX) silicon pixel devices was taled in the ATLAS detector

cavern at CERN. It was designed to measure the composits@actral characteristics of
the radiation field in the ATLAS experiment and its surroungd. This study demonstrates
that the MPX network can also be used as a self-sufficientdasily monitoring system.
The MPX detectors collect data independently of the ATLA&édacording chain, and thus
they provide independent measurements of the bunch-ate)ATLAS/LHC luminosity. In
particular, the MPX detectors located close enough to tlmegwy interaction point are used
to perform van der Meer calibration scans with high precisResults from the luminosity
monitoring are presented for 2012 data takeg/at= 8 TeV proton-proton collisions. The
characteristics of the LHC luminosity reduction rate auelsd and the effects of beam-beam
(burn-off) and beam-gas (single bunch) interactions aatuewed. The systematic variations
observed in the MPX luminosity measurements are below 0@%rfe minute intervals.
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Abstract—A network of 16 Medipix-2 (MPX) silicon pixel de- The ATLAS and CMS collaborations have elaborate sys-
vices was installed in the ATLAS detector cavern at CERN. ltvas tems of luminosity measurements, described[in [5] anid [6],
designed to measure the composition and spectral characistics ; ; ; M
of the radiation field in the ATLAS experiment and its surround- respectlyely. A C_or‘n_para_ltlve study of their results anq t .
ings. This study demonstrates that the MPX network can also & luminosity monitoring is _beyond the_ SCOPe Of th's_ article.
used as a self-sufficient luminosity monitoring system. ThtiPX ~ The methods and techniques described in this article were
detectors collect data independently of the ATLAS data-reording  pioneered for high-precision luminosity determination tioe
chain, and thus they provide independent measurements of 2012 data-taking period at the LHC. These techniques and
the bunch-integrated ATLAS/LHC luminosity. In particular , the analysis methods are based on precision counting of pesticl

MPX detectors located close enough to the primary interactin . L - .
point are used to perform van der Meer calibration scans passing the sensors. Similar requirements apply to asalysi

with high precision. Results from the luminosity monitoring are  techniques used in other fields of research (e.g. medicditapp
presented for 2012 data taken at,/s = 8 TeV proton-proton  cations and space science) where high precision and lonmy-te
collisions. The characteristics of the LHC luminosity redwtion  time-stability of measurements are needed. MPX devices hav
rate are studied and the effects of beam-beam (burn-off) and zready been successfully applied in these areas of résearc
beam-gas (single bunch) interactions are evaluated. The stgm- . . . .
atic variations observed in the MPX luminosity measuremers and the fundamental studies presented in this article czoh le
are below 0.3% for one minute intervals. to further advances in their application.

The capability of the MPX devices for luminosity moni-
toring has been investigated befofe [7]. It is shown in this
article that the MPX network is self-sufficient for lumintsi

. INTRODUCTION monitoring. In particular, van der Meer (vdM) scahs [8] can b

A comprehensive analysis of data taken by a network yped for absolute luminosity ca_li_brat_ion. Detailed anislyof
Medipix-2 (MPX) devices as a self-sufficient luminosity month? MPX data allows the quant|f|cat|on of the_ long-term sta-
itoring system is presented. The MPX network was installdility Over one year of data-taking. It also provides sfterm
at different locations in the ATLAS detectdrl [1] at CERN andMinuté by minute) precision. This information is crucial t
in its cavern. The MPX devices are based on the Medipigyaluate the performance of the MPX network as a luminosity
2 hybrid silicon pixel detector which was developed by thronitoring system. ) i ) .
Medipix-2 Collaboration[[2]. It consists of & 2 cm? silicon The detec'uc_)n _Of qharged particles n the MPX_ devices IS
sensor matrix 0B56 x 256 cells, bump-bonded to a readouf@5€d On the ionization energy deposited by particles mgssi

chip. Each matrix element§ x 55 um2 pixel, 300 um thick) through the_ silicon sensor. The signals are amplified and
is connected to its respective readout chain integratechen £ouNtéd during an adjustable time window (frame) for each
readout chip. Pulse height discriminators determine tpetin PiXel. Neutral particles, however, need to be converted to
energy window and provide noise suppression. A counter Gharged parthl_es before th_ey can be det_ected. Therefore, a
each pixel records interacting quanta of radiation, phatorP't of each silicon sensor is covered bylaF converter.
neutrons, electrons, minimum ionizing particles, and inita ~ 1he MPX pixel detector can be operated in tracking or
energy deposits falling within the preset energy windbw [31;9“”“_”9 mode![3],[[4]. Every pixel records the number of
[A. its within an gdjustable time interval (acquisition pme)_

One of the important features of the MPX devices is the
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sensitive during the readout process (dead-time). L L e L B B B

: o 55001~ Vs =8TeV 7

The primary goal of the MPX network was to provide infor: I, : ]
tion on the radiation composition within the ATLAS caver C LHC fill 2649 ]
ma C Normalization vdM scan LHC fill 3316 ]

(including the thermal neutron component). The MPX dete 5000~

tors also allow the measurement of beam-induced radidgctiv B
during and after collisions. This real-time measuremerthef o 4500
LHC-generated background radiation permits the valigedipd
background radiation simulation studies. Results from800 & ;0L
2011 MPX data-taking have been released [4, Sec. 4]. - C 4 ]
The use of the MPX network for relative luminosity L
measurements in proton-proton collisions proposed_in $3] 3500; -
studied here in detail. c 1
Thirteen out of the sixteen installed devices were ust T B TS+ T R T R
for the analysis. Two detectors were noisy due to radiatic
damage. One detector was located too far away from tic
Interaction point. Tablé] I lists the locations of th_e detest Fig. 1. Time history (CEST) of the MPX luminosity. The smaips}, visible
and number of registered events (clusters) per unit semear aas variations from the descending curve, correspond tostimteen the LHC
and per unit integrated Iuminosity. Figlﬁb 1 shows an examrgperators performed sr_nalljamplitude beam-separz_;\tionsstmop'timiz_e t_he
o the luminosiyfom it counting meastured with MPXO1 fob 2052 IS et et ML R ©
i .

The paper is structured as follows. Sectioh Il describes

:.Tn E[T]]mtljr:ac;i%erzet?\seu{ema r(;t;tfrc:]r;ailt rg?nuenr:'tgg];roamndhfaeﬁfminosity independently and is cross-checked with theioth
' ! uminosity u \devices. This is an intrinsic advantage of the MPX network.

blob (thermal neutron) counting. The relation between éuitd Each MPX device has it isition i indow i
clusters used to evaluate the statistical precision isidied in ac evice nas Its own acquisttion ime window in-
gependent of the other devices. In order to compare luntinosi

MPX01

pxor (M

Hours on 21 May 2012

SectioIV. Details of the analysis of MPX data taken durin . _ . 4
easurements from different devices, a common time window

LHC vdM scans for an absolute luminosity calibration are L S
given in Sectiorl V. The short-term MPX precision evaluated introduced, called Luminosity Block (LB) which is typiba
: e minute long.

from a detailed study of LHC luminaosity curves is presente%n

in Sectior ). Conclusions are given in SectomVI. A small number of noisy pixels could have a significant
effect on the luminosity measurement. Three independent
Il. MPX LUMINOSITY EROM HIT COUNTING methods differing in procedure and criteria for noisy pixel

The six MPX devices with highest cluster rate, specified irﬁmoval have been tested. The results of their respective

Table[] are used (MPX01-05,13). Each device measures M@winosity measurements are compared as potential sources
' of systematic uncertainty.

TABLE | « Method 1: A pixel is defined as noisy if its count rate
MPX DEVICE LOCATIONS WITH RESPECT TO THE INTERACTION POINTZ is more than five standard deviations from the average.

IS THE LONGITUDINAL DISTANCE FROM THE INTERACTION POINT ANDR H H H :
IS THE DISTANCE FROM THE BEAM AXIS ONLY DEVICES WITH LOW If a plxel is found to be noisy in a 24 hour reference

CLUSTER RATES ARE USED FOR THE HEAVY BLOKTHERMAL NEUTRON) period (chosen as the day in 2012 that had the largest
COUNTING ANALYSIS AS INDICATED. ORDERING IN THE TABLE IS GIVEN number of noisy pixels) it is removed from the entire
WITH DECREASING PARTICLE FLUX *REJECTED DURING ANALYSIS : ; : . Lo
(Sec. ). 2012 data-taking period. A linear interpolation is made

between the rates (humber of hits per second) in different
frames. The hit rate at the middle of an LB is obtained

Device Z R Measured MPX clusters per Used for .. .
(m) (m) unit sensor area and per unit  th. neutron from this InterP0|at_lon' .

luminosity (cm—2 /nb~1) analysis . Method_z: Noisy pixel rer_noval_ is dqne frame by_ frame,
MPXOL 342 077 55000 No i.e. a different set of noisy pixels is removed in each
MPX13 —3.42 244 380 No frame. Noisy pixels are those with a counting rate
MPX02 342 250 230 No that differs from the mean by more than a luminosity-
MPX04 712 1.30 110 No dependent threshold. The MPX luminosity from frames
MPX05 720 236 47 No falling within an LB is used without an interpolation. A
MPX03 294 3.57 31 No correction is made for the relative duration of the MPX
miigg 1;22 iig :% Yfess frames and of the LB.
MPX12 7:23 6:25 3_‘9 Ves « Method 3: Noisy pixel removal is done frame by frame.
MPX08 402  4.40 12 Yes The counts of 15 frames (the frame under investigation
MPX10 22.88  5.19 1.0 Yes and 7 frames before and after) are summed and a pixel is
MPX07 035 459 0.45 Yes removed if the sum of these counts is above a threshold.
MPX11 4.86 16.69 0.30 Yes An interpolation of the frame hit rate at the time of each

LB is done as in method 1.



All three methods show a significant increase in the numbire MPX devices were operational are grouped into 14 time
of noisy pixels with time, when applied to MPX01 data. Thiperiods, such that each time period contains the same number
might indicate possible radiation damage in the readouyt.chof LBs. The luminosity ratio of an individual MPX device to
In method 1 (method 2), the number of noisy pixels in MPX0the average of all other MPX devices (MPXav) is calculated
increases from less than 10 (300) in April 2012 to about 3d6r each time period and given in Figl 3. A normalization is
(1800) at the end of November 2012. The other devices haygplied such that the ratio is unity in time period 1 for each
a smaller number of noisy pixels since they are exposed tdv#°X device.
much lower particle flux (Tablg ). A linear fit is applied to the MPX/MPXav luminosity ratio
The luminosities measured with the three methods weversus time for the June to November 2012 data-taking period
compared in short (frame-by-frame) and long (7 months) tiniéhe slope of the linear fit is taken as a measure of time
periods. Depending on the MPX device considered, the framstability. The obtained slope values and their uncertsndire
by-frame agreement varies from a few percent to less thammmarized in TabléTll. The variance of these slope mea-
0.1% (for MPX01). The largest variation is between method Qurements is 0.69 [% per 200 da¥sThe resulting standard
and the other two methods. We have determined that mostdafviation of 0.83 [% per 200 days] is used as an estimation
this variation is attributed to the conversion between famof the systematic uncertainty.
and LBs in method 2. In the following, method 1 is used and In summary, for the six high statistics MPX devices the
thus the same noisy pixels are removed for the whole 20{&dth of the fluctuations LB-by-LB is between (0.6-1.2)%,
data-taking period. and the time-stability from June to November 2012 is better
During the analysis of the MPX data, time-shifts betweetihan 1%. This gives us an indication of the time stability of
the three readout PCs were noticed. Therefore, they wey@X luminosity monitoring.
synchronized off-line by analyzing the rising and falling
luminosity curves when an LHC fill starts and ends. A time i
accuracy better than the LB length was therefore achieved.
In the process of performing the luminosity determination
with MPX devices, the activation of the ATLAS detector Thermal neutrons are detected by MPX devices via
material was investigated and found to have a negligibkceff 6Li(n, o)3H reactions in LiF converter layer with thickness
First, the hit rates per fram&¥ s /facquisition are converted of 2-3 mg/cnt on average[[4, Sec. 2.3]. In MPX tracking
into hit rates per LB for each MPX device separately. Theode, tritons and alpha particles are registered by Sieseas
procedure is described below. Frames within the time windd@-called heavy blobs, HB (large round-shaped pixel cig}te
of the LB are selected. The hit rates of these frames afBe typical detection efficiency for thermal neutrons is 1%,
averaged. Thus, one hit rate is stored per LB. Given that tdetermined from individual calibrations of the MPX devices
acquisition times vary between 5 and 120s the number iBfa thermal neutron field [4, Sec. 2.3]. Hence, the HB count
frames used per LB varies for the six MPX devices. If theri@te is used as a measure of instantaneous luminosity since
is no hit rate for a given LB, the previous LB hit rate is usedeutrons are generated in the LHC collisions.
In the MPX luminosity analysis only those LBs are used for The MPX06 to MPX12 devices are used for the HB (thermal
which all six MPX devices (MPX01-05 and MPX13) wereneutron) counting since the pixel matrix occupancy for ¢hes

. MPX L UMINOSITY FROM HEAVY BLOB (THERMAL
NEUTRON) COUNTING

operational. devices is sufficiently small for pattern recognition. A ded
The hit rate for the MPX01 device is normalized tccated study was performed to determine the misidentifinatio
units of luminosity by multiplying with the factom; = of heavy blobs which are lost due to the overlap with other

1.5628 -10~2 ub~!/hit, derived in Sec['V. Then, the otherclustersi[4, Sec. 2.2]. The resulting correction factopecsfic
devices are normalized to MPX01 based on the average feiteach MPX device, depend on the number of clusters per
rate for the June to November 2012 running period. Table frame (i.e., on the LHC collision rate, on the device locatio
summarizes the normalization factors. and on the acquisition time). The precision of these coect
The average luminosity (MPXav) for all other device$actors was estimated to be below 1% with the exception of
(excluding the one under consideration) is calculated kB-bMPX06 with the largest pixel occupancy. Therefore, MPX06
LB. Using this normalization factor, each MPX device obgainwas not used for the precision study and combination with the
an equal weight, although the MPX devices have largefiher devices.
varying particle fluxes (hit rates). An analytic model for the cluster overlap probability has
The ratio MPX/MPXav is calculated LB-by-LB for the sixbeen developed and agrees with the experimental results for
MPX devices. Figur€l2 shows the luminosity ratio per LB fosimple cluster shapes.
the data-taking period April-November 2012 for all devices The distribution of heavy blobs per frame recorded within
except for MPX01 using the data from June to November. the MPX12 region covered by &LiF converter is well
single Gaussian fit is applied using the statistical una@sta described by a Poisson distribution, demonstrated]in [7].
Ventries in each bin. Tablédl summarizes the Gaussian fit For luminosity determinatiomverlap corrected number of
values. The width of these fits vary between 0.6% and 1.286avy blobs (cHB) is used for each MPX device. The number
depending on the MPX device. of cHB per frame is converted into LBs, similar to the hit
In addition, the long-term time stability of the six MPXanalysis. Frames which lie within the time window of the LB
devices is studied. For this study the LBs for which akre selected. The numbers of cHB of these frames are averaged
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Fig. 2. Luminosity ratio MPX/MPXav for the six MPX devices twihighest particle flux (MPX01-05 and MPX13). The distribns are approximated by
Gaussian fits. The width of the Gaussian is an estimate of Biey-LB uncertainties. LHC fills from June to November 2012.

TABLE I
NORMALIZATION FACTOR 1/n¢, WIDTH OF GAUSSIAN FITS OF LUMINOSITY RATIO MPX/MP XAV FOR THE SIXMPX DEVICES (MPX01-05AND
MPX13),SHOWN IN FIG.[2. THE x2/ndf VALUES INDICATE THAT IN ADDITION TO THE STATISTICAL UNCERTAINTIES, SOME SYSTEMATIC
UNCERTAINTIES ARE PRESENTFOR A REALISTIC WIDTH UNCERTAINTY DETERMINATION OF AN INDIVIDUAL DEVICE, THE ERRORS ARE SCALED TO
OBTAIN x2/ndf = 1.

MPX  1/ng (hit/ub™1)  Ryiaen (%) oRyiaen (%)  x2/ndf  oRyidww

01 639.88 0.7221 0.0024 596/97 0.0058
02 4.0393 0.6912 0.0021 238/97 0.0034
03 0.5079 1.1599 0.0038 398/97 0.0076
04 1.3106 0.8638 0.0028 461/97 0.0061
05 0.5534 1.0839 0.0035 662/97 0.0091

13 5.8902 0.6394 0.0020 360/97 0.0038
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Fig. 3. Time history of the luminosity ratio MPX/MPXav fordtsix MPX devices with highest particle flux (MPX01-05 and ME3X used for hit counting.
A linear fit is applied to determine the slopes. The 2012 datdivided into 14 time periods with an equal number of LBs. Thaéa is scaled such that the
value of the first bin is unity. The size of the statisticaloerbar is below the size of the data point. It is identical feery data point of the same device.
The size of the error bar which would give? /ndf = 1 is given in TabldIll for each MPX device. LHC fills from June kovember 2012.

TABLE Il
SLOPE OF TIME HISTORY OF THE LUMINOSITY RATIOMPX/MP XAV FOR THE SIXMPX DEVICES WITH HIGHEST PARTICLE FLUX(MPX01-05AND
MPX13)USED FOR HIT COUNTING THE SLOPE VALUES AND THE UNCERTAINTIES ARE GIVEN PER SECONDAND IN PERCENT FOR200DAYS. FOR A
REALISTIC SLOPE UNCERTAINTY DETERMINATION OF AN INDIVIDUAL DEVICE, THE ERRORS ARE SCALED TO OBTAIN)(2/ndf = 1.0R IS THE SIZE OF
THE ERROR BARS WHICH ARE THE SAME FOR EACH DATA POIN'('FIG.B).

MPX Slope oSlope Slope oSlope oR
(1010s=1)  (10710s~1)  (%/200d)  (%/200d)
01 3.09 1.94 0.534 0.336 0.00349
02 2.10 1.08 0.364 0.187 0.00194
03 3.24 1.19 0.559 0.205 0.00214
04 —5.95 1.36 —1.029 0.235 0.00245
05 —5.06 1.30 —0.874 0.225 0.00234

13 2.66 1.10 0.459 0.191 0.00198




for all operational MPX devices. Only those LBs for which V. VAN DER MEER SCANS

all MPX devices (MPX07-12) were operational are used. .
Van der Meer (vdM) scans are used for absolute luminosity

These LBs are grouped into 14 time periods, such that eacqibration at the LHC[[8]. The vdM scan technique was

time period has an equal number of LBs, in the same way asHt

was done for the hit analysis. For each time period the num@é?_neer_ed a.lt CER.N in the 1960.5 to determine .the luminosity
libration in a simple way. It involves scanning the LHC

of cHB are summed for each MPX device. The summed cl—ﬁ@1 th h ther to determine the si fthe b
are converted into luminosity by using a normalization dact €ams through one another o determine the size otthe beams
t their point of collision. The scans are performed to deter

such that the luminosity ratio MPX/MPXav of time period 1 i

unity. In order to calculate the luminosity ratio MPX/MPXa/"'"€ the horizontal and vertical widths of the beams. These

for each time period, the weighted luminosity average of & idth measurements are then combined with information on
' :ge number of circulating protons, allowing the determimrat

the devices (excluding the device under considerationyl us

in MPXav is determined. For each device and each tingé an absolute luminosity scale. Several ATLAS and CMS sub-
: etectors are used for vdM scahs [5], [6] since the lumigosit

eriod the statistical uncertainty is/\/Nup, where Nug is NSRS . ;
b Y 15V Nu Hp calibration is very important for physics analyses.

the summed number of heavy blobs. H dv of the MPX d ken during LHG vdM )
A linear fit is applied to determine the precision of the . e study of the ata taken during vaviscans in
time history of the ratio between individual MPX deviceép”_l’ July_ and Noven_1ber_ 2012 focuses on the horizontal and
with respect to the weighted average of all other device ertical W'd.th dgtermlnatlon of the LHC proton peams. The
shown in Fig.[%. Tabl€ TV summarizes the slope values a éta} useq n th'S.VdM scan study was taken with the MPX
the uncertainties of the linear fits. The variance of theéjeevICe with the highest count rate. This study demonstrates
that the operation of the MPX network is fully adapted to the

slope measurements is 0.38 [% per 200 dayghe resulting lUminosit _ £ vdM d the hiah-luminosit
standard deviation of 0.62 [% per 200 days] is used as ‘L%v_-ummoa y regime of vaii scans and the nigh-luminosity
regime of routine physics running. Owing to the low stattsti

estimation of the systematic uncertainty. Th&/ndf is close . h blob (th | ¢ r v the hit coumt
to unity, thus statistical uncertainties describe the flatons. in heavy blob (thermal neutron) counting, only the hit cong
mode can be used for the vdM data analysis.

In the analysis of HB counting in tHtLiF-covered detector The beams are tvoically scanned transversely across each
region the statistical uncertainties are dominant sineeHB . ypically v y .
other in 25 steps. During each step, the beam orbits are

count rate is rather small (a few HB per frame). T 8 L
. . left untouched (“quiescent beams”) and the luminosity re-
In summary, the long-term time-stability from June tg

November 2015 of the HB analysis is better than 1% co mains constant for approximately 29 s. The beam separation i

. . . . ) en incremented by several tens of microns (“non-quidscen
paring single MPX devices with the weighted average of 3l ” : . .
. eams”) over an interval of several seconds, during whieh th
other MPX devices.

luminosity varies rapidly and the luminosity measurements
are unreliable. Since the MPX exposure (acquisition) time
is about 5s per frame, followed by a 6s readout period,
two frames typically occur within each quiescent-beam scan
The relation between the number of hits and clusters $¢ep. Occasionally, the MPX devices need to reload their
investigated in order to determine the statistical ungetta configuration files, in which case the dead time can be as
in luminosity from hit counting. The definition of six cluste long as 30s. Therefore, only one frame is recorded in some
types is based on different shapes observed. They are d&egn steps.
small blobs, curly tracks, heavy blobs, heavy tracks andThe beam separation dependence of the measured MPX
straight tracks([4, Sec. 2.2]. luminosity is well represented by the sum of a single Gaussia
During physics data-taking MPX01 operates in countin@nd a constant (Fid.] 6). The statistical uncertainty forheac
mode. However, during the so-called van der Meer scaNX frame, calculated from the number of hits, is scaled up
the occupancy of the device is sufficiently low for trackindy a factor/2.65 to account for the ratio between hits and
particles. As an example the last horizontal van der Meean scelusters, as explained before in SEcl IV. In this approach it
of November 2012 (LHC fill 3316) is analysed to determinis assumed that one particle interacting with the MPX device
the ratio between hits and clusters. The data covers a tigf@ates one cluster and it is the number of particles whiati le
period of 1186 seconds, in which 103 frames were takel®. the statistical uncertainty.
The total number of clusters is 155822. Figlite 5 shows theThe precision of the MPX01 device can be determined with
number of hits per cluster for the six MPX devices with theespect to the expected statistical precision. For thidystine
highest cluster rates without distinguishing cluster sypk  pull (data-fit)b 4., is calculated (Fid.]7) for the last horizontal
summary, the ratiaVi,;; /N = 413051/155822 = 2.65 is vdM scan in November 2012, whetei... = VR - olif, and
smallest for MPX01 and largest for MPX13 withy,;; /N, = R = 2.65. The sigma of the pull distribution is 1.78, which
8257/1658 = 4.98. Table[V lists the number of clusters,indicates that additional uncertainties are present beyba
hit/cluster ratios and RMS values. Assuming that one clustéetermined statistical uncertainties.
is created by one patrticle, this ratio corresponds to the hitThe data shows that the sensitivity of the MPX01 de-
rate per interacting particle. The fluctuations in the nurmdie vice is sufficient to measure the luminosity down to about
particles, not the number of hits, contribute to the stiaast 0.5pb~'s~*, four orders of magnitude smaller than the lumi-
uncertainty of the luminosity measurement. nosity typical of routine physics data-taking.

IV. RELATION BETWEENHITS AND CLUSTERS
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Fig. 4. Time history of the luminosity ratio MPX/MPXav for éhsix MPX devices with lowest particle flux (MPX07-12) used feeavy blob (thermal
neutron) counting. A linear fit is applied to determine thepsis. The 2012 data is divided into 14 time periods with arelequmber of LBs. The data is
scaled such that the value of the first bin is unity. The stegiserror bars are shown. LHC fills from May to November 2012

TABLE IV
SLOPE OF TIME HISTORY OF THE LUMINOSITY RATIOMPX/MP XAV FOR THE SIXMPX DEVICES WITH LOWEST PARTICLE FLUX(MPX07-12)USED FOR
HEAVY BLOB (THERMAL NEUTRON) COUNTING. THE 0 SLOPE VALUE RESULTS FROM THE STATISTICAL UNCERTAINTYL/y/Ngp PER TIME PERIOD THE
X2 /ndf VALUES OF THE LINEAR FITS FROMFIG.[@ARE ALSO SHOWN .

MPX Slope oSlope Slope oSlope  x?/ndf
(10-105-1)  (10-105-1)  (%/200d)  (%/200d)
07 -1.45 6.27 -0.251 1.078 9.42 /12
08 4.93 4.22 0.851 0.726 17.0/ 12
09 -3.10 3.77 -0.536 0.648 11.3/12
10 4.57 4.40 0.789 0.757 757112
11 1.87 9.15 0.324 1.573 19.5/ 12

12 -2.48 3.22 -0.429 0.553 11.7/12
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Fig. 5. Number of hits per cluster combined for six clustgrety. Data is taken by MPX01-05 and MPX13 during the last bata van der Meer scan of
November 2012 (LHC fill 3316).

TABLE V
NUMBER OF CLUSTERS AVERAGE RATIO HITS PER CLUSTER ANDRMS VALUES OF THE HITS PER CLUSTER DISTRIBUTIONSSHOWN IN FIG[5. DATA IS
TAKEN BY MPX01-05AND MPX13DURING THE LAST HORIZONTAL VAN DER MEER SCAN OFNOVEMBER 2012 (LHCFILL 3316). FOR COMPARISON
THE CORRESPONDING VALUES ARE GIVEN FOR ONE OF THE VERTICAL WADER MEER SCANS OFRJULY 2012 (LHCFILL 2855). N THIS STUDY, NO
NOISY PIXELS ARE REMOVED FOR THE HIT COUNTING OR CLUSTER COUNNG, THE SMALLER RATIO IN NOVEMBER FORMPX01 CAN BE EXPLAINED
BY THE INCREASE IN THE NUMBER OF NOISY PIXELS DURING THE YEAR

MPX 01 02 03 04 05 13
N 155822 817 170 1294 285 1658
NOV.  Nuit/Na 2.65 413 4.04 4.08 420 4.98
RMS 6.72 5.05 4.24 422 464 7.32
N 61068 811 160 1191 310 1470
JULY  Nhit/Na 5.04 495 465 408 351 4.67
RMS 11.35 6.54 589 427 372 6.12




TABLE VI
MPX01VAN DER MEER (VDM) SCAN RESULTS FORRZ012DATA. THE FIT
RESULTS FOR THE BUNCHAVERAGED HORIZONTAL Xx AND VERTICAL
>y CONVOLUTED BEAM SIZES ARE GIVEN THE UNITS OF THE SPECIFIC
LUMINOSITY, Lgpecific; ARE 1027 cm =271 (101! protons) —2.
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Fig. 6.  Luminosity from hit counting as a function of nominbéam
separation measured with MPXO01 during the last horizonti¥l \scan of

November 2012. Each data point shows the measured instantatuminos- 10 121.4 128.2 114
ity before background subtraction and averaged over onaisitign time.

Because the acquisition time is significantly shorter thaa duration of a 3311 1 129.3  129.6 106
scan step, there can be more than one MPX sampling per sganTéte NOV. 14 139.9 131.0 97
MPX samplings that partially or totally overlap with nonigscent scan steps

(varying beam separation) are not shown. The fit functiohéssum of a single 3316 15 119.3 133.6 112

Gaussian (representing the proper luminosity in this saad)a constant term
that accounts for instrumental noise and single-beam baokd. The MPX
normalization uses this horizontal and a vertical beam widim LHC vdM

fill 3316. In this paper, the last horizontal and vertical November2201
scans are used for the absolute luminosity calibrations&he
r 'Lé‘st‘h‘o‘r‘sjcg'n ‘Nvovv'1‘2' R 0 N ':'\/'Eeus'o'mg ] two scans are.weII described by a single Gau;sign. The hori-
10 . Te.V ' Pfij‘ltrl 78' st 7 _zontal scan (Fid.16) hasQ_/ndf = 136/47 and a similar value
r : ) 1 is obtained for the vertical scag?/ndf = 114/44. These
gl LHC fill 3316 7 ratios indicate that in addition to the statistical undetia
N MPX01 1 (augmented by the factay'2.65) systematic uncertainties are
2 o 1 also present. The widths of the horizontal and vertical mani
s 1 beam separations and their uncertainties(at®.3 + 1.6) um
AL 1 and(133.6 £+ 1.9) pm, respectively. The LHC parameters for
r 1 fill 3316 are [9]:
oL J o Number of bunches: 29
C ] « Average number of protons (in unit®'!) per bunch in
| A ] beam 1 and in beam 25.3/29 = 0.872 and25.7/29 =

|
-8 -6 -4 -2 0 2 4 6 8
MPX luminosity pull (data-fit)/a,,

0.886, respectively.

Thus, the resulting luminosity i&npx = 2.515ub s~ !,
Fig. 7. Pull distribution defined as (data-fity,i., where cgata = The _correspondmg number_()f MPX hits at the peak 1S
VR-oht and the ratioR = Nyi/Na = 2.65 for MPX01. The data determined from a Gaussian fit plus a constant background.

shown in FigL® is used. LHC fill 3316. The fit provides(1609.34 + 0.03) hits/s at the peak above the
background. Thus, the normalization facter between the
The luminosity can be calculated as: MPXO01 hit rate and the instantaneous LHC luminosity is
—1,-1
Lapx = NoNp1Npo f /(273545 ), 1) ng = 2O sy peog.q0-? ub~'/hit.  (3)

"~ 1609.34 hits—1

The normalization factor for the absolute luminosity is
oaly approximate since the MPX acquisition time is much
onger than the bunch spacing. Therefore, the bunch-iatedr
uminosity averages over the different bunch profiles.

The uncertainty onng due to the bunch-integration by
the MPX data-taking has been estimated by simulating 29
overlapping Gaussian distributions, corresponding to @9 c

Lepecific = Lnpx/(NoNp1 Np2) = f/(275:3y).  (2) liding bunches, with varying individual widths. The simtde
' bunches vary in width in equal distances up4G5%. The
Table[Vl summarizes the scan results for all 2012 vdM scaesvelope of the summed Gaussians is fitted and the resulting
registered with the MPX01 device. width and height are compared with the nominal value without

where Ny, is the number of bunch crossings producing col-
lisions per machine revolutiony,; and Ny, are the aver-
age bunch populations (number of protons) in beam 1 a
beam 2, respectivelyf is the machine revolution frequencyI
(11245.5 Hz), andX, (X,) are the convoluted horizontal
(vertical) beam sizes.

The specific luminosity is defined as:
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variations. The width uncertainty is 0.36% and height uncer A fit is applied to the data using ed] (8). The uncertainty on
tainty is 0.49%. The fit is repeated 100 times with differerihe fit result is evaluated by several independent measumsme

sets of random numbers to test the reproducibility. For tlué the MPX network.

determination of luminosity uncertainty it is assumed ttiat The LHC fill 3236, taken on 28-29 October 2012, has been
horizontal and vertical width uncertainties are correlatbus investigated in this study. The MPX luminosity is converted

the luminosity uncertainty is 0.72%. Furthermore, it is age an average interaction per bunch crossing by:

sumed that the widths and height (fitted hit rate) unceritsnt

are correlated, thus the uncertainty on the normalizatotof p="L-oia/ (k- f), ©)

is 0.7% + 0.5% = 1.2%. wherek = 1368 colliding bunches,f = 11245.5 Hz and the
Although further uncertainties could arise from noninelastic cross-section,.; = 73 mb. The fill was chosen since
Gaussian shapes, this study shows that the Gaussian appioas a large: range from about = 35 at the beginning to
imation of the sum of Gaussians is quite robust and th@out, = 8 at the end.
luminosity approximation by bunch integration is a seresibl \when studying the MPX measurements of the LHC lumi-
approach. No attempt is made for a precise determinationffsity, structures resulting from LHC parameter tuning can
the total uncertainty which would require a dedicated s{3lly be noted. These beam tuning adjustments change the shape
In summary, Fig[l6 shows the hit rate and the absolug® the luminosity decrease, and are not described by[@q. (8).
luminosity determined from the scan widths. The resulting js noted that in the first half of a fill these tunings were
normalization factor is used throughout this paper. frequent (about one every hour) while in the second half of
a fill, adjustments of the beam were rarely made. Therefore,
VI. LHC LumINOSITY CURVE AND MPX SHORT-TERM  only the second half of a fill is used for this study and the
PRECISION rangeu = 15 to . = 8 is used for fitting the data distribution.
The MPX network precisely measures the LHC luminosity The fits are shown in Fid.18 individually for MPX01-05
as a function of time. As a proof of principle it is demonstcht and MPX13. The fits give the initial number of interactions
that the MPX network has the capability to study the undeper bunch crossingo, A,, and g, summarized in Table VII.
lying mechanisms of the rate of reduction of LHC luminosity. The fits with both parameters,;, and\, describes the data
The LHC luminosity reduction is mainly caused by beansignificantly better compared to using only one of the two.
beam interactions (burning-off the proton bunches) andrbea Figure[9 shows the difference between the fit and the data
gas (single bunch) interactions by the protons of the catingy for MPX01. The observed structures could be attributed to
beams with remaining gas in the vacuum pipe. The particdenall LHC luminosity fluctuations not described by the fit
loss rate due to proton burn off in collision is proportiotml function. However, the origin of these fluctuations cannot
the number of protons in the second power since protons & determined from the MPX data alone, and thus they are
lost in both colliding bunches. In the case that the protons ¢onservatively attributed to MPX systematics. The size of
a beam collide with remaining gas in the vacuum pipe, thibese fluctuations estimated as departure of the data from
particle loss rate is proportional to the number of protams ihe fitted curve, amounts to an RMS of approximately 0.3%,
the beam. The loss rate of protoisin the colliding beam is corresponding mﬂg;g = 0.03 for p = 10.
thus governed by: For all high-statistics devices used (MPXO01-05 and
MPX13), the uncertainties of the fits are dominated by sys-
— dN/dt = XpN*/No + AgN, 4 tematic effects. The fit of the MPX01 data, for example, has a
where N, is the initial number of protons, and,;, and \, X°/ndf = 4.4-107/499 much larger than one. Therefore, the
are constants related to beam-beam and beam-gas integctilits are repeated with a constant systematic uncertaingyefoln
respectively. This equation has a known solution: MPX data point such that?/ndf = 1. These fit parameters
Noe— st are also summarized in Talle VII. Themean values of the

N(t) = , (5) beam-beam and beam-gas interactions are
1+ 3bb (] — e~ Aat)
, ® b = (6.24+1.3)-107 %571 (10)
with two well-known border cases:
and
N(t) = Noe_)\gt for /\bb < )\g and, (6) Ag — (38 + 12) . 1076 Sfl7 (11)
N . -
N(t) = T;t for Ag < App. (7) where the given standard deviations are calculated as the
bb

. _ : . _ square root of the variance from the numbers in Tablé VII
In the following we will be interested in the time dependencgy constant systematic uncertainties.
of the luminosity and of the average number of interactions The fit results indicate that the LHC luminosity reduction is
per bunch crossing. By definition 1. is proportional to the predominantly reduced by the beam-beam interactions since
luminosity L. Since both of these quantities are proportiongrger value of corresponds to a shorter lifetime. In addition
to N= we expect the time dependence jofto be described tg the interactions between the proton beams and the remgaini
by: Cont gas in the vacuum pipe, there could be other processes which,

(t) = Ho® F (8) assuming that they also depend linearly on the number of

K Abb —Agt)]12° . .
[1+ 32 (1—e2et)] protons, are incorporated in the value Xf
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Fig. 8. Average number of interactions per bunch crossing asiction of time seen by MPX devices with highest particlex f{MPX01-05 and MPX13).
The distribution is approximately described by a functiengaven in the figure. The parameters are defined in the tex.stdtistical uncertainties per data
point are indicated. They depend on the hit statistics dchjea factor Ny,;; /N, given in Table V. In addition to the fit result described by &wudid line,
the dashed line shows the result of beam-gas interactiame gl exp(—2Agt), with 1o and A obtained from the three parameter fit. LHC fill 3236.

TABLE VI
FIT VALUES OF 110, Apb AND Ag FOR THEMPX DEVICES WITH HIGHEST PARTICLE FLUX FOR STATISTICAL UNCERTANTIES ONLY, AND FOR SYSTEMATIC
UNCERTAINTIES ONLY, CONSTANT IN TIME, SUCH THAT x2/ndf = 1. LHC FILL 3236.

MPX 01 02 03 04 05 13 Mean Standard deviation

Statistical uncertainties only

o 1482 1481 1484 1479 1481 1483 14.82 0.02

dpp (107%s7H) 470 6.72 7.72 5.33 6.23 4.68 5.89 1.18

Ag (107%s71) 5.16 3.32 2.34 4.50 3.71 5.09 4.02 1.10
Systematic uncertainties only

o 14.82 1481 14.85 1479 14.82 1483 14.82 0.02

Aob (107%s71) 498 7.00 822 541 637 494 6.15 1.30

g (107%s71) 491 3.06 191 444 359 487 3.80 1.18
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e e e L o i _ i
o8E Vs=8TeV LHC fill 3236 E The ratio of the data in the first half and the extrapolated
TET MPXOL . 3 fit curve is studied since the performed fits were based only
= O Y ' { ; 4 on data from the second half of the LHC fill 3236. It was
S E e & : 3 L .
D .8 f . - found that data at the beginning of the fill is up to 30% above
S o028 & . H,,;s’*?gé : ;}}; i#;‘g* ,{g‘,: & thefit curve. This could indicate that the luminosity dese=a
£ -~ [ idn ? N + + L] - .
I o * 3 ;‘3"&; ’;; ! ;,% RO ?;':, YR "ii = more quickly than expected from beam-beam (burn-off) and
- s ! ITIR ¥ ! - . . . . . .
S 02 W RIS & T "é ; *;* ;g 1 beam-gas interactions alone at the beginning of a fill, pbssi
g “F vl o *%?{%* W %, %;*‘i*“ 3 due to non-linear effects with small emittance and shartile
- — [ i RY3H 4 - . . ..
= 04 Y ff% : ! 1 bunches. Furthermore, faster reductions in collisionsratehe
0.6 ' "~ beginning of the fill could arise from denser bunches.
0.8 - An intrinsic uncertainty in the MPX luminosity measure-
T S TR T ments results from the bunch integration of the MPX network
since the colliding bunches in the LHC contribute with diffe
Hours on 29 Oct. 2012 ent intensities.
Fig. 9. Relative difference between data and fitted averagmber of 17 [ ]
interactions per bunch crossing as a function of time seenMIBXO01. = VS =8 TeV U 3
The relative deviations between data and fit have an RMS d#0.Bhe 16 LHC fill 3236 0 2 14.82 =
statistical uncertainties\p/p per data point are indicated and vary from 15 MPX01-05.13 7\9 (day™) 0.3284 3
0.0094v/2.65% to 0.0125+/2.65% where the factor.65 is the averaged E \ ' A, (day?d 05311 3
ratio of hits per interacting particle. The apparent stitetis discussed in the 14 bb ' -
text. LHC fill 3236. 9 13E E
In the following, the expected mean lifetime of inelasti % e u e‘”‘gt E
beam-beam interactions is calculated and compared with - 10§ 0 E
experimental results. The mean lifetime from inelasticrbea E Hm() H E
beam interactions is given by [10]: % [1+ (1 e )]2 E
8 g —
inel E 3
ti)nbe :kNO/(NCXPLOUinCl)7 (12) 7:11111111111111111111111111111111111111:
02 0 11

wherek is the number of bunchesy, is the initial number
of protons per bunchik(Ny = 2.2-10' protons [[9]). The
initial Iuminosity is Ly = 7360 pb*ls*1 [9], the number of Fig. 10. Average number of interactions per bunch crossing function of

; ; 1 time using combined data from MPX01-05 and MPX13. The distion is
experiments iSNex, = 2 (ATLAS [1] and CMS [11]). We approximately described by the function given in the figliee parameters

Hours on 29 Oct. 2012

Obtalnt‘“d =2.05-10°s and thus are defined in the text. In addition to the fit result describgthe thin line, the
. . 6 1 dashed line shows the result of beam-gas interactions algr&p(—2Agt),
Mpel — 1 /¢inel — 4 87.107 %571, (13) with up and \g obtained from the three parameter fit. LHC fill 3236.

We note that\ine! depends on the initial luminosity and the

L e L B B L B

initial number of protons, thus on the starting valugigf= 15 058 Vs=8TeV LHC fill 3236 B
for the fit. SinceL o« N? we can writeAlR® o< \/Lg o \/Ho. B MPX01-05,13 ]
Thus for the lower initial luminosity in the fit, we expecta 056 7
longer lifetime from beam-beam interactions and therefore r 68% CL ]
smaller 0.54— N

oo (dAY™)
T

Aob = /15/35-4.87-107%s71 =3.20-10°s7".  (14) =
We observe that the fitted;,, value of eq.[(ID) is larger

than AL} calculated using the inelastic cross-section onl 0.5;ufit(t) Hy >\ -
given in eq.[(IW). This suggests, as expected, that the iprot B [1"' )] ]
proton interaction cross-section leading to the protos fosm 048 1 ‘9 el
the beam is indeed larger than the inelastic cross-sedtion. 02503 031 032 033 034 035 036 037
addition to inelastic hadronic scattering, hadronic diffive, Ag (day™)

hadronic elastic and Coulomb scattering contribute to the ,
proton burn-off. Fig. 11. Contour curve ohg and Ay, given at 68% CL, for the fit results

of the average number of interactions per bunch crossing amaion of
Another fit is performed using the combined data fronine using combined data from MPX01-05 and MPX13, shown ig. EQ.

MPX01-05 and MPX13 as a consistency check of the préhe dot in the center of the contour indicates the fit valugsClfill 3236.
viously described analysis procedure which used the agerag

of the fit parameters from the individual MPX devices. The The contour plot o\, and Ay, given at 68% CL in Fid. 11,

fit using the combined data is shown in Fig] 10. It gives, ahows a strong anti-correlation. The individual uncettafm
expected, almost identical fit parameters to the ones addairare taken as constant (giving equal weight to the individual
as the average values of the previous procedure. MPX devices in the combined data) since the uncertainty
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of the MPX data is systematically dominated. The constamherefore, there is no increase of the width when using the

uncertainty is scaled tay = 0.0448 yielding x?/ndf = 1. varying hit/cluster ratios. Compared to the initial Gaassi
This study of the LHC Iluminosity reduction allows usdistribution, the pull distribution with varying hit/clter ratios

to investigate the contribution of statistical and systiétna shows a higher peak and higher populated side-bands. Thus, i

uncertainties for each MPX device without relying on comean be excluded that the varying hit/cluster ratio is thes®u

parisons with other luminometers, only using MPX01 dataf the observed pull values for MPX02-05 and MPX13 ranging

due to its large data statistics. The pull, (datadif){., is between 1.44 and 2.10 (Talle VIII).

studied for each high-statistics MPX device individuallitw ~ The following observations could explain the about twice

Odata = VR-olit.. The R = Nyi:/No value is given in as large luminosity fluctuations compared to the statistica

Table[M for each MPX device. Figure 112 shows the pukxpectations from the hit statistics alone:

distribution for MPX01-05 and MPX13. As expected from « The average hit/cluster ratio, in particular for MPXO01,

the observed structures in Fig. 9, the pull value 15.47 (ddfin could be larger as noisy pixels are not excluded when

as the width of a Gaussian fit) is large for MPX01. The pull  the ratio is determined.

values vary between 2 and 3 for MPX02-05 and MPX13, given« The assumption that one cluster corresponds to one par-

in Table[VIT The uncertainty tends to be statistical inurat ticle bears an uncertainty involving the cluster definition

since the pull distributions are well described by Gaussian « Some particles are reflected and could pass the MPX

While the hit statistics of MPX02-05 and MPX13 vary more  sensor more than once.

than a factor 10 (TablelV) the pull is almost device indepen-« The showering of particles in the ATLAS detector mate-

dent. Thus, the systematic uncertainty in addition to tite hi  rial increases the number of particles passing the MPX

statistics seems to also be of statistical nature. Thexetbe devices, thus the number of independent particles to
total uncertainty (statistical and systematic) can be ritesd be used in the statistical determination of the expected
by scaling the statistical uncertainties such that the pull uncertainty would be smaller. The determination of this
unity. effect would require a full simulation of the material

Comparing the pull value of MPX01 with those of the  distribution of the ATLAS detector in front of each of the
other MPX devices, the statistical precision of MPXO01 isthig MPX devices which is beyond the scope of this study.
enough that in addition to the intrinsic MPX uncertainties However, the same pull value of about two, observed
(scaling with the MPX hit statistics), variations in the LHC for all six MPX devices used in the hit study, indicates
luminosity which are not described by the fit function become that the effect is independent of the MPX device and its
visible, shown in Fig[19. This is corroborated by the observa  position.
tion that the pull distributions as a function of time show These effects could lead to a smaller number of independent
structure only for MPXO01. objects impacting the luminosity measurement. Thus, tae st

The fluctuations of luminosity not described by the fitistical uncertainty is presumably larger than from hit ctig
function (Fig.[9) are interpreted as systematic unceaintlone. A reduction of the number of independent objects by
Therefore, an additional uncertainty corresponding ttRM&S  about a factor four increases the statistical uncertaigtyab
of the data deviations from the fit function\u!S%, = 0.03, is  factor two, and would reduce the pull distribution width to
added in quadrature to the statistical uncertainty. FifiBle unity.
shows the resulting pull distributions for MPX01-05 and In summary, Fig[ 14 shows the contour plot &f and
MPX13, and Table VIl summarizes the fit results. The width,,;,, given at 68% CL, for the hit statistical uncertainties
of the pull distribution is close to unity as MPX01 wasand systematic uncertainties from luminosity fluctuations
used to derive the systematic uncertainty. For the other MR)scribed by the fit function. They are added in quadrature,
devices the pull varies between 1.44 and 2.10. Thus, as fiven in Tabld TX. Figuré5 shows the corresponding plots fo
the vdM scan, the fluctuations are about a factor two largg? /ndf = 1. The variations of the fit values are well described
than expected from hit statistics alone for physics dataxta by the contours. Owing to the strong anti-correlation betwve
which is about 3000 times larger in luminosity. Apb and A, a transformation of the fit results is performed.

The effect of the varying hit/cluster ratio on the statistic The (A, — Ag) versus(Ap, + Ag) plane is used in order to
evaluation is studied with a simple Monte Carlo simulatiorillustrate the relative uncertainty between the fit valuEse
The goal is to determine whether using the average hit&ustomparative sensitivities of the MPX devices at 68% CL are
ratio (2.65 for MPX01), rather than the varying ratios framesummarised in Fid._16.
by-frame, could increase the pull value. This study canmot b The analysis performed with LHC fill 3236 data, has been
done with recorded data since the pixel occupancy is to@langpeated with LHC fill 3249 data, taken 31 October — 1
during physics data-taking when the pull value is deterchineNovember 2012, fop, = 13.4 to = 9.8. The MPXO01 results
First, a pull distribution has been simulated using a Gamssifrom LHC fill 3249 lead to a relative precision below RMS
distribution with unity width. Then, the statistical untainties 0.3% (Fig.[1¥) in agreement with the results from LHC fill
are reduced by a constant valyé.65. Alternatively, they 3236. Tabld_X gives the relative statistical uncertaintasd
are reduced by a varying factqy Ny /N.; frame-by-frame lists the total uncertainties for RMS 0.2% (obtained in LHC
reflecting the MPXO01 distribution in Fid.]5. Both resultingfill 3249) and RMS 0.3% (obtained for LHC fill 3236). The
pull distributions are fitted with a Gaussian. The formergiv corresponding pull values for statistical and total uraiattes
a width of v/2.65 = 1.6, as expected, and the latter 1.2are given in Tabl&XI.



14

T e e
18F Vs=8Tev Osua = V2,65 ot ;(2)5 \s=8Tev O = V4.13 0%,

16F- LHC fill 3236 Width = 15.47 3 waF LHC fill 3236 Width = 3.05 E

E MPX01 3 8? MPX02 E

14— - 16 —

2 12~ E 2 14 =
S 10F 3 s 12 E
0 = E 4 10F 3
B ] 8F =

& E 61 E

e E 4 =

E = 2 -

P N I B B 0 I | P IS U B AR | b . 15

Bo 20 30 20 10 0 10 20 30 40 50 0 8 6 4 2 0 2 4 6 8 10

My pxop PUIl (data-fit)/ o, Hy oo PUIl (data-fit)/ o,

B B A Baas Aannans nans Ry nnm pase N RSN NAAR AR Aaan Aaas Rann Aeay nans

E s=8TeV Ot = V4.04 ofit "3 [ Vs=8TeV Oyt = V4.08 00t

20 . ; = B : : 1
1ok LHC fill 3236 Width = 2.42 E F LHC fill 3236 Width = 2.18 1

8? MPX03 E 20 MPX04 =

16E E C 1
14F = B 1

0 £ E 2] 15— |
2 12F = = C ]
4  10F 3 & C ]
3 E °F ]

6k = r ]

4F 4 5~ B

2F = C ]
OTI'I‘ A S B R SRR B . o) I [ B B [
0 8 6 -4 2 0 2 4 6 8 10 0 8 6 -4 2 0 2 4 6 8 10

Hyioxos PUIl (data-fit)/ oy, Hyioxoq PUIl (data-fit)/ oy,

VL e RS AR R A AN S N R L L B I I I U S B

- Vs =8 TeV Oy = V4.20 02{;: 180 Vs=8TeV Oyaa = V4.98 02{;5

oo LHC fill 3236 Width = 1.96 - 16F- LHC fill 3236 Width=2.64 7

[ MPX05 1 E MPX13 3

C ] 14— -3

o 151 ] o 125 3
Q L ] Q C i
= C ] = 10 =
& . - & E ]
10 — 8 =

C ] 6 =

5 - 4 =

C ] 2k =

| AR RN T e ] ob— [ I IR IR IR A =
0 8 6 4 2 0 2 4 6 8 10 0 8 6 4 2 0 2 4 6 8 10

pull (data-fit)/o,,,. pull (data-fit)/oy,,.

l4lMP>(05 l4lMP>(13

Fig. 12. Pull distributions defined as (data-ft)ita, Whereogata = VR - obit,. The ratioR = Ny /Ny is determined for each MPX device separately.
LHC fill 3236.

TABLE VI
WIDTHS OF THEGAUSSIAN FITS TO THE PULL DISTRIBUTIONS FORMPX01-05AND MPX13. THE WIDTHS ARE GIVEN FOR UNCERTAINTIES RESULTING
FROM THE NUMBER OF HITS SCALED BY A FACTORy/ Nyt /N¢] FOR EACHMPX DEVICE, GIVEN IN TABLE[V] THE WIDTHS ARE ALSO GIVEN FOR
STATISTICAL AND SYSTEMATIC UNCERTAINTIES ADDED IN QUADRATURE. THE SYSTEMATIC UNCERTAINTIES RESULT FROM LUMINOSITY
FLUCTUATIONS NOT DESCRIBED BY THE FIT FUNCTION TABLE [[XIINDICATES THE SIZES OF THE UNCERTAINTY APPLIEDLHC FILL 3236.

MPX 01 02 03 04 05 13
Width pull stat. uncert. 1547 3.05 242 218 196 264
Width pull total uncert. (0.03 sys.) 1.00 1.68 210 164 1.82.44
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Fig. 13. Pull distributions defined as (data-tif).,, Whereogata = VR olit, & o, The ratio R = Ny;¢ /N is determined for each MPX device
separately and takes into account the systematic unagrfaem the fluctuations not described by the fit function. LHIC3236.

TABLE IX
STATISTICAL UNCERTAINTY RANGES FOR THE DATA POINTS INFIG.[8. THE UNCERTAINTY RESULTING FROM THE NUMBER OF HITS IS SCALED BW
FACTOR\/Ny;t/Nc1, GIVEN IN TABLE[V] THE VALUES ARE GIVEN FOR THE BEGINNING AND END OF THE FIT RANGEALSO SHOWN ARE THE TOTAL
UNCERTAINTIES CALCULATED ADDING IN QUADRATURE THE STATISTICAL AND SYSTEMATIC UNCERTAINTIES, WHERE THE SYSTEMATIC

UNCERTAINTIES RESULT FROM LUMINOSITY FLUCTUATIONS NOT DESRIBED BY THE FIT FUNC'I'ION(O'ég,tS = 0.03), SHOWN IN Fic.[@. LHCFILL 3236.

MPX 01 02 03 04 05 13
Ap stat. 0.0023-0.0017 0.0249-0.0190 0.0702-0.0524 0.043333 0.0679-0.0514 0.0229-0.0175
Ay total (0.03 sys.) 0.0301-0.0300 0.0390-0.0355 0.0768@10 0.0529-0.0448 0.0742-0.0595 0.0378-0.0347
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Fig. 14. Contour curves okg and Ay}, given at 68% CL, for the fit results of the average number wractions per bunch crossing as a function of time
seen by MPX01-05 and MPX13. The dot in the center of the contwlicates the fit values. The hit statistical uncertamiténd systematic uncertainties

from luminosity fluctuations not described by the fit functiare added in quadrature, given in Tablé IX. Ty values are 528, 1811, 2666, 1415, 1720,
and 1078, for MPX01-05 and MPX13, respectively, for 499 degrof freedom. LHC fill 3236.

TABLE X
SAME AS TABLE[IX] BUT FORLHC FILL 3249. THE SYSTEMATIC UNCERTAINTIES RESULT FROM LUMINOSITY FLUCTWTIONS NOT DESCRIBED BY THE
FIT FUNCTION (TAKING £t = 0.02 AND 0.03),sHOWN INFIG.[T7. LHCFILL 3249.

sys
MPX 01 02 03 04 05 13
Ay stat. 0.0022-0.0019 0.0237-0.0204 0.0668-0.0570 0.04a354 0.0653-0.0556 0.0220-0.0187

Ay total (0.02 sys.) 0.0201-0.0201 0.0310-0.0286 0.0608@i0 0.0464-0.0407 0.0682-0.0591 0.0297-0.0274
Ayp total (0.03 sys.) 0.0301-0.0301 0.0383-0.0363 0.07384%0 0.0515-0.0464 0.0652-0.0632 0.0372-0.0353
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Fig. 15. Contour curves okg and Ay}, given at 68% CL, for the fit results of the average number wractions per bunch crossing as a function of time
seen by MPX01-05 and MPX13. The dot in the center of the caritalicates the fit values. The hit statistical uncertasiéd systematic uncertainties from
luminosity fluctuations not described by the fit function adged in quadrature, given in Talile] IX, and then scaled tol y€ /ndf = 1. LHC fill 3236.

TABLE XI
WIDTHS OF THEGAUSSIAN FITS TO THE PULL DISTRIBUTIONS FORMPX01-05AND MPX13. THE WIDTHS ARE GIVEN FOR UNCERTAINTIES RESULTING
FROM THE NUMBER OF HITS SCALED BY A FACTORy/ Nyt /N¢1 FOR EACHMPX DEVICE, GIVEN IN TABLE[V] THE WIDTHS ARE ALSO GIVEN FOR
STATISTICAL AND SYSTEMATIC UNCERTAINTIES ADDED IN QUADRATURE, WHERE THE SYSTEMATIC UNCERTAINTIES RESULT FROM LUMINOSITY
FLUCTUATIONS NOT DESCRIBED BY THE FIT FUNCTIONTAKING 0.02AND 0.03). TABLE [X]INDICATES THE SIZES OF THE UNCERTAINTY APPLIEDLHC

FILL 3249.
MPX 01 02 03 04 05 13
Width pull stat. uncert. 12.69 276 274 208 206 290

Width pull total uncert. (0.02 sys.) 1.24 2.07 257 178 1.93.96
Width pull total uncert. (0.03 sys.) 0.80 154 242 167 18153
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Fig. 17. Deviations between data and the fit of the averagebeurof

interactions per bunch crossing as a function of time seenMIBXO01.
The relative deviations between data and fit have an RMS df0.Phe
statistical uncertainties\n/p per data point are indicated and vary from
about0.0099v/2.65% to about0.0116+/2.65% where the factoR.65 is the
averaged ratio of hits per interacting particle. The appas&ucture is similar
to the one previously discussed in the text. LHC fill 3249.
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has been used as well to study all the van der Meer scans
performed in 2012 in detail. It is demonstrated that the MPX
luminosity measurements can cope with a collision ratedd10
of the one characteristic for physics data-taking. Althoug
not specifically designed for luminosity measurements, the
MPX network gives reliable supplementary information for
the luminosity determination of LHC proton-proton colties.

It is demonstrated that the precision of the MPX network is
sufficient to study the underlying mechanisms of the LHC
luminosity reduction. The evaluation of the variationsward

the fitted time-dependence of the LHC luminosity is found to
give important information on the precision of the indivadu
MPX devices. This study shows that the relative uncertainty
on the luminosity measurement is below 0.3% for one minute
intervals.

A network of TPX devices (upgraded successors of the
MPX devices) has been installed as the replacement of the
MPX network in preparation for the Run-2 LHC opera-
tion [12].
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