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Abstract

Topic modelling is a probabilistic generative model that has been applied on text mining

and information retrieval. Recent topic models achieve good performances when dealing with

English long texts. However, the subject is still challenging with short text especially with

non-English short texts due to many factors like sparsity. In this work, We conduct a study on

the application of recent topic models dedicated to English long-text on short Arabic texts,

providing a comparaison between these models and their performances. We explain the main

differences between recent algorithms, providing intuitions on how they operate under the

hood, and explaining preprocessing requirements for each algorithm. In addition, we provide

their tuning and comparatively evaluate their performance on clustering short-text from many

short Arabic datasets.
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 ملخص:

 

 

 

نمذجة الموضوع هً نموذج تولٌدي احتمالً تم تطبٌقه على التنقٌب عن النص واسترجاع المعلومات. 

تحقق نماذج الموضوعات الحدٌثة أداءً جٌدًا عند التعامل مع النصوص الإنجلٌزٌة الطوٌلة. ومع ذلك ، لا 

غٌر الإنجلٌزٌة بسبب ٌزال الموضوع ٌمثل تحدٌاً مع النص القصٌر خاصةً مع النصوص القصٌرة 

العدٌد من العوامل مثل التباٌن. فً هذا العمل ، نجري دراسة حول تطبٌق نماذج الموضوعات الحدٌثة 

المخصصة للنص الإنجلٌزي الطوٌل على النصوص العربٌة القصٌرة ، مما ٌوفر مقارنة بٌن هذه 

ٌثة ، ونقدم الحدس حول كٌفٌة عملها النماذج وأدائها. نفسر الاختلافات الرئٌسٌة بٌن الخوارزمٌات الحد

تحت الغطاء ، وشرح متطلبات المعالجة المسبقة لكل خوارزمٌة. بالإضافة إلى ذلك ، نقدم ضبطها ونقٌم 

.أدائها نسبٌاً على تجمٌع نص قصٌر من العدٌد من مجموعات البٌانات العربٌة القصٌرة  



Résumé 
 

   Topic Modeling est un modèle génératif probabiliste qui a été appliqué à 

l'exploration de texte et à la recherche d'informations. Les topic models  récents 

obtiennent de bonnes performances lorsqu'il s'agit de textes longs en anglais. 

Cependant, le sujet reste difficile avec des textes courts, en particulier avec des 

textes courts non anglais en raison de nombreux facteurs tels que la rareté. Dans ce 

travail, nous menons une étude sur l'application des topic modeling  récentes 

dédiées aux textes longs anglais sur des textes courts arabes, en proposant une 

comparaison entre ces modèles et leurs performances. Nous expliquons les 

principales différences entre les algorithmes récents, en fournissant des intuitions sur 

la façon dont ils fonctionnent sous le capot et en expliquant les exigences de 

prétraitement pour chaque algorithme. De plus, nous fournissons leur réglage et 

évaluons comparativement leurs performances sur le regroupement de texte court à 

partir de nombreux ensembles de données arabes courts. 
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General Introduction

Social media have influenced drastically on modern societies, where billions of people are

involved actively in these platforms or applications. Large amounts of textual data is generated

daily in form of comments, reviews and short text messages over these platform. The analysis

of these texts is crucial to provide better services, information research, advertising and security

[21].

Consequently, there is a need for more efficient methods and tools that can aid in detecting

and analyzing content in online social networks (OSNs).Furthermore, there is a need to extract

more useful and hidden information from numerous online sources that are stored as text

and written in natural language within the social network landscape (e.g., Twitter, LinkedIn,

and Facebook). It is convenient to employ a natural approach, similar to a human–human

interaction, where users can specify their preferences over an extended dialogue [22]. Natural

language processing (NLP) is a field that combines the power of computational linguistics,

computer science, and artificial intelligence to enable machines to understand, analyze, and

generate the meaning of natural human speech. The first actual example of the use of

NLP techniques was in the 1950s in a translation from Russian to English that contained

numerous literal transaction misunderstandings [21]. Essentially, keyword extraction is the

most fundamental task in several fields, such as information retrieval, text mining, and NLP

applications, namely, topic detection and tracking [22].In this dissertation, we focused on the

topic modeling (TM) task, which was described by Miriam (2012) as a method to find groups

of words (topics) in a corpus of text. In general, the procedure of exploring data to collect

valuable information is stated as text mining. Text mining includes data mining algorithms,

NLP, machine learning, and statistical operations to derive useful content from unstructured

formats such as social media textual data.

We will see the first chapter some of ANLP challenges and to present relation between

machine learning and the field of Arabic natural language processing (ANLP). In the second

chapter,will talk about Topic Modeling and we will conduct a comprehensive review of various

short text topic modeling techniques under the three categories of methods. In the third

chapter,We will see exactly how the work is pass with arabic datasets and all the work steps.

Finally , we will show and discuss our implementation and the final results.
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Chapter 1

Arabic Natural Language Processing

1.1 Introduction

By definition, Natural language processing (NLP) is a field of computer science that seeks

to create concepts, find methods, and construct software that is able to comprehend, study,

and produce natural human languages to enable human-machine interaction through writing

and/or speech. That is, NLP helps computers identify the ways in which humans use language.

Arabic Natural Language Processing (ANLP) is the application of NLP techniques and methods

on Arabic Language which is spoken in middle east countries and north Africa. Recently,

ANLP has received more attention, and several applications have been developed including

text categorization, web page spam detection, and sentiment analysis that supports Arabic

language. In This chapter, we discuss the characteristics and complexity of the Arabic language

in addition to the importance and needs of ANLP.

1.2 Arabic language

Arabic is an Afro-Asiatic language that developed in the Middle East. More than 250 million

individuals speak the Arabic language across the world [3]. The Arabic language was widely

disseminated after the emergence of Islam, although it existed centuries before the religion. As

a universal religion, Islam has delivered the Arabic language to its followers, estimated to be

1.5 billion people [3]. Historically speaking, Arabic is rooted in Classical Arabic (CA), which

has been used as the Arab peoples’ native language since 600 AD. It is associated with Islam

and the Quran. However, over the centuries, the language has evolved and been simplified to

create what is known as Modern Standard Arabic (MSA). The terminology and the linguistic

features of MSA differ from those of CA, but the structure of words and sentences have

remained. In addition to CA and MSA, each region has a dialect of Arabic spoken in the

community (between friends and family) [15].

13
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1.3 Arabic language characteristics

The Arabic language consists of grammar, spelling, punctuation marks, slang as informal lan-

guage, idioms, and pronunciation. Many characteristics make the Arabic language distinctive

[17]:

• Reading and writing in Arabic moves from right to left.

• The language consists of 28 characters.

• In Arabic, upper and lower cases are not distinguished, like Chinese, Japanese, and

Korean.

• Numbers are divided into plural, dual, and singular, with two genders feminine and

masculine.

• The language comprises several words formed from roots, and several root words are

composed of three letters.

• Verbs in the past tense are identified by suffixes, and verbs in the present or future tenses

are designated by prefixes; for example, “ b¡Ð” means “she went,” but “ 	¡@�”

means “she goes.”

1.4 Arabic language complexity

Arabic can be considered more complex than English. Arabic writing does not possess vowels;

rather, diacritics are placed above or below letters. Modern writers have abandoned these

diacritics; readers are expected to understand the lost diacritics based on their knowledge of

the language . This characteristic induces both structural and lexical ambiguity in Arabic texts

because various diacritics may lead to different meanings .

Another complexity consists of dots, which are frequently used in Arabic. The structure of

many letters is similar or even identical, so letters are differentiated by the number of dots

and their locations, such that the letters all have the same structure but with different dot

locations and numbers.

In addition, some letters possess diverse forms that rely on their location in the word. Of the

28 letters in the language, 22 take four different shapes each (at the beginning/middle/end

of the word, and at a non-linked letter).

Moreover, nouns and adjectives in Arabic can be masculine or feminine .

Furthermore, vocabulary of the Arabic language can have different meanings. For example,

the word darkness has 52 synonyms, the word rain has 34, the word moon has 16, the word

light has 21, the word short has 164, the word long has 91, and there are 50 synonyms for the

word cloud. Arabic also uses specific inflections; usually, a term may be stated as a mix of

prefix (es) (which can be articles, prepositions, or conjunctions), lemma, and suffix (es) (which

are objects or personal/possessive anaphora) .Figure 1 is an example of Arabic inflection [2].
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Figure 1.1: Example of inflection [2].

1.5 Arabic natural language processing

1.5.1 Natural language processing

NLP is an area of investigation that aims to enable computers to analyze and use original

text or human speech as it is spoken to perform valuable applications. NLP researchers

seek to identify how humans manipulate language, which helps them develop techniques and

tools that allow computer systems to handle natural languages and perform necessary tasks.

Several disciplines have formed the basics of NLP, such as artificial intelligence, computer and

information sciences, linguistics, electronic and electrical engineering, robotics, mathematics,

and psychology. NLP has many applications in different domains, such as summarizing natural

language texts, machine translation, and language information retrieval, among others. Many

NLP applications are now available in many languages such as Chinese, Arabic, and English

...ANLP is an advanced application of AI and machine learning used to understand Arabic

language with all the complexity [16].

1.5.2 Arabic natural language processing application

ANLP has become an exciting research domain. It involves the development of techniques and

tools using the Arabic language. Numerous existing systems have been created for different

applications such as machine translation, information retrieval and extraction, localization, and

multilingual information retrieval systems . These applications encounter numerous intricate

problems related to the structure and nature of the Arabic language [17].

1.5.3 Necessity and needs in ANLP

Most developed ANLP systems are dedicated to allowing non-Arabic speakers in the Western

world to understand Arabic texts. For example, sentiment analysis, machine translation, and

Arabic named entity recognition are the most commonly used ANLP tools .

ANLP is highly demanded in several sectors. For example, the task of correctly identifying

Arabic names is challenging for non-Arabic government institutions. ANLP tools that scan
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and recognize names, places, and dates are becoming necessary and beneficial because they

save time spent waiting for language experts to carry out the task.

On the other hand, Google Translate and Babylon are always looking for translating English

sentences into Arabic (or vice versa) by giving the meaning of each word without considering

the meaning of the whole sentence.

ANLP applications are useful in accomplishing the task of sentiment analysis; they can be

used worldwide to identify the sense of words in addition to morphological structure. They are

also used at the sentence level to recognize the sense of whole phrases [3].

1.6 Machine Learning based ANLP process and evolution

The development of the machine learning applications often includes many phases,as shown

in Figure 2 and presented in detail in the following subsections.

1.6.1 Corpora

The first step in Machine learning-based ANLP studies is data collection. These data are text

samples that are suitable for the concerned subject area. Few freely available collected and

classified Arabic corpora exist, such as Al-Nahar, Al-Jazeera, Al Ahram, Al-hayat, and Al-

Dostor newspapers , Hadith corpus , Akhbar-Alkhaleej corpus , Arabic NEWSWIRE , Quranic

Arabic Corpus , corpus Watan-2004 , KACST Arabic corpus, BBC Corpus , CCN Corpus

and Open Source Arabic Corpora (OSAC) , NADA corpus. These corpora have been used

in Arabic processing studies, especially in text categorization. For named entity recognition

studies, benchmark data exist such as ACE 2003 and ANERcorp . On the other hand, for

the other applications like spam detection, sentiment analysis, readability, and web document

classification, benchmark corpora are still missing [17].

1.6.2 Preprocessing

Text preprocessing is a core natural language processing task. It applies operations to create

another form from the inputted text. In ANLP, MADAMIRA and RapidMiner offer natural

language processing operations. MADAMIRA provides the study of the structure of words and

part of words (root words, prefixes, and suffixes) in the Arabic language . It includes the critical

characteristics of the well-known Arabic processing systems MADA and AMIRA . RapidMiner

consists of many preprocessing operations including stemming, cleaning, and visualization. It

is implemented using Java and can be operated with any operating system . Data Cleaning,

normalization, tokenization, and stemming are common text preprocessing operations in most

ANLP applications .
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Figure 1.2: Summary of the preprocessing operations [17].

1.6.2.1 Data Cleaning:

According to Oueslati , Arabic text preprocessing is an essential step in any ANLP application.

Preprocessing Arabic text on social media, which is usually informal (not standard), is more

complicat edowing to several reasons such as the presence of dialect text, common spelling

mistakes, extra characters, diacritical marks, and elongations.Consequently, to preprocess such

Arabic text, we must perform additional processing such as stripping the elongations, diacritical

marks, and extra characters. Additionally, we must convert the text into its normal Arabic

form. To this end, this approach provides two preprocessing modules:

a- Text cleaning: Most Arabic text on social media contains noise such as elonga-

tions,diacritical marks, extra symbols, and/or mixed language. The first and the most im-

portant step in preprocessing is cleaning Arabic text by removing such noises.Most of the

previous algorithms clean the noises by expecting all possible noises and then searching each

noise in the text and cleaning it,which makes the cleanliness of the text depend on the degree

of anticipation of noises. This method of cleaning may not provide accurate results because

it is not easy to expect all noises, in addition to the possibility of introduction of new noises.

Our cleaning algorithm works differently than the previous algorithms—it does not look at the

noises but only selects the required text [2].
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Figure 1.3: Cleaning algorithm [18].

As shown in Figure 3, the cleaning algorithm reads the text, character by character, and

then checks whether the character belongs to the Arabic alphabet or the required character; if

yes, the algorithm selects it,otherwise, replaces it with a space. This method of cleaning elimi-

nates all noises, such as additional characters, samples, non-Arabic characters, URLs, and any

shapes, and provides clean Arabic text without affecting its meaning or content.Moreover, it

transforms every letter into its standard form, e.g. “alif” has several forms ”�” and ” �” . Given

this, the module provides the possibility of choosing additional characters if required.According

to Jianqiang and Xiaolin , removing stop words,numbers, and URLs is appropriate for reduc-

ing noise and does not affect the performance of sentiment analysis, which we think is more

sensitive to these components than the remaining processing algorithms such as information

extracting and mining algorithms.

b- Text normalization: After cleaning the tweet text, the second step is to change the

text into its normal form. Some Arabic words on social media are written in non-standard

ways, e.g., some words contain repeated characters such a instead ”�¤¤¤¤¤rb�” of” �¤rb�

”, which means congratulations,emotions such as ”¢hhhhhhh¡” which indicate laugh-

ing, and include common spelling mistakes and/or dialects.Most of the previous works did not

provide individual algorithms for normalization; they used a single algorithm for both cleaning

and normalization. In our approach, we considered normalization to be a different prepro-

cessing task because we used a different approach while cleaning the noises. Our proposed

normalization algorithm replaces a non-normal word by a normal one by removing the repeated

characters and using a set of common non-normal words [23].



CHAPTER 1. ARABIC NATURAL LANGUAGE PROCESSING 19

1.6.2.2 Tokenization

According to Faragly and Shalan , tokenization in Arabic is problematic owing to the complexity

of the structure of the Arabic language,e.g., an Arabic name has no capitalization and may

have a middle token such as ” ��”, some Arabic words may have up to three different tokens.

Based on the cleaning and normalization results provided by the algorithms in figure 4 ,

the tokenization algorithm can be implemented easily and in a straightforward manner.The

tokenization algorithm uses the spaces between words and punctuation, such as stop marks,

commas, and semicolons to fragment text into words. Then, it stores each word in an individual

database field [17].

1.6.2.3 Stemming and root generation:

There are several Arabic stemming algorithms. According to Sawalha , each stemmer is based

on different text corpora, and most of them are designed to work for MSA; therefore, the

application of any one of them in our approach may be difficult.This subsection proposes a

special stemmer/root generating algorithm to handle the text words that result from the above

stage (the tokenization stage). Certain words that result from applying the previous algorithm

may contain dedicated words or concatenated letters or maybe written in an informal manner,

e.g., in some words, ”¤” which means and, is connected to the word without using the space

character.

Figure 1.4: Stemming and root word example [17].

1.6.2.4 Stemming vs Lemmatization

Stemming and Lemmatization are text normalization techniques within the field of Natural

language Processing that are used to prepare text, words, and documents for further pro-

cessing. In this blog, you may study stemming and lemmatization in an exceedingly practical

approach covering the background, applications of stemming and lemmatization, and the way

to stem and lemmatize words, sentences and documents using the Python nltk package which

is the natural language package provided by Python.
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Stemming is the process of producing morphological variants of a root/base word. Stemming

programs are commonly referred to as stemming algorithms or stemmers. For example: ” 	t�

” would be the stem for ” 	tk§ ” ,” Tbtk�

in contrast to stemming, lemmatizationlooks beyond word reduction and considers a lan-

guage’s full vocabulary to apply a morphological analysis to words. The lemma of ”  wk§ ”

is ”  A� ” ‘be’ and the lemma of ” ºAs�” is ”�r�”.

1.6.3 Supervised machine learning

Supervised learning approaches are related to a labeled training data. Several types of super-

vised classifiers exist.the most frequently used classifiers in ANLP applications [13]:

• SUPPORT VECTOR MACHINES (SVM): Are well-known supervised machine learning

techniques .SVM have been effectively employed in many problems related to pattern recog-

nition in fields such as bioinformatics and biometrics. Regarding text processing, SVMs have

achieved the best results in text categorization and are used extensively in NLP-related prob-

lems in different languages such as Arabic for methods like readability prediction and sentiment

analysis

• NAIVE BAYES CLASSIFICATION (NB):The most straightforward and the second-most-

used classifier. The Naive Bayes classifier is a prevalent technique for text categorization that

assigns documents to associated categories such as spam or legitimate and positive, negative,

or neutral .

• DECISION TREES: Have been used in many NLP-related classification problems . In

addition to the Naive Bayes classifier, Decision Tree classifiers provide excellent results for

spam detection . The decision tree classifier is a favored machine learning technique because

the model is easy to understand. Abdallah showed that their hybrid approach with the rule-

based approach using decision tree performed better than the existing classifiers for Arabic

Named Entity Recognition applications.

Figure 1.5: supervised learning [13].
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1.6.4 Unsupervised Machine Learning

As the name suggests, unsupervised learning is a machine learning technique in which models

are not supervised using training dataset. Instead, models itself find the hidden patterns and

insights from the given data. It can be compared to learning which takes place in the human

brain while learning new things [23].

Figure 1.6: Working of unsupervised learning [23].

Here, we have taken an unlabeled input data, which means it is not categorized and

corresponding outputs are also not given. Now, this unlabeled input data is fed to the machine

learning model in order to train it. Firstly, it will interpret the raw data to find the hidden

patterns from the data and then will apply suitable algorithms such as k-means clustering,

Decision tree, etc.

Once it applies the suitable algorithm, the algorithm divides the data objects into groups

according to the similarities and difference between the objects.

There are a lot of algorithms but the most popular are:

• K-means clustering [34]

• KNN (k-nearest neighbors) [23]

• Hierarchal clustering [29]

• Anomaly detection [23]

• Networks[23]

• Principle Component Analysis [23]
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• Independent Component Analysis [23]

• Apriori algorithm [23]

• Topic modeling [23]

• Singular value decomposition [23]

1.7 Conclusion

As we have seen, NLP steps for Arabic are almost the same for English , but with more

complexity specially at tokenization, POS tags ,..etc. Also it’s more challenging to find tools

that support Arabic.

For the next chapter we would find out what is topic modeling and how to apply.



Chapter 2

Topic Modeling

2.1 Introduction

In Natural Language Processing (NLP), topic modeling has become an important research

sub-area. It is a text mining technique that identify topics in a set of documents and identify

hidden patterns that are present in a text corpus. Topic model serves best for the purpose of

organizing huge volume of textual data, retrieval of information from unstructured or semi-

structured documents, extraction of feature, and document clustering. It is also a powerful

tool and has wide applications in many fields such as historical science, software engineering,

linguistic science and Marketing to name few. In this chapter, we present topic modeling

concepts and their categories and algorithms.

2.2 Topic Modeling

One of the most extensively application of NLP in the industry for more than a decade is topic

modeling. In a nutshell, topic modeling intends to discover latent topics or the global structure

of a large, typically unlabeled, set of documents. Especially when dealing with an enormous

number of documents, as manually assigning them topics is costly, topic modeling can help

gain great insights with less time and effort [8]. Topic modeling is developed based on the

assumption that a topic can be interpreted as a probability distribution of a set of words or

tokens. Likewise, a document does not fall into a unique topic but rather a statistical mixture

of different topics. In other words, topic modeling can be considered as a soft clustering

method. It is different from topic clustering in that the hard clustering technique is where

a document can only belong to one cluster . Noticeably, both tasks are also different from

topic classification, which is a supervised learning one with labeled datasets (in particular, the

topic of a document is provided in the first place) [38]. The result from topic modeling is a

matrix of documents by topics. The matrix’s cell indicates the probability that a particular

document belongs to a specific topic. A topic here is not explicitly defined but rather a

collection of themed words. Therefore, in the end, topics need to be defined by human

intellectuals. The results can be considered as a dimensionality reduction product because the

23
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matrix is a kind of structured data (numerical) of the original unstructured data (texts). More

specifically, a unique word needs one dimension to be represented. Therefore, the entire corpus

needs millions of dimensions. On the other hand, topic modeling’s matrix has significantly

fewer dimensions as they represent a defined number of topics rather than numerous single

words[38].The advantage of topic modeling is the potential of spotting remarkable hidden

topics in the corpus. The downside is that the model performance cannot be precisely evaluated

since there are no real targets to categorize documents. Nevertheless, topic modeling is an

efficient method as it does not require much computing power. Consequently, it is used widely

in NLP, especially in the first stage of analyzing corpora [38].

Figure 2.1: Basic Topic Modeling Process [38].

2.3 Topic modeling Application

Topic modeling is actively used in various industries, primarily for automating laborious tasks.

For instance, instead of having technicians collect and track customers conversations and re-

views of the company or its products over social media, these comments and trends can be

automatically detected and classified by applying topic modeling .In particular,in the hospi-

tality industry,by monitoring online reviews using topic modeling, accommodation owners can

understand key drivers that affect customer satisfaction to improve them .Similarly,a different

study explores patients’ thoughts of physicians to help doctors acquire a deeper understanding

to enhance healthcare quality.Moreover,topic modeling can assist in routing customer support

tickets based on subjects, keywords, urgency, and in delivering them to the proper depart-

ments.Thus, the technicians benefit from the ease of manual workloads, which allow them to

focus on more critical tasks and complicated problems.Hence, they can provide better services

and products and help improve business results [15]. Extensively, topic modeling can be ap-
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plied in other industries as well. For instance, chemistry-related topic modeling is developed

to categorize large molecules into ”chemical topics” and illustrate their similarities. Adopting

the same approach, in biology, the technique groups different cell types into diverse ”chro-

matin topics” successfully. Furthermore,topic modeling is employed in new technologies like

blockchains to improve the analysis of its technological trend.Finally, topic modeling’s outputs

can also be used as the inputs for topic classification [7]. In summary,topic modeling’s powerful

impact on analyzing corpus makes it an attractive tool to computer engineers and business

owners.In the last decades,this research section has witnessed a revolutionary transformation

thanks to the novel approach: using probabilistic and ANN/DL instead of linear algebra based

methods to train topic models [7].

2.4 Topic modeling for short text

In recent years, short texts are increasingly prevalent due to the explosive growth of online

social media. For example, about 500 million tweets are published per day on Twitter1 , one

of the most popular online social networking services. Probabilistic topic models are broadly

used to uncover the hidden topics of tweets, since the low-dimensional semantic representation

is crucial for many applications, such as product recommendation , hashtag recommendation

, user interest tracking , sentiment analysis. However, the scarcity of context and the noisy

words restrict LDA and its variations in topic modeling over short texts [6].

2.5 Difficulties of STTM 1

Topic modeling is notoriously more challenging to do when the text is shorter and the main

reasons why TM difficulty on short are [38]:

1. No common definition of what short-form text is:

• Social media (Tweets, Reddit posts, and comments, Facebook posts, YouTube

video comments...all of which vary greatly in their length limits)

• Instant messages

• Short message exchanges

• Public forum comments

• News headlines

2. Lack of context:each short text lacks enough word co occurrence information.

3. Lack of context:each short text lacks enough word co occurrence information.

4. Need for extensive data pre-processing

5. Due to a few words in each text, most texts are probably generated by only one topic
1STTM: Short Text Topic Modeling
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2.6 Classification of STTM

The short text topic modeling algorithms basically fall into the following three major categories:

• Dirichlet multinomial mixture,

• Global word co-occurrences,

• Self-aggregation.

2.6.1 Dirichlet multinomial mixture

Dirichlet multinomial mixture (DMM) is a generative topic model with the assumption that

each document covers only a single topic. Actually, this assumption can indirectly enrich word

co-occurrences at the document level, making the model more effective for short texts [49].

Figure 2.2: The DMM model generation process [49].

• M: The total documents in the corpus.

• N: The number of words in the document.

• w: The Word in a document.

• z: The latent topic assigned to a word.

• β and α:Dirichlet parameters.

• θ:The topic distribution.

• ϕ:The word distribution for topic k

2.6.2 Global word co-occurrences

Global word co-occurrences (GW) is model for distributed word representation, The model

is an unsupervised learning algorithm for obtaining vector representations for words. This

is achieved by mapping words into a meaningful space where the distance between words

is related to semantic similarity.Training is performed on aggregated global word-word co-

occurrence statistics from a corpus, and the resulting representations showcase interesting

linear substructures of the word vector space. It is developed as an open-source project at

Stanford and was launched in 2014. As log-bilinear regression model for unsupervised learning



CHAPTER 2. TOPIC MODELING 27

of word representations, it combines the features of two model families, namely the global

matrix factorization and local context window methods [33].

Some models try to use the rich global word co-occurrence patterns for inferring latent

topics,Due to the adequacy of global word co-occurrences, the sparsity of short texts is miti-

gated for these models.According to the utilizing strategies of global word co-occurrences [33]

.

2.6.3 Self-aggregation

The success of topic modeling on social media through heuristic aggregation of tweets has shed

light on how to develop a generalized topic modeling solution for short texts .Motivated by this,

a natural strategy would be to resort to automatic clustering algorithms for aggregating short

texts into long pseudo documents, before a standard topic model is applied. A Self-Aggregation

(SA) topic model is proposed to aggregate short texts for data sparsity. However, its number

of parameters increase with the data size, being prone to overfitting and computationally

expensive [43].

2.7 STTM techniques

Figure 4.15 depicts the previous classification of Short Text Topic Models. In the next sub-

sections, we present the algorithms of each category.

Figure 2.3: STTM techniques.

2.7.1 Dirichlet multinomial mixture algortithms

2.7.1.1 Gibbs Sampling Dirichlet multinomial mixture

GSDMM is a short text clustering model,GSDMM is essentially a modified Latent Dirichlet

Allocation which assumes that a document (tweet or text for instance) encompasses 1 topic
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this differs from LDA which assumes that a document can have multiple topics. The basic

principle of GSDMM is described using an analogy called “Movie Group Approach”. Imagine

a group of students (documents) who all have a list of favorite movies (words). The students

are randomly assigned to K tables. At the instruction of a professor the students must shuffle

tables with 2 goals in mind: 1) Find a table with more students 2) Pick a table where your

film interests align with those at the table. Rinse and repeat until you reach a plateau where

the number of clusters does not change [36].

Figure 2.4: GSDMM model [44]

2.7.1.2 Pachinko allocation model(PAM)

This model is structured as a directed acyclic graph (DAG) where leaf nodes are words in the

vocabulary of the corpus, and interior nodes are topics which have Dirichlet distributions over

their child nodes. Some implementations of PA include many layers of interior nodes/topics,

which allow for more granular examination of the distributions of words and topics across

other topics. Tomotopy library has an implementation of Pachinko Allocation supporting 2

layers of topic nodes. The tomotopy implementation requires 2 parameters, k1 and k2 which

correspond to the number of nodes at the first and second levels of the DAG. [25].
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Figure 2.5: PAM architecture [25].

2.7.1.3 Hierarchical Pachinko allocation model

Hierarchical Pachinko allocation (HPAM) is a special type of PAM model that creates a

hierarchy of topics, but since PAM uses a DAG instead of a tree, child topics can have multiple

parent topics. HPAM does this by giving each node at every level have a Dirichlet distribution

over the vocabulary itself rather than only the lowest level of topics having a distribution over

the vocabulary. The Dirichlet distributions at interior nodes are critical to HPAM because their

parameters represents the hierarchy through the parameters of these Dirichlet distributions

Tomotopy has an implementation of HPAM, which takes the same paramters as PAM,

k1k1 and k2k2 which correspond to the number of nodes at the first and second levels of the

DAG [25].

Figure 2.6: HPAM architecture [25].
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2.7.1.4 The Dirichlet-multinomial regression

DMR topic model is a powerful method for rapidly developing topic models that can take into

account arbitrary features. It can emulate many previously published models, achieving similar

or improved performance with little additional statistical modeling or programming work by the

user [28]. One interesting side effect of using the DMR model is efficiency. Adding additional

complexity to a topic model generally results in a larger number of variables to sample and a

more complicated sampling distribution [28].

2.7.2 Global word co-occurrences algortithms

2.7.2.1 Biterm topic model(BTM)

The key idea of BTM is to learn topics over short texts based on the aggregated biterms in

the whole corpus to tackle the sparsity problem in single document. Specifically, we consider

that the whole corpus as a mixture of topics, where each biterm is drawn from a specific topic

independently. The probability that a biterm drawn from a specifictopic is further captured by

the chances that both words in the biterm are drawn from the topic [46].

Figure 2.7: BTM model [46].

• M: The total documents in the corpus.

• N: The number of words in the document.

• w: The Word in a document.

• z: The latent topic assigned to a word.

• β and α:Dirichlet parameters.

• θ:The topic distribution.

• ϕ:The word distribution for topic k
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2.7.2.2 Advesarial-neural Topic Model

They propose (ATM) as shown in Figure below . The proposed ATM contains three main

components: (1) the document sampling module shown at the top of Figure below, which

defines the representation mapping function and samples a real document dr ∈ R V from an

input text corpus; (2) the generator G takes a topic distribution θ sampled from a dirichlet

prior as input and generates the corresponding fake document df ; (3) the discriminator D

takes df and dr as input and discriminates the fake document from the real ones, whose output

is subsequently used as a learning signal to update the parameters of G and D [45].

Figure 2.8: The framework of the Adversarial-neural Topic Model (ATM) [45].

2.7.3 Self-aggregation algortithms

2.7.3.1 Latent Dirichlet Allocation(LDA)

LDA is a generative probabilistic model of a corpus. The basic idea is that the documents

are represented as random mixtures over latent topics, where a topic is characterized by a

distribution over words. Latent Dirichlet allocation (LDA), first introduced by Blei, Ng and

Jordan in 2003 [11], is one of the most popular methods in topic modeling. The words

with highest probabilities in each topic usually give a good idea of what the topic is can word

probabilities from LDA. It is one of the most popular topic modeling methods. Each document

is made up of various words, and each topic also has various words belonging to it. The aim

of LDA is to find topics a document belongs to, based on the words in it.



CHAPTER 2. TOPIC MODELING 32

Figure 2.9: LDA model [11].

2.7.3.2 Non-negative Matrix Factorization

NMF is a statistical method to reduce the dimension of the input corpora. It uses factor

analysis method to provide comparatively less weightage to the words with less coherence

[24]. For a general case, consider we have an input matrix V of shape m x n. This method

factorizes V into two matrices W and H, such that the dimension of W is m x k and that of H

is n x k. For our situation, V represent the term document matrix, each row of matrix H is a

word embedding and each column of the matrix W represent the weightage of each word get

in each sentences ( semantic relation of words with each sentence). You can find a practical

application with example below [24].

Figure 2.10: NMF example [24].
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2.7.3.3 Latent Semantic Indexing(LSI)

LSI is one of the foundational techniques in topic modeling. The core idea is to take a matrix

of what we have[documents] and [terms] and decompose it into a separate [document][topic]

matrix and a [topic][term] matrix[35].

Figure 2.11: LSI matrix [35].

The first step is generating our document-term matrix. Given m documents and n words in

our vocabulary, we can construct an m × n matrix A in which each row represents a document

and each column represents a word. In the simplest version of LSA, each entry can simply

be a raw count of the number of times the j-th word appeared in the i-th document. In

practice, however, raw counts do not work particularly well because they do not account for

the significance of each word in the document. For example, the word “nuclear” probably

informs us more about the topic(s) of a given document than the word “test.”[35] [10].

2.7.3.4 Hierarchical Dirichlet process

HDP is a powerful mixed-membership model for the unsupervised analysis of grouped data.

Applied to document collections, the HDP provides a nonparametric topic model where docu-

ments are viewed as groups of observed words, mixture components (called topics) are distri-

butions over terms, and each document exhibits the topics with different proportions. Given a

collection of documents[31]. HDP is a revamped version of LDA, which can infer the number

of topics through the learning phase, on the contrary of choosing the number of topics ini-

tially as the above algorithms. More advanced than the LDA formula, HDP has an appended

preceding level of Dirichlet processes for producing a non-parametric prior for the number of

topics hence, the hierarchical word in its name. The method is beneficial considering that it

might be tricky to foresee how many topics are in the unknown, enormous corpus. A variant of

this is online variational inference for the HDP. It overcomes some drawbacks of the previous
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one, as this enhanced algorithm can easily handle huge datasets and streaming texts like web

APIs . Because HDP is relatively new and has not been widely used yet [31].

2.8 Conclusion

In this chapter, we presented an overview about Topic Modeling and its algorithms with more

focus on short texts. At the best of our knowledge the aforementioned techniques are applied

on English text and just a few of them were applied to Arabic short Texts [19, 26]. In the next

chapter we will present our application of all the previous techniques on Arabic short texts.



Chapter 3

Topic Models for Arabic Short Text

3.1 Introduction

As mentioned in the previous chapters, topic modeling has been proven to be successful in

summarizing long texts and extracting important concepts and topics from them. However,

the need to analyze short texts became significantly relevant as the popularity of microblogs,

such as Twitter, grew. The challenge with inferring topics from short text is that it often

suffers from noisy data, so it can be difficult to detect topics in a smaller corpus. In this

chapter, we present our work on the application of a set topic modeling methods on Arabic

short text. To the best of our knowledge, These methods are applied only in the context of

the English language as we have presented in the previous chapter. we apply these methods a

on a collection of Arabic short texts that we have compiled from different sources. Different

coherence metrics are used to compare between their performances.

3.2 Related Studies

The origin of topic modeling approach goes back to the 1990s when Latent Semantic Anal-

ysis(LSA),also known as Latent Semantic Indexing (LSI).Afterward, another approach called

Probabilistic Latent Semantic Analysis (PLSA), based on the likelihood principles, that de-

fines a generative data model and also minimizes word perplexity, was proposed to discover

the latent topic in document collection which was a significant contribution to enhance topic

modeling methods .

In 2003, LDA was presented which outperforms PLSA and LSA by its ability to reduce the

dimensionality and also can be applied in complex methods.Many variations of LDA have been

suggested to take advantage of auxiliary data related to the corpus to enhance the topics

quality. For example, in ( [41],[50]), with the idea that a word has adifferent sentiment in

different contexts.

DMM has been proved to handle the problem of a severe sparsity of short texts. The authors

in [27] investigate the performance of LDA and DMM on short and long texts.They used Gibbs

sampling for DMM (GSDMM)proposed in [48].They conclude that LDA outperforms DMM

35
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on long texts and GSDMM more performance on short texts. The work in topic modeling on

Arabic content is almost limited to the works that have been listed in [37] a survey paper in

which the authors investigate the recent significant published articles related to topic detection

and topic modeling on Arabic content.

the hidden topics of the Quran have been uncovered using LDA. Each surah has been treated

as a document. The authors confirm that the main themes for each surah have been revealed

and the two major topics of the Quran with different themes in the Madani and Makki surahs

have been recognized.

In the domain of Arabic, content in social media referred to as short texts [5] The frame-

work consists of five stages: “data collection, preprocessing, classification, clustering, and

summarization.” They confirm that LDA has a poor performance in their case because of the

shortness of the tweets.

3.3 Methodology

Figure 4.15 depicts the followed steps to conduct our comparative analysis. Each step in the

process is described in details in the next subsections.

Figure 3.1: Topic Modeling Steps

3.3.1 Methods selection

As we have mentioned in the previous chapter , we divide the short text topic modeling

algorithms basically into the three major categories; Dirichlet multinomial mixture (DMM),

Global word co-occurrences (GW), and Self-aggregation(SA). For our analysis, we select all

the described methods as competitive methods.
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3.3.2 Dataset Collection

A dataset in machine learning is quite simply a collection of data pieces that can be treated

by a computer as a single unit for analytic and prediction purposes.High-quality datasets are

the key to good performance in natural language processing (NLP) projects. for this study,

we employ three datasets 1 ,each one containsa large curated base for training.

3.3.3 Pre-processing

Data-preprocessing can be defined as the process of “cleaning and transformation” of the

data, data which can be in any format may be structured, unstructured or semi-structured

and has been extracted or originated from different sources like historical data, stream-data,

application-data etc [47] . there is steps need to be carried out for Data-preprocessing:

3.3.3.1 Importing Relevant Libraries

The very first step for any data pre-processing using python is importing all the relevant libraries

according to your problem statements. The most commonly used or we can say basic libraries

are pandas for importing and exporting the datasets, numpy for mathematical calculations and

sklearn which is one of the most powerful library used for data pre-processing [47].

3.3.3.2 Loading the Datasets

The next step after importing the libraries is loading the datasets. Using python we can read

different data format files like image files, coma separated values (csv files), Excel files, Text

files, HTML, Hierarchical Data format, audio files, video files and many more [47].

3.3.3.3 Tokenization

Tokenization is a step which splits longer strings of text into smaller pieces, or tokens. Larger

chunks of text can be tokenized into sentences, sentences can be tokenized into words, etc.

Further processing is generally performed after a piece of text has been appropriately tok-

enized. Tokenization is also referred to as text segmentation or lexical analysis. Sometimes

segmentation is used to refer to the breakdown of a large chunk of text into pieces larger than

words (e.g. paragraphs or sentences), while tokenization is reserved for the breakdown process

which results exclusively in words[47].

3.3.3.4 Handling the Null-values

The most crucial step in data pre-processing is to handle the missing values or null values in

python we say NaN values. Simply we can handle the null values by: Dropping the entire row

containing the null values, which sometimes tends to result unpredictable result and is not the

best way to handle missing values[12].

1https://metatext.io/datasets-list/arabic-language

https://metatext.io/datasets-list/arabic-language


CHAPTER 3. TOPIC MODELS FOR ARABIC SHORT TEXT 38

3.3.3.5 Removal of stop words

Stop words are available in abundance in any human language. By removing these words, we

remove the low-level information from our text in order to give more focus to the important

information. In order words, we can say that the removal of such words does not show any

negative consequences on the model we train for our task [12].

Figure 3.2: Arabic stop words

3.3.3.6 Removal of punctuation

An important NLP preprocessing step is punctuation marks removal, this marks used to divide

text into sentences, paragraphs and phrases affects the results of any text processing approach,

especially what depends on the occurrence frequencies of words and phrases,it typically do not

add extra meaning to the text [12].

3.3.3.7 Bag of words

Bag of words is a Natural Language Processing technique of text modelling. In technical

terms, we can say that it is a method of feature extraction with text data. This approach is

a simple and flexible way of extracting features from documents [30] .

A bag of words is a representation of text that describes the occurrence of words within a

document. We just keep track of word counts and disregard the grammatical details and the

word order. It is called a “bag” of words because any information about the order or structure

of words in the document is discarded. The model is only concerned with whether known

words occur in the document, not where in the document.

One of the biggest problems with text is that it is messy and unstructured, and machine

learning algorithms prefer structured, well defined fixed-length inputs and by using the Bag-

of-Words technique we can convert variable-length texts into a fixed-length vector [12] . Let’s

see this example:

- Sentence :” welcome great learning now start learning”
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Figure 3.3: Bag of Word example

The output is this vector: Sentence [ 1,1,2,1,1,0,0 ]

3.3.3.8 Term frequency-inverse document frequency

TF-IDF is a statistical measure that evaluates how relevant a word is to a document in a

collection of documents. It has many uses, most importantly in automated text analysis, and

is very useful for scoring words in machine learning algorithms for Natural Language Processing

(NLP) [12].

Figure 3.4: TF formula

Figure 3.5: IDF formula

TF-IDF was invented for document search and information retrieval. It works by increasing

proportionally to the number of times a word appears in a document, but is offset by the

number of documents that contain the word. So, words that are common in every document,
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such as this, what, and if, rank low even though they may appear many times, since they don’t

mean much to that document in particular [4].

Let’s check an example:

Figure 3.6: Example of calculating Tf

Figure 3.7: Example of calculating IDF
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Figure 3.8: Calculate TF-IDF

3.3.3.9 Removal of emojis

The emojis are removed since they can’t be analyzed.moreover, not all emojis convey the

message. Many of them are meaningless. we should remove it as they are not providing any

helpful information [12].

Figure 3.9: Emojis

3.3.3.10 Lemmatization

Lemmatization is a linguistic term that means grouping together words with the same root or

lemma but with different inflections or derivatives of meaning so they can be analyzed as one

item. The aim is to take away inflectional suffixes and prefixes to bring out the word’s dictionary

form. In lemmatization, the transformation uses a dictionary to map different variants of a

word back to its root format [30].

3.3.4 Modeling

In this part, we have applied the techniques on the dataset, we present the full details in the

next chapter.
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3.3.5 Tuning parameters

Figure 3.10: Parameter Selection

3.3.6 Evaluation Metrics

The evaluation of machine learning techniques often relies on accuracy scores computed com-

paring predicted results against a ground truth. In the case of unsupervised techniques like

topic modeling, the ground truth is not always available. For this reason, in the literature, we

can find metrics which enable to evaluate a topic model independently from a ground truth,

among which, coherence measures are the most popular ones for topic modeling [40].

3.3.6.1 Coherence metrics

The coherence metrics rely on the joint probability P(wi, wj ) of two words wi and wj that is

computed by counting the number of documents in which those words occur together divided

by the total number of documents in the corpus. The documents are fragmented using sliding

windows of a given length, and the probability is given by the number of fragments including

both wi and wj divided by the total number of fragments. This probability can be expressed

through the Pointwise Mutual Information (PMI) [14] ,defined as:
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Figure 3.11: Coherence formula

A small value is chosen for ’ϵ’, in order to avoid computing the logarithm of 0.Different

metrics based on PMI have been introduced in the literature, differing in the strategies applied

for token segmentation, probability estimation, confirmation measure, and aggregation.

• The UCI coherence averages the PMI computed between pairs of topics, according to:

Figure 3.12: UCI Coherence formula

• The UMASS coherence relies instead on differently computed joint probability:

Figure 3.13: UMASS Coherence formula

• The Normalized Pointwise Mutual Information (NPMI) applies the PMI in a confirmation

measure for defining the association between two words:

Figure 3.14: NMPI Coherence formula

3.3.7 Analysis and comparaison

After we calculate all the coherence, we have set the results in table for make the comparison

more easy and visible as depicted in Figures (4.15, 3.17,
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Figure 3.15: Results of Dataset 1

Figure 3.16: Result of dataset 2

Figure 3.17: Result of dataset 3

These results are visualized and analysed in the next chapter.
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3.4 Conclusion

In this chapter, we have presented a general methodology by which we apply several STTM

methods from different categories on a dataset of Arabic short texts. The process steps were

explained in details. In the next chapter, we present the practical aspect of the study and the

analysis of the obtained results.



Chapter 4

Implementation and Results

4.1 Introduction

The process of comparing several topic models for Arabic short texts was presented in the

previous chapter. In this chapter, we presents the practical aspects of the project, where we

give an overview about tools, techniques and languages used for the implementation of the

application of the different topic models on the Arabic dataset. Moreover, we present the

obtained results and a comparison between the algorithms 1.

4.2 Language and tools

The problem and the purpose in this project are always creating a comparison between results

of few known algorithms in topic modelling and evaluating them using some techniques in

NLP and hyperparameter tuning to obtain the best results , in this case, the first program-

ming language used is Python and a bunch of followed packages each one had particular roles

and benefits, meanwhile, the text editor is Jupyter Notebook because of many advantages and

particular strong benefits :

• They’re great for showcasing your work. You can see both the code and the results.

The notebooks at Kaggle is a particularly great example of this.

• It’s easy to use other people’s work as a starting point. You can run cell by cell to better

get an understanding of what the code does.

• Very easy to host server side, which is useful for security purposes. A lot of data is

sensitive and should be protected, and one of the steps toward that is no data is stored

on local machines. A server-side Jupyter Notebook setup gives you that for free.

1https://github.com/oumaima19992022/PFEE
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Jupyter Notebook has installed with Anaconda program which helped us to work with more

flexibility and well organised

4.2.1 Anaconda

Anaconda is a distribution of the Python and R programming languages for scientific computing

(data science, machine learning applications, large-scale data processing, predictive analytics,

etc.), that aims to simplify package management and deployment [1].

Figure 4.1: Anaconda Logo

4.3 PC Performance

PC Performance depend on what size of dataset it is that you are going to be work. In our

experiment I used my PC with :

• CPU:Intel(R) Core(TM) i3-6006U CPU 2.00GHz 2.00 GHz.

• RAM:4,00 Go

• Hard disk: 500 GO HDD + 250 GO SSD

4.3.0.1 Anaconda Navigator

Anaconda Navigator is a desktop graphical user interface (GUI) included in Anaconda distri-

bution that allows users to launch applications and manage conda packages, environments

and channels without using command-line commands. Navigator can search for packages on

Anaconda Cloud or in a local Anaconda Repository, install them in an environment, run the

packages and update them. It is available for Windows, macOS and Linux [1].
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Figure 4.2: Anaconda Navigator

The following applications are available by default in Navigator:

• JupyterLab

• Jupyter Notebook

• QtConsole

• Spyder

• Glue

• Orange

• RStudio

• Visual Studio Code

4.3.1 Python

Python is a high-level programming language used for complex scenarios as well as a general-

purpose language that is used across various domains. It is the favourite language among the

developers because of its simplicity and less complex syntax. It is open-source and available for

all the operating systems and is platform-independent and has an extensive library for Python

programming code [42].
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Figure 4.3: Python Logo [42].

4.4 Packages

Figure 4.4: Python Packages
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4.4.1 Pandas

Pandas is an open source, BSD-licensed library providing high-performance, easy-touse data

structures and data analysis tools for the Python programming language.

Figure 4.5: Pandas Logo

4.4.2 NumPy

NumPy is the fundamental package for scientific computing in Python. It is a Python library

that provides a multidimensional array object, various derived objects (such as masked arrays

and matrices), and an assortment of routines for fast operations on arrays, including mathe-

matical, logical, shape manipulation, sorting, selecting, I/O, discrete Fourier transforms, basic

linear algebra, basic statistical operations, random simulation and much more.

Figure 4.6: NumPy Logo

4.4.3 Gensim

Gensim is a Python library for topic modelling, document indexing and similarity retrieval with

large corpora. Target audience is the natural language processing (NLP) and information

retrieval (IR) community [39].

Figure 4.7: Gensim Logo [39].
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4.4.4 NLTK

NLTK is a leading platform for building Python programs to work with human language data.

It provides easy-to-use interfaces to over 50 corpora and lexical resources such as WordNet,

along with a suite of text processing libraries for classification, tokenization, stemming, tagging,

parsing, and semantic reasoning, wrappers for industrial-strength NLP libraries, and an active

discussion forum [9].

4.4.5 Scikit-learn

Scikit-learn (also known as sklearn) is a free software machine learning library for the Python

programming language. It features various classification, regression and clustering algorithms

including support-vector machines, random forests, gradient boosting, k-means and DBSCAN,

and is designed to interoperate with the Python numerical and scientific libraries NumPy and

SciPy. Scikit-learn is a NumFOCUS fiscally sponsored project [32].

Figure 4.8: Sklearn Logo[32].

4.4.6 Tomotopy

Tomotopy is a Python extension of tomoto (Topic Modeling Tool) which is a Gibbs-sampling

based topic model library written in C++. It utilizes a vectorization of modern CPUs for max-

imizing speed. The current version of tomoto supports several major topic models including.

Figure 4.9: Tomotopy Logo.

4.4.7 Matplotlib

Matplotlib is a comprehensive library for creating static, animated, and interactive visual-

izations in Python. Matplotlib produces publication-quality figures in a variety of hardcopy

formats and interactive environments across platforms. Matplotlib can be used in Python
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scripts, the Python and IPython shell, web application servers, and various graphical user

interface toolkits [20] .

Figure 4.10: Matplotlib logo [20].

Figure 4.11: style sheet example

4.5 Experiment description

4.5.1 Load required packages

Depending on my choice of python notebook, I need to install and load the following packages

to perform topic modeling

Figure 4.12: Installing Packages
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4.5.2 Dataset

Topic modeling is an ’unsupervised’ machine learning technique but all the Arabic short texts

dataset has class column so we need to edit it .

Figure 4.13: Dataset Printing

Figure 4.14 shows how the class column deleted:
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Figure 4.14: New dataset shape

Figure 4.15: Top Word frequencies in the training dataset(Uncleaned)
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4.5.3 Data Pre-processing

Our goal in the data pre-processing stage is to convert sentences into words, convert words to

their root and removing words that are too common or too irrelevant to the purpose of our

topic modeling project,We used the following techniques to reach our goal:

4.5.3.1 Removing punctuation

Figure 4.16 depicts the step of punctuation removing.

Figure 4.16: Removing punctuation

4.5.3.2 Removing stop words

Stop words are removed as depicted in Figure 4.17.

Figure 4.17: Removing Stop words

4.5.3.3 Dropping missing values(Texts )

Missing values are then droped using the instruction depicted in Figure 4.18.
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Figure 4.18: Removing missing values

It can be seen that our dataset does not contain missing values, which leads to pass directly

to the next step.

4.5.3.4 Lemmatization and Removing emojis function

In the Figure 4.19 we apply the Lemmatization function for grouping different inflected forms

of words into the root form , we use Qalsadi library because it is Arabic Morphological Analyzer

and lemmatizer for Python . The code inside the square for removing the existing emojis in

our dataset (Figure 4.19).

Figure 4.19: Lemmatization function

4.5.3.5 TF-IDF

The output below (Fig. 4.20) represents only TF-IDF for 10 documents from the dataset.
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Figure 4.20: Calculate Tf-Idf

4.5.4 Modeling part

In this section, we are use the topic modeling algorithms and then calculate the corresponding

measure ”coherence”.

4.5.4.1 Latent Dirichlet Allocation Model

The figure (4.21) represents documents with the most important words with their high impor-

tance in the document itself, using LDA algorithm in Gensim library.

Figure 4.21: LDA model

In the figures( 4.22, 4.23,4.24,4.25) we calculated the coherence with four types (c-v,

U-mass, C-uci,C-nmpi) and we got those results:
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Figure 4.22: LDA coherence by CV

Figure 4.23: LDA coherence by C-uci

Figure 4.24: LDA coherence by C-nmpi

Figure 4.25: LDA coherence by U-mass

The last step is to find the optimal number of topics as we show in the figure ( 4.26). We

need to build many LDA models with different values of the number of topics (k) and pick

the one that gives the highest coherence value. Choosing a ‘k’ that marks the end of a rapid

growth of topic coherence usually offers meaningful and interpretable topics. Picking an even

higher value can sometimes provide more granular sub-topics. If you see the same keywords

being repeated in multiple topics, it’s probably a sign that the ‘k’ is too large.
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Figure 4.26: Topic score

This figure( 4.27) presents pyLDAVis , the most commonly used and a nice way to visualise

the information contained in a topic model.

Figure 4.27: LDA visualisation
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4.5.4.2 Biterm topic model (BTM)

The figure (4.28) represents how we applied BTM algorithm.

Figure 4.28: BTM model

4.5.4.3 Latent Semantic Indexing (LSI)

The figure (4.29) represents the using of LSI algorithm in Gensim library.

Figure 4.29: LSI model

The figure (4.30) represents documents with the most important words with their high

importance in the document itself with LSI algorithm .

Figure 4.30: LSI Topics

4.5.4.4 Hierarchical Dirichlet Process (HDP)

The figure (4.31) represents documents with the most important words with their high impor-

tance in the document itself, using HDP algorithm in Gensim library.

Figure 4.31: HDP model
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The figures( 4.32,4.33,4.34,4.35,4.36,4.37) represents documents with the most important

words with their high importance in the document itself, using NMF,PAM,HPAM,DMR,ATMand

GSDMM algorithms .

4.5.4.5 Non-Negative Matrix Factorization(NMF)

Figure 4.32: NMF model

4.5.4.6 Pachinko allocation (PAM)

Figure 4.33: PAM model
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4.5.4.7 Hierarchical Pachinko allocation (PAM)

Figure 4.34: HPAM model

4.5.4.8 Dirichlet Multinomial Regression(DMR)

Figure 4.35: DMR model

4.5.4.9 Adversarial-neural Topic Model(ATM)

Figure 4.36: ATM model
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4.5.4.10 Short for Gibbs Sampling Dirichlet Multinomial Mixture(GSDMM)

Figure 4.37: GSDMM model

4.5.5 Comparison the performance by score

The figures (4.38,4.39,4.40,4.41) visualized a bar graph of the measures of c-v,u-mass,c-uci,c-

nmpi coherences of each model.

4.5.5.1 Using CV coherence

Figure 4.38: Evaluation by CV
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4.5.5.2 Using U-Mass coherence

Figure 4.39: Evaluation by U-Mass

4.5.5.3 Using C-UCI coherence

Figure 4.40: Evaluation by C-uci

4.5.5.4 Using C-NMPI coherence

Figure 4.41: Evaluation by C-NMPI
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4.6 Results

Figure 4.42: Evaluation

The figure 4.42 shows the evaluation of the performance by coherence, It is knowing that

cohernece score is a widely a used performance metric to evaluate topic modeling as well

as perplexity and many other evaluations methods, but in this experiment cohernece was

preferably used as a suitable choice with its differnent formulas or scores like C-V(typically 0

< x < 1), U-mass(typically -14 < x < 14),C-UCI(typically -14 < x < 14), C-NMPI(typically

-1 < x < 0). As depicted in Figures 4.42, the coherence gives a realistic measure to identify

the identified topics. We have tested 9 algorithms over the Arabic tweets dataset for topic

modelling, more attention would be paid for the following 2 metrics :

1. Coherence cv (content vector), It creates content vectors of words using their co-

occurrences and, after that, calculates the score using normalized pointwise mutual information

(NPMI) and the cosine similarity.

2. Coherence UMass is recommended to be used by several recent approaches as Instead of

using the CV score. Regarding the experiment results comparing all algorithms with different

datasets, and looking at the 2 focused metrics, we decided to move on with the HPAM and

DMR algorithms at the top , which yields the best CV score and Umass score is unstable.

BTM algorithm has only U-mass coherence but it is bad results and unstable.

4.7 Conclusion

In this chapter the variant types of algorithms used helped us to distinguish which algorithm

can be more likely the best fit for our data-set to achieve the result of the topic modelling,

however with help of Data reprocessing part.

As we know , any ML model is so sensitive to the training dataset , which we tried to

be as much generic as we could, however, we couldn’t generalize or expect the same exact

performance on any different dataset.



General Conclusion

The Arabic short text topic modeling (STTM) techniques reviewed were divided into three

broad categories: DMM, global word co-occurrences, and self-aggregation. We investigated

the structure and properties preserved by various topic modeling algorithms, as well as the chal-

lenges faced by Arabic short text topic modeling techniques in general and by each approach

category. Various STTM applications were presented. We used two famous open-source

python libraries, GENSIM and TOMOTOPY, which are made up of surveyed short text topic

modeling methodologies and evaluation tasks including clustering and topic coherence. Fi-

nally, we examined the outcomes of some publicly accessible real datasets used to evaluate

the surveyed methodologies to these evaluation tasks.

Arabic STTM is an emerging field of machine learning and NLP, with numerous promising

research directions:

(1) Visualization: Another difficult problem is determining how to display a document

using topic models. Topic modeling provides useful information about the structure of each

document. This structure, when combined with topic labels, can aid in identifying the most

interesting parts of the document.

(2) Evaluation: Useful evaluation metrics for topic modeling algorithms (Nan values) have

never been solved. Topic coherence is incapable of distinguishing between topics. One open

area for topic modeling is the development of new evaluation metrics that correspond to how

the methods are used.

(3) Model validation: According to the experimental results of this work, each method

performs differently on different Arabic datasets. We cannot decide which topic modeling

algorithms to use when dealing with a new corpus or task.
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