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#### Abstract

In this thesis we study the mean field reflected backward stochastic differential equation.We first establich existence and uniqueness results for MFRBDSDE when the coefficient $f$ is Lipshitz. Secondly, we extend our results on existence when the coefficient is continuous and linear growth. Our proof are based on approximation techniques.


## RESUME

Dans cette thèse, nous étudions les équations différentielles doublement stochastiques rétrogrades réfléchies de type champs moyen.Dans un premier temps, nous établissons un résultat d'existence et d'unicité quand le coefficient est Lipchitzien Deuxièmement, nous généralisons nous résultat d'existence quand le coefficient est continue et à croissance linéaire. Nos démonstrations sont basées sur des techniques d'approximation.

## Introduction

After the earlier work of Pardoux \& Peng [42] (1990), the theory of Backward stochastic differential equations (BSDEs in short) has a significant headway thanks to the many applications areas. Several authors contributed in weakening the Lipschitz assumption required on the drift of the equation (see Lepeltier \& San Martin [32] (1997), Kobylanski [29] (2000), Mao [40] (1995), Bahlali [2,3] (2001)). Since then, these equations have found a wide field of applications as in mathematical finance, see in particular El-Karoui, Peng, Quenez [17] (1994) or in stochastic optimal control and differential games, see El-Karoui, see Hamadene and Lepeltier $[23,24]$ (1995). They also appear to be an effective tool for constructing G-martingales on manifolds with prescribed limits, see Darling [15] (1995), and they provide probabilistic formulae for solutions of systems of quasi-linear partial differential equations, see Pardoux, Peng [43] (1992).

Cvitanic, Karatzas [14] (1995) have introduced the notion of BSDE with two reflecting barriers. This is a generalization of the work of El-Karoui et al. [20] (1997) related to the BSDE with one reflecting barrier. Roughly speaking, in [14] (1995) the authors look for a solution for a BSDE which is forced to stay between two prescribed processes $L$ and $U(L \leq U)$. Using two methods, the first one linked to Dynkin games and Picard-type
iterative procedure and the second based on the penalization of an ordinary BSDE, they show that the BSDE with two reflecting barriers has a unique solution if the coeffecient (drift) of the equation is a Lipschitz map.

A new kind of Backward stochastic differential equations was introduced by Pardoux \& Peng [44] (1994),

$$
Y_{t}=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d \overleftarrow{B}_{s}-\int_{t}^{T} Z_{s} d W_{s}
$$

with two different directions of stochastic integrals, i.e., the equation involve both a standard (forward) stochastic integral $d W_{t}$ and a backward stochastic integral $d \overleftarrow{B}_{t}$. This equation has been in order to give a probabilistic representation for the solution of the following system of semilinear parabolic SPDE

$$
\begin{aligned}
u(t, x)= & h(x)+\int_{s}^{T}\left\{\mathcal{L} u(r, x)+f\left(r, x, u(r, x), \sigma^{*} \nabla u(r, x)\right\} d r\right. \\
& +\int_{s}^{T} g\left(r, x, u(r, x), \sigma^{*} \nabla u(r, x)\right) d B_{r}, \quad t \leq s \leq T,
\end{aligned}
$$

such that

$$
\mathcal{L}:=\frac{1}{2} \sum_{i, j}\left(a_{i j}\right) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i} b_{i} \frac{\partial}{\partial x_{i}}, \quad \text { with }\left(a_{i j}\right):=\sigma \sigma^{*} .
$$

Pardoux \& Peng proved the existence and uniqueness of a solution for BDSDEs under uniformly Lipschitz conditions. Shi et al [45] (2005) provided a comparison theorem which is very important in studying viscocity solution of SPDEs with stochastic tools.

Bahlali et al [4] (2009) proved the existence and uniqueness of a solution to the following reflected backward doubly stochastic differential equations (RBDSDEs) with one continuous barrier and uniformly Lipschitz coefficients:

$$
Y_{t}=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s+K_{T}-K_{t}+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d \overleftarrow{B}_{s}-\int_{t}^{T} Z_{s} d W_{s}
$$

In a recent work of Buckdahn et al. [8,9] (2009), a notion of mean-field backward stochastic differential equation (MF-BSDEs in short) of the form

$$
Y_{t}=\xi+\int_{t}^{T} E^{\prime} f\left(s, \omega^{\prime}, \omega, Y_{s}(\omega), Y_{s}\left(\omega^{\prime}\right), Z_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}
$$

with $t \in[0, T]$, was introduced. They deepened the investigation of such mean-field BSDEs by studying them in a more general framework, with general driver. They established the existence and uniqueness of solution under uniformly Lipschitz condition. The theory of mean-field BSDE has been developed by several authors, Du et al. [16] (2012) the authors established a comparison theorem and existence in the case of linear growth and continuous condition.

Mean-field Backward doubly stochastic differential equations

$$
\begin{aligned}
& Y_{t}=\xi+\int_{t}^{T} E^{\prime} f\left(s, \omega^{\prime}, \omega, Y_{s}(\omega), Y_{s}\left(\omega^{\prime}\right), Z_{s}\right) d s \\
& +\int_{t}^{T} E^{\prime} g\left(s, \omega^{\prime}, \omega, Y_{s}\left(\omega^{\prime}\right), Z_{s}\right) d B_{s}-\int_{t}^{T} Z_{s} d W_{s},
\end{aligned}
$$

with $t \in[0, T]$, are deduced by Ruimin Xu [47] (2012), obtained the existence and uniqueness result of the solution with uniformly Lipschitz coefficients and present the connection between McKean-Vlasov SPDEs and mean-field BDSDEs.

This thesis is composed of three chapters.
The first chapter concert the study of BSDE than the Lipschitz one in both one dimension and multidimensional case. In a first time, we give an existence and uniqueness
result for BSDE with Lipschitz coefficient. In a second, we consider the reflected BSDE we give the proof of the existence of solutions to RBSDEs with Lipschitz coefficient by using the penalisation method. The last topic of the first chapter is the study of the Mean field BSDE.

In chapter 2, we present some new results in the theory of backward doubly stochastic differential equations. First, under some Lipshitz assumption on the coefficient we present an existence and uniqueness results for the BDSDE. Secondly, we present, under continuous assumptions an existence result for solution of backward doubly stochastic differential equation. Note that in this chapter we define the reflected backward doubly stochastic differential equation and we recall the results of existence and uniqueness in the Lipschitz case. The existence of a maximal and a minimal solution for RBDSDEs with continuous generators in also.

Chapter 3: Our main goal is devoted to the study of the mean field backward doubly stochastic differential equations,

$$
\begin{aligned}
Y_{t}= & \xi+\int_{t}^{T} E^{\prime} f\left(s, \omega, \omega^{\prime}, Y_{s}, Y_{s}^{\prime}, Z_{s}, Z_{s}^{\prime}\right) d s+\int_{t}^{T} E^{\prime} g\left(s, \omega, \omega^{\prime}, Y_{s}, Y_{s}^{\prime}, Z_{s}, Z_{s}^{\prime}\right) d B_{s} \\
& +K_{T}-K_{t}-\int_{t}^{T} Z_{s} d W_{s},
\end{aligned}
$$

with $t \in[0, T]$.
We prove an existence result under uniformly Lipschitz condition on the coefficients, and we will show the existence of a minimal solution under weaker condition than the Lipschitz one. Precisely, we deal with continuous and linear growth coefficients. For the proof, we adapt the method of Lepeltier and San Martin which consist on of approxi-
mating the coefficients $f$ by a sequence of Lipschitz coefficients. After, we prove existence and uniqueness results of a solution of mean field reflected backward doubly stochastic differential equations when the coefficient is Lipischtz. Finally, we will investigate this result to prove existence of maximal and minimal solution of the mean field RBDSDE with continuous and linear growth coefficient

## Chapter 1

## Background on Backward

## Stochastic Differential Equations

The objective of this chapter is to introduce the notion of backward stochastic differential equation, and to specify terminologies used in this context. We also give some basic facts, which are widely used throughout the thesis.

### 1.1 Definitions

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space on which is defined a $d$-dimensional Brownian motion $W:=\left(W_{t}\right)_{t \leq T}$. Let us denote by $\left(\mathcal{F}_{t}^{W}\right)_{t \leq T}$. the natural filtration of $W$ and $\left(\mathcal{F}_{t}\right)_{t \leq T}$. its completion with the $\mathbb{P}$-null sets of $\mathcal{F}$. We define the following spaces:

$$
\begin{array}{ll}
\mathcal{P}_{n} & \text { the set of } \mathcal{F}_{t^{-}} \text {progressively measurable, } \mathbb{R}^{n} \text { - valued processes on } \Omega \times[0, T] \\
\mathbb{L}_{n}^{2}\left(\mathcal{F}_{t}\right) & =\left\{\eta: \mathcal{F}_{t}-\text { measurable random } \mathbb{R}^{n}-\right.\text { valued variable } \\
& \text { s.t. } \left.\mathbb{E}\left[|\eta|^{2}\right]<\infty\right\} \\
\mathcal{S}_{n}^{2}(0, T) & =\left\{\varphi \in \mathcal{P}_{n} \text { with continuous paths, s.t. } \mathbb{E}\left[\sup _{t \leq T}\left|\varphi_{t}\right|^{2}\right]<\infty\right\} \\
\mathcal{H}_{n \times d}^{2}(0, T)=\left\{Z \in \mathcal{P}_{n} \text { s.t. } \mathbb{E}\left[\int_{0}^{T}\left|Z_{s}\right|^{2} d s\right]<\infty\right\}
\end{array}
$$

Let us now introduce the notion of multi-dimensional BSDE.

Definition 1 Let $\xi_{T} \in L_{n}^{2}\left(\mathcal{F}_{T}\right)$ be a $\mathbb{R}^{n}$ - valued terminal condition and let $f$ be a $\mathbb{R}^{n}$ valued coefficient, $\mathcal{P}_{n} \otimes \mathcal{B}\left(\mathbb{R}^{n} \times \mathbb{R}^{n \times d}\right)$-measurable. $A$ solution for the $n$-dimensional

BSDE associated with parameters $\left(f, \xi_{T}\right)$ is a pair of progressively measurable processes $(Y, Z):=\left(Y_{t}, Z_{t}\right)_{t \leq T}$ with values in $\mathbb{R}^{n} \otimes \mathbb{R}^{n \times d}$ such that:

$$
\left\{\begin{array}{l}
Y \in \mathcal{S}_{n}^{2},  \tag{1.1}\\
Z \in \mathcal{H}_{n \times d}^{2} \\
Y_{t}=\xi_{T}+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}, \quad 0 \leq t \leq T
\end{array}\right.
$$

The differential form of this equation is

$$
\begin{equation*}
-d Y_{t}=f\left(t, Y_{t}, Z_{t}\right) d t-Z_{t} d W_{t}, \quad Y_{T}=\xi_{T} \tag{1.2}
\end{equation*}
$$

Hereafter $f$ is called the coefficient and $\xi$ the terminal value of the $\mathbf{B S D E}$.

Under some specific assumptions on the coefficient $f$, the $\mathbf{B S D E}$ (1.1) has a unique solution. The standard assumptions are the following:

$$
\left(H_{1}\right)\left\{\begin{array}{l}
(i) \quad(f(t, 0,0))_{t \leq T} \in \mathcal{H}_{n}^{2} \\
(i i) \quad f \text { is uniformly Lipschitz with respect to }(y, z): \\
\text { there exists a constant } C \geq 0 \text { s.t. } \forall(y, y, z, z, z) \\
|f(\omega, t, y, z)-f(\omega, t, \dot{y}, \dot{z})| \leq C(|y-\dot{y}|+|z-\dot{z}|), \quad d t \otimes d \mathbb{P} \quad \text { a.e. }
\end{array}\right.
$$

### 1.2 Existence and Uniqueness of a Solution

In [42], Pardoux and Peng have established the existence and the uniqueness of the solution of the equation (1.1) under the uniform Lipschitz condition.

Theorem 2 (Pardoux and Peng [42]) Under the standard assumptions ( $H_{1}$ ), there exists a unique solution $(Y, Z)$ of the $\operatorname{BSDE}(1.1)$ with paramaeres $\left(f, \xi_{T}\right)$.

Proof. We give a proof based on a fixed point method. Let us consider the function $\Phi$ on $\mathcal{S}^{2}(0, T) \times \mathcal{H}_{d}^{2}(0, T)$, mapping $(U, V) \in \mathcal{S}^{2}(0, T) \times \mathcal{H}_{d}^{2}(0, T)$ to $(Y, Z)=\Phi(U, V)$ defined by

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} f\left(s, U_{s}, V_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s} \tag{1.3}
\end{equation*}
$$

More precisely, the paire $(Y, Z)$ is constructed as follows: we consider the martingale $M_{t}=\mathbb{E}\left[\xi+\int_{0}^{T} f\left(s, U_{s}, V_{s}\right) d s \backslash \mathcal{F}_{t}\right]$, which is square integrable under the assumptions on $(\xi, f)$.

We may apply the martingale representation theorem, which gives the existence and uniqueness of $Z \in \mathcal{H}_{d}^{2}(0, T)$ such that

$$
\begin{equation*}
M_{t}=M_{0}+\int_{0}^{T} Z_{s} d W_{s} \tag{1.4}
\end{equation*}
$$

We then define the process $Y$ by

$$
Y_{t}=\mathbb{E}\left[\xi+\int_{t}^{T} f\left(s, U_{s}, V_{s}\right) d s \backslash \mathcal{F}_{t}\right]=M_{t}-\int_{0}^{t} f\left(s, U_{s}, V_{s}\right) d s, 0 \leq t \leq T
$$

By using the representation (1.4) of $M$ in the previous relation, and noting that $Y_{T}=\xi$, we see that $Y$ satisfies (1.3).

Observe by Doob's inequality that

$$
\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|\int_{t}^{T} Z_{s} d W_{s}\right|^{2}\right] \leq 4 \mathbb{E}\left[\int_{0}^{T}\left|Z_{s}\right|^{2} d s\right]<\infty
$$

Under the condition on $(\xi, f)$, we deduce that $Y$ lies in $\mathcal{S}^{2}(0, T)$. Hence, $\Phi$ is a well defined function from $\mathcal{S}^{2}(0, T) \times \mathcal{H}_{d}^{2}(0, T)$ into itself. Then, we see that $(Y, Z)$ is a solution to the $\operatorname{BSDE}$ (1.1) if and only if it is a fixed point of $\Phi$.

Let $(U, V),\left(U^{\prime}, V^{\prime}\right) \in \mathcal{S}^{2}(0, T) \times \mathcal{H}_{d}^{2}(0, T)$ and $(Y, Z)=\Phi(U, V),\left(Y^{\prime}, Z^{\prime}\right)=$ $\Phi\left(U^{\prime}, V^{\prime}\right)$. We set $(\bar{U}, \bar{V})=\left(U-U^{\prime}, V-V^{\prime}\right)$ and $\overline{f_{t}}=f(s, U, V)-f\left(s, U^{\prime}, V^{\prime}\right)$ Take some $\beta>0$ to be chosen later, and apply Itô's formula to $e^{\beta s}\left|\bar{Y}_{s}\right|^{2}$ between $s=0$ and $s=T$ :

$$
\begin{equation*}
\left|\bar{Y}_{0}\right|^{2}=-\int_{0}^{T} e^{\beta s}\left(\beta\left|\bar{Y}_{s}\right|^{2}-2 \bar{Y}_{s} \cdot \bar{f}_{s}\right) d s-\int_{0}^{T} e^{\beta s}\left|\bar{Z}_{s}\right|^{2} d s-2 \int_{0}^{T} e^{\beta s} \bar{Y}_{s} \bar{Z}_{s} d W_{s} \tag{1.5}
\end{equation*}
$$

Observe that

$$
\mathbb{E}\left[\left(\int_{0}^{T} e^{2 \beta t}\left|Y_{t}\right|^{2}\left|Z_{t}\right|^{2} d t\right)^{\frac{1}{2}}\right] \leq \frac{e^{\beta T}}{2} \mathbb{E}\left[\sup _{0 \leq t \leq T}\left|Y_{t}\right|^{2}+\int_{0}^{T}\left|Z_{t}\right|^{2} d t\right]<\infty
$$

which shows that the local martingale $\int_{0}^{t} e^{\beta s} \bar{Y}_{s} . \bar{Z}_{s} d W_{s}$ is actually a uniformly integrable martingale from the Burkholder-Davis-Gundy inequality. By taking the expectation in (1.5), we get

$$
\begin{aligned}
\mathbb{E}\left|\bar{Y}_{0}\right|^{2}+\mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left(\beta\left|\bar{Y}_{s}\right|^{2}+\left|\bar{Z}_{s}\right|^{2}\right) d s\right] & =2 \mathbb{E}\left[\int_{0}^{T} e^{\beta s} \bar{Y}_{s} \cdot \bar{f}_{s} d s\right] \\
& \leq 2 C_{f} \mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left|\bar{Y}_{s}\right|\left(\left|\bar{U}_{s}\right|+\left|\bar{V}_{s}\right|\right) d s\right] \\
& \leq 4 C_{f}^{2} \mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left|\bar{Y}_{s}\right|^{2}\right]+\frac{1}{2} \mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left(\left|\bar{U}_{s}\right|^{2}+\left|\bar{V}_{s}\right|^{2}\right)\right]
\end{aligned}
$$

Now, we choose $\beta=1+4 C_{f}^{2}$, and obtain

$$
\mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left(\left|\bar{Y}_{s}\right|^{2}+\left|\bar{Z}_{s}\right|^{2}\right) d s\right] \leq \frac{1}{2} \mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left(\left|\bar{U}_{s}\right|^{2}+\left|\bar{V}_{s}\right|^{2}\right)\right] .
$$

This shows that $\Phi$ is a strict contraction on the Banach space $\mathcal{S}^{2}(0, T) \times \mathcal{H}_{d}^{2}(0, T)$ endowed with the norme

$$
\|(Y, Z)\|_{\beta}=\left(\mathbb{E}\left[\int_{0}^{T} e^{\beta s}\left(\left|Y_{s}\right|^{2}+\left|Z_{s}\right|^{2}\right) d s\right]\right)^{\frac{1}{2}}
$$

We conclude that $\Phi$ admits a unique fixed point, which is the solution to the BSDE (1.1).

### 1.3 Comparison principle

We state a very useful comparison principle for BSDEs.

Theorem 3 Let $\left(\xi^{1}, f^{1}\right)$ and $\left(\xi^{2}, f^{2}\right)$ be two pairs of terminal conditions and generators satisfying conditions $\left(H_{1}\right)$ and let $\left(Y^{1}, Z^{1}\right),\left(Y^{2}, Z^{2}\right)$ be the solutions to their corresponding BSDEs. Suppose that:

- $\xi^{1} \leq \xi^{2}$ a.s.
- $f^{1}\left(t, Y_{t}^{1}, Z_{t}^{1}\right) \leq f^{2}\left(t, Y_{t}^{2}, Z_{t}^{2}\right) d t \otimes d \mathbb{P}$ a.e.
- $f^{2}\left(t, Y_{t}^{1}, Z_{t}^{1}\right) \in \mathcal{H}^{2}(0, T)$.

Then $Y_{t}^{1} \leq Y_{t}^{2}$ for all $0 \leq t \leq T$, a.s.
Furthermore, if $Y_{0}^{2} \leq Y_{0}^{1}$, then $Y_{t}^{1}=Y_{t}^{2}, 0 \leq t \leq T$. In particular, if $\mathbb{P}\left(\xi^{1}<\xi^{2}\right)>$ 0 or $f^{1}(t, \cdot, \cdot)<f^{2}(t, \cdot, \cdot)$ on a set of strictlly positive measure $d t \otimes d \mathbb{P}$, then $Y_{0}^{1}<Y_{0}^{2}$.

### 1.4 Reflected Backward Stochastic Differential Equations

Along with this section, the dimension $n$ is equal to 1 . So we are going to deal with solutions of BSDEs whose components $Y$ are forced to stay above a given barrier. Let $\xi \in \mathbb{L}_{1}^{2}\left(\mathcal{F}_{T}\right)$ and $f(t, \omega, y, z)$ a function which satisfies the assumption $\left(H_{1}\right)$. Besides let us introduce another object, called the obstacle which is a process $S:=\left(S_{t}\right)_{t \leq T}$, continuous, $\mathcal{P}$-measurable and satisfying:

$$
\text { iii) } \mathbb{E}\left[\sup _{0 \leq t \leq T}\left(S_{t}^{+}\right)^{2}\right]<+\infty
$$

Let us now introduce the notion of reflected BSDE (in short RBSDE) associ-
ated with $(f, \xi, S)$. A solution for that equation is a triple of $\mathcal{P}$-measurable processes $(Y, Z, K):=\left(Y_{t}, Z_{t}, K_{t}\right)_{t \leq T}$, with values in $\mathbb{R}^{1+d+1}$ such that:

$$
\left\{\begin{array}{l}
Y \in \mathcal{S}_{1}^{2}, \text { and } K \in \mathcal{S}_{1}^{2} ; \\
\text { (iv) } Z \in \mathcal{H}_{d}^{2}, \text { in particular } \mathbb{E}\left[\int_{0}^{T}\left|Z_{t}\right|^{2} d t\right]<\infty ; \\
\text { (v) } Y_{t}=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s+K_{T}-K_{t}-\int_{t}^{T} Z_{s} d w_{s}, \quad \forall t \in[0, T] ;  \tag{1.6}\\
\text { (vi) } Y_{t} \geq S_{t}, 0 \leq t \leq T ; \\
\text { (vii) }\left\{K_{t}\right\} \text { is continuous and increasing, } K_{0}=0 \text { and } \int_{0}^{T}\left(Y_{t}-S_{t}\right) d K_{t}=0 .
\end{array}\right.
$$

### 1.4.1 Existence and Uniqueness of a Solution

## Existence

Theorem 4 [Existence] The reflected BSDE associated with $(f, \xi, S)$ has a unique solution

In this section, we will give a proof of theorem (4), based on approximation via penalisation.

In the following, $C$ will denote a constant whose value can vary from line to line
Proof. Existence via penalization. For $n \in \mathbb{N}$, let $\left(Y^{n}, Z^{n}\right):=\left(Y_{t}^{n}, Z_{t}^{n}\right)_{t \leq T}$ be the $\mathcal{P}$-measurable processes of $\mathcal{S}_{1}^{2} \times \mathcal{H}_{d}^{2}$ such that:

$$
\begin{equation*}
Y_{t}^{n}=\xi+\int_{t}^{T} f\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+n \int_{t}^{T}\left(Y_{s}^{n}-S_{s}\right)^{-} d s-\int_{t}^{T} Z_{s}^{n} d W_{s}, \quad t \leq T, \tag{1.7}
\end{equation*}
$$

where $\xi$ and $f$ satisfy the assumptions $\left(H_{1}\right)$, we define:

$$
K_{t}^{n}=n \int_{0}^{t}\left(Y_{s}^{n}-S_{s}\right)^{-} d s, 0 \leq t \leq T
$$

It follows from the theory of BSDE's that for each n,

$$
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}^{n}\right|^{2}<\infty\right)
$$

We now establish a priori estimates, uniform in $n$, on the sequence $\left(Y^{n}, Z^{n}, K^{n}\right)$.

$$
\begin{aligned}
& \mathbb{E}\left[\left|Y_{t}^{n}\right|^{2}+\int_{t}^{T}\left|Z_{s}^{n}\right|^{2} d s\right] \\
& =\mathbb{E}|\xi|^{2}+2 \mathbb{E}\left[\int_{t}^{T} Y_{s}^{n} f\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s\right]+2 \mathbb{E}\left[\int_{t}^{T} Y_{s}^{n} n\left(Y_{s}^{n}-S_{s}\right)^{-} d s\right] \\
& =\mathbb{E}|\xi|^{2}+2 \mathbb{E}\left[\int_{t}^{T} Y_{s}^{n} f\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s\right]+2 \mathbb{E}\left[\int_{t}^{T} Y_{s}^{n} d K_{s}^{n}\right] \\
& \leq \mathbb{E}|\xi|^{2}+2 \mathbb{E}\left[\int_{t}^{T}\left(f(s, 0,0)+K\left|Y_{s}^{n}\right|+K\left|Z_{s}^{n}\right|\right)\left|Y_{s}^{n}\right| d s\right]+2 \mathbb{E}\left[\int_{t}^{T} S_{s} d K_{s}^{n}\right] \\
& \leq C\left(1+\mathbb{E}\left[\int_{t}^{T}\left|Y_{s}^{n}\right|^{2} d s\right]\right)+\frac{1}{3} \mathbb{E}\left[\int_{t}^{T}\left|Z_{s}^{n}\right|^{2} d s\right]+\frac{1}{\alpha} \mathbb{E}\left[\sup _{0 \leq t \leq T}\left(S_{t}^{+}\right)^{2}\right] \\
& +\alpha \mathbb{E}\left[\left(K_{T}^{n}-K_{t}^{n}\right)^{2}\right],
\end{aligned}
$$

where $\alpha$ is a universal non-negative real constant. But, for any $t \leq T$, we have,

$$
K_{T}^{n}-K_{t}^{n}=Y_{t}^{n}-\xi-\int_{t}^{T} f\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+\int_{t}^{T} Z_{s}^{n} d W_{s}
$$

Hence

$$
\begin{aligned}
& \mathbb{E}\left[\left(K_{T}^{n}-K_{t}^{n}\right)^{2}\right] \\
& \leq C \mathbb{E}\left[\xi^{2}+\left|Y_{t}^{n}\right|^{2}+\left(\int_{t}^{T}\left|f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)\right| d s\right)^{2}+\left(\int_{t}^{T} Z_{s}^{n} d W_{s}\right)^{2}\right] \\
& \leq C \mathbb{E}\left[1+\xi^{2}+\left|Y_{t}^{n}\right|^{2}+\int_{t}^{T}\left|Y_{s}^{n}\right|^{2} d s+\int_{t}^{T}\left|Z_{s}^{n}\right|^{2} d s\right]
\end{aligned}
$$

Choosing $\alpha=\left(\frac{1}{3 C}\right)$ we have

$$
\frac{2}{3} \mathbb{E}\left(\left|Y_{t}^{n}\right|^{2}\right)+\frac{1}{3} \mathbb{E}\left[\int_{t}^{T}\left|Z_{s}^{n}\right|^{2} d s\right] \leq C\left(1+\mathbb{E}\left(\int_{t}^{T}\left|Y_{s}^{n}\right|^{2} d s\right)\right) .
$$

It then follows Gronwall's lemma that:

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left(\left|Y_{t}^{n}\right|^{2}\right)+\int_{0}^{T}\left|Z_{t}^{n}\right|^{2} d t+\left(K_{T}^{n}\right)^{2}\right) \leq C, \quad n \in \mathbb{N} \tag{1.8}
\end{equation*}
$$

Note that if we define

$$
\begin{gathered}
f_{n}(t, y, z)=f(t, y, z)+n\left(y-S_{t}\right)^{-}, \\
f_{n}(t, y, z) \leq f_{n+1}(t, y, z),
\end{gathered}
$$

and it follows from the comparison Theorem (3) that $Y_{t}^{n} \leq Y_{t}^{n+1}, \quad 0 \leq t \leq T$, a.s. Hence

$$
Y_{t}^{n} \uparrow Y_{t}, \quad 0 \leq t \leq T \quad \text { a.s. }
$$

and from (1.8) and Fatou's lemma we have $\mathbb{E}\left(\sup _{0 \leq t \leq T} Y_{t}^{2}\right) \leq c$.
It then follows by dominated convergence that

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{T}\left(Y_{t}-Y_{t}^{n}\right)^{2} d t\right] \rightarrow 0 \text { as } n \rightarrow \infty . \tag{1.9}
\end{equation*}
$$

Now it follows from Itô's formula that

$$
\begin{aligned}
\mathbb{E}\left(\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}\right)+\mathbb{E} \int_{t}^{T}\left|Z_{s}^{n}-Z_{s}^{p}\right|^{2} d s & =2 \mathbb{E} \int_{t}^{T}\left[f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right]\left(Y_{s}^{n}-Y_{s}^{p}\right) d s \\
& +2 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) d\left(K_{s}^{n}-K_{s}^{p}\right) \\
& \leq 2 K \mathbb{E} \int_{t}^{T}\left(\left|Y_{s}^{n}-Y_{s}^{p}\right|^{2}+\left|Y_{s}^{n}-Y_{s}^{p}\right| \times\left|Z_{s}^{n}-Z_{s}^{p}\right|\right) d s \\
& +2 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{n}-S_{s}\right)^{-} d K_{s}^{p}+2 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{p}-S_{s}\right)^{-} d K_{s}^{n}
\end{aligned}
$$

from which one deduces the existence of constant $C$ such that

$$
\begin{equation*}
\mathbb{E} \int_{t}^{T}\left|Z_{s}^{n}-Z_{s}^{p}\right|^{2} d s \leq C \mathbb{E} \int_{t}^{T}\left|Y_{s}^{n}-Y_{s}^{p}\right|^{2} d s+4 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{n}-S_{s}\right)^{-} d K_{s}^{p}+4 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{p}-S_{s}\right)^{-} d K_{s}^{n}, \tag{1.10}
\end{equation*}
$$

let us admit for a moment the following lemma

## Lemma 5

$$
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|\left(Y_{t}^{n}-S_{t}\right)^{-}\right|^{2}\right) \longrightarrow 0 \text { as } n \rightarrow \infty
$$

We can now conclude. Indeed, (1.8) and lemma (5) imply that

$$
\mathbb{E} \int_{t}^{T}\left(Y_{t}^{n}-S_{t}\right)^{-} d K_{t}^{p}+\mathbb{E} \int_{t}^{T}\left(Y_{s}^{p}-S_{s}\right)^{-} d K_{s}^{n} \rightarrow 0 \text { as } n, p \rightarrow \infty,
$$

hence from(1.9) and (1.10) :

$$
\mathbb{E} \int_{0}^{T}\left(\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}+\left|Z_{t}^{n}-Z_{t}^{p}\right|^{2}\right) d t \rightarrow 0 \text { as } n, p \rightarrow \infty
$$

Moreover,

$$
\begin{aligned}
\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}+\int_{t}^{T}\left|Z_{s}^{n}-Z_{s}^{p}\right|^{2} d s & =2 \int_{t}^{T}\left[f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right]\left(Y_{s}^{n}-Y_{s}^{p}\right) d s \\
& +2 \int_{t}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) d\left(K_{s}^{n}-K_{s}^{p}\right) \\
& -2 \int_{t}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)\left(Z_{s}^{n}-Z_{s}^{p}\right) d W_{s}
\end{aligned}
$$

and

$$
\begin{aligned}
\sup _{0 \leq t \leq T}\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2} & \leq 2 \int_{t}^{T}\left|f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right|\left|Y_{s}^{n}-Y_{s}^{p}\right| d s \\
& +2 \int_{0}^{T}\left(Y_{s}^{n}-S_{s}\right)^{-} d K_{s}^{p}+2 \int_{0}^{T}\left(Y_{s}^{p}-S_{s}\right)^{-} d K_{s}^{n} \\
& +2 \sup _{0 \leq t \leq T}\left|\int_{t}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)\left(Z_{s}^{n}-Z_{s}^{p}\right) d W_{s}\right|
\end{aligned}
$$

and from the Burkholder-Davis-Gundy inequality,

$$
\begin{aligned}
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}\right) & \leq C \mathbb{E} \int_{0}^{T}\left(\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}+\left|Z_{t}^{n}-Z_{t}^{p}\right|^{2}\right) d t \\
& +2 \mathbb{E} \int_{0}^{T}\left(Y_{t}^{n}-S_{t}\right)^{-} d K_{t}^{p}+2 \mathbb{E} \int_{0}^{T}\left(Y_{t}^{p}-S_{t}\right)^{-} d K_{t}^{n} \\
& +\frac{1}{2} \mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}\right)+C \mathbb{E} \int_{0}^{T}\left|Z_{t}^{n}-Z_{t}^{p}\right|^{2} d t
\end{aligned}
$$

Hence $\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}^{n}-Y_{t}^{p}\right|^{2}\right) \rightarrow 0$, as $n$ and $p \rightarrow \infty$, and consequently from (1.7) we have

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|K_{t}^{n}-K_{t}^{p}\right|^{2}\right) \rightarrow 0 \text {, as } n \text { and } p \rightarrow \infty \tag{1.11}
\end{equation*}
$$

Consequently there exists a pair $(Z, K)$ of progressively measurable processes with values in $\mathbb{R}^{d} \times \mathbb{R}$ such that

$$
\mathbb{E}\left(\int_{0}^{T}\left|Z_{t}-Z_{t}^{n}\right|^{2} d t+\sup _{0 \leq t \leq T}\left|K_{t}-K_{t}^{n}\right|^{2}\right) \rightarrow 0 \text {, as } n \rightarrow \infty
$$

and $(i v)$ and $(v)$ are satisfied by the triple $(Y, Z, K) ;(v i)$ follows from lemma(5).
It remains to check (vii).
Clearly, $\left\{K_{t}\right\}$ is increasing. Moreover, we have just seen that $\left(Y^{n}, K^{n}\right)$ tends to ( $Y, K$ ) uniformly in $t$ in probability. Then the measure $d K^{n}$ tends to $d K$ weakly in probability.

$$
\int_{0}^{T}\left(Y_{t}^{n}-S_{t}\right) d K_{t}^{n} \rightarrow \int_{0}^{T}\left(Y_{t}-S_{t}\right) d K_{t}
$$

in probability, as $n \rightarrow \infty$.

We deduce from the same argument and lemma (5) that

$$
\int_{0}^{T}\left(Y_{t}-S_{t}\right) d K_{t} \geq 0
$$

On the other hand,

$$
\int_{0}^{T}\left(Y_{t}^{n}-S_{t}\right) d K_{t}^{n} \leq 0, \quad n \in \mathbb{N}
$$

Hence

$$
\int_{0}^{T}\left(Y_{t}-S_{t}\right) d K_{t}=0, \quad a . s .
$$

and we have proved that $(Y, Z, K)$ solves the RBSDE.

## Uniqueness

We are going to show that the RBSDE (1.6) has a unique solution. To begin with let us deal with the uniqueness issue.

Proposition 6 (Uniqueness) The reflected BSDE (1.6) associated with $(f, \xi, S)$ has at most one solution.

Proof. Assume that $(Y, Z, K)$ and $(\bar{Y}, \bar{Z}, \bar{K})$ are tow solutions of (1.6), and define $\Delta Y=Y-\bar{Y}, \Delta Z=Z-\bar{Z}, \Delta K=K-\bar{K}$. Then, $(\Delta Y, \Delta Z, \Delta K)$ satisfies

$$
\Delta Y_{t}=\int_{t}^{T}\left[f\left(s, Y_{s}, Z\right)-f\left(s, \bar{Y}_{s}, \bar{Z}_{s}\right)\right] d s-\int_{t}^{T} \Delta Z_{s} d W_{s}+\Delta K_{T}-\Delta K_{t}, 0 \leq t \leq T
$$

By applying Itô's formula to $\left|\Delta Y_{t}\right|^{2}$, and passing to expectation, we have

$$
\begin{aligned}
\mathbb{E}\left|\Delta Y_{t}\right|^{2}+\mathbb{E} \int_{t}^{T}\left|\Delta Z_{s}\right|^{2} d s & =2 \mathbb{E} \int_{t}^{T}\left[f\left(s, Y_{s}, Z_{s}\right)-f\left(s, \bar{Y}_{s}, \bar{Z}_{s}\right)\right]\left(\Delta Y_{s}\right) d s \\
& +2 \mathbb{E} \int_{t}^{T} \Delta Y_{s} d \Delta K_{s} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\int_{t}^{T} \Delta Y_{s} d \Delta K_{s} & =\int_{t}^{T}\left(Y_{s}-L_{s}+L_{s}-\bar{Y}_{s}\right)\left(d K_{s}-d \bar{K}_{s}\right) \\
& =-\int_{t}^{T}\left(Y_{s}-L_{s}\right) d \bar{K}_{s}-\int_{t}^{T}\left(\bar{Y}_{s}-L_{s}\right) d K_{s} \leq 0
\end{aligned}
$$

Then we have

$$
\mathbb{E}\left[\left|\Delta Y_{t}\right|^{2}+\frac{1}{2} \int_{t}^{T}\left|\Delta Z_{s}\right|^{2} d s\right] \leq C \mathbb{E}\left[\int_{t}^{T}\left|\Delta Y_{s}\right|^{2} d s\right]
$$

By Gronwall's lemma, we conclude that $\Delta Y=0, \Delta Z=0$, and so $\Delta K=0$.

### 1.4.2 Comparison Result

Let us consider now another triple $\left(f^{\prime}, \xi_{T}^{\prime}, S^{\prime}\right)$ and assume the reflected BSDE associated with this triple has a solution $\left(Y^{\prime}, Z^{\prime}, K^{\prime}\right)$. The following result allows us to compare the components $Y^{\prime}$ if we can compare the triples. Namely we have:

Theorem 7 Assume $\left(H_{1}\right)$ holds for the coefficient $f$ and that $f^{\prime}\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}\right) \in \mathcal{H}_{1}^{2}$. If:

- $\mathbb{P}-$ a.s., $\xi_{T} \leq \xi_{T}^{\prime}$
- $d t \otimes d \mathbb{P}$ - a.e., $f\left(t, Y_{t}^{\prime}, Z_{t}^{\prime}\right) \leq f^{\prime}\left(t, Y_{t}^{\prime}, Z_{t}^{\prime}\right)$
- $S_{t} \leq S_{t}^{\prime}$.

Then $\mathbb{P}$-a.e., $Y \leq Y^{\prime}$.

Proof. Applying Itô's formula with $\left|\left(Y-Y^{\prime}\right)^{+}\right|^{2}$, and taking the expectation we have:

$$
\begin{aligned}
& \mathbb{E}\left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2}+\mathbb{E} \int_{t}^{T} \mathbf{1}_{\left[Y_{s}>Y_{s}^{\prime}\right]}\left|Z_{s}-Z_{s}^{\prime}\right|^{2} d s \\
& \leq 2 \mathbb{E} \int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left[f\left(s, Y_{s}, Z_{s}\right)-f^{\prime}\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}\right)\right] d s \\
& +\mathbb{E} \int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left(d K_{s}-d K_{s}^{\prime}\right) .
\end{aligned}
$$

Since on $\left[Y_{t}>Y_{t}^{\prime}\right], Y_{t}>S_{t}^{\prime} \geq S_{t}$ we have:

$$
\int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left(d K_{s}-d K_{s}^{\prime}\right)=-\int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+} d K_{s}^{\prime} \leq 0
$$

Assume now that the lipshitz condition in the statement applies to $f$. Then

$$
\begin{aligned}
& \mathbb{E}\left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2}+\mathbb{E} \int_{t}^{T} \mathbf{1}_{\left[Y_{s}>Y_{s}^{\prime}\right]}\left|Z_{s}-Z_{s}^{\prime}\right|^{2} d s \\
& \leq 2 \mathbb{E} \int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left[f\left(s, Y_{s}, Z_{s}\right)-f^{\prime}\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}\right)\right] d s \\
& \leq 2 K \mathbb{E} \int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left[\left|Y_{s}-Y_{s}^{\prime}\right|+\left|Z_{s}-Z_{s}^{\prime}\right|\right] d s \\
& \leq \mathbb{E} \int_{t}^{T} \mathbf{1}_{\left[Y_{s}>Y_{s}^{\prime}\right]}\left|Z_{s}-Z_{s}^{\prime}\right|^{2} d s+\bar{K} \mathbb{E} \int_{t}^{T}\left|\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\right| d s
\end{aligned}
$$

Hence

$$
\mathbb{E}\left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2} \leq \bar{K} \mathbb{E} \int_{t}^{T}\left|\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\right| d s
$$

and from Gronwall's lemma, $\left(Y_{t}-Y_{t}^{\prime}\right)^{+}=0,0 \leq t \leq T$.

### 1.5 Mean field Backward stochastic differential equation

This section devoted to the study of a new type of BSDEs, the so called MeanField BSDEs.

### 1.5.1 Notations and assumptions

Let $(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbb{P}})=(\Omega \times \Omega, \mathcal{F} \otimes \mathcal{F}, \mathbb{P} \otimes \mathbb{P})$ be the (non-completed) product of $(\Omega, \mathcal{F}, \mathbb{P})$ with itself. We endow this product space with the filtration
$\overline{\mathbb{F}}=\left\{\overline{\mathcal{F}}_{t}=\mathcal{F} \otimes \mathcal{F}_{t}, 0 \leq t \leq T\right\}$. A random variable $\xi \in L^{0}\left(\Omega, \mathcal{F}, \mathbb{P}, \mathbb{R}^{n}\right)$ originally defined on $\Omega$ is extended canonicaly to $\bar{\Omega}: \xi^{\prime}\left(\omega^{\prime}, \omega\right)=\xi\left(\omega^{\prime}\right)$,

$$
\left(\omega^{\prime}, \omega\right) \in \bar{\Omega}=\Omega \times \Omega . \text { For any } \theta \in L^{1}(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbb{P}}) \text { the variable } \theta(\cdot, \omega): \Omega \rightarrow \mathbb{R} \text { belongs }
$$

to

$$
\mathbb{E}^{\prime}[\theta(\cdot, \omega)]=\int_{\Omega} \theta\left(\omega^{\prime}, \omega\right) \mathbb{P}\left(d \omega^{\prime}\right)
$$

Notice that $\mathbb{E}^{\prime}[\theta]=\mathbb{E}^{\prime}[\theta(\cdot, \omega)] \in L^{1}(\Omega, \mathcal{F}, \mathbb{P})$, and,

$$
\overline{\mathbb{E}}[\theta]=\int_{\bar{\Omega}} \theta d \overline{\mathbb{P}}=\int_{\Omega} \mathbb{E}^{\prime}[\theta(\cdot, \omega)] \mathbb{P}(d \omega)=\mathbb{E}\left[\mathbb{E}^{\prime}[\theta]\right]
$$

The driver of our mean-fieled BSDE is a function $f=f\left(\omega^{\prime}, \omega, t, y^{\prime}, z^{\prime}, y, z\right)$ : $\bar{\Omega} \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ wich is $\overline{\mathbb{F}}$-progressively measurable, for all $\left(y^{\prime}, z^{\prime}, y, z\right)$, and satisfies the following assuptions:
(A1) There exists a constant $C \geq 0$ such that, $\overline{\mathbb{P}}-$ a.s., for all $t \in[0, T]$, $y_{1}, y_{2}, y_{1}^{\prime}, y_{2}^{\prime} \in \mathbb{R}, z_{1}, z_{2}, z_{1}^{\prime}, z_{2}^{\prime} \in \mathbb{R}^{d}$,
$\left|f\left(t, y_{1}^{\prime}, z_{1}^{\prime}, y_{1}, z_{1}\right)-f\left(t, y_{2}^{\prime}, z_{2}^{\prime}, y_{2}, z_{2}\right)\right| \leq C\left(\left|y_{1}^{\prime}-y_{2}^{\prime}\right|+\left|z_{1}^{\prime}-z_{2}^{\prime}\right|+\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|\right)$.
$(A 2) f(\cdot, 0,0,0,0) \in \mathcal{H}_{\overline{\mathbb{F}}}^{2}(0, T, \mathbb{R})$.

Remark 8 Let $\beta: \Omega \times[0, T] \rightarrow \mathbb{R}, \gamma: \Omega \times[0, T] \rightarrow \mathbb{R}^{d}$ be two squar integrable, jointly measurable processes. Then, for our driver, we can define, for all $(y, z) \in \mathbb{R} \times \mathbb{R}^{d}$,dt $\mathbb{P}(d \omega)$ - a.e.,

$$
\begin{aligned}
f^{\beta, \gamma}(\omega, t, y, z) & =\mathbb{E}^{\prime}\left[f\left(\cdot, \omega, t, \beta_{t}^{\prime}, \gamma_{t}^{\prime}, y, z\right)\right] \\
& =\int_{\Omega} f\left(\omega^{\prime}, \omega, t, \beta_{t}\left(\omega^{\prime}\right), \gamma_{t}\left(\omega^{\prime}\right), y, z\right) \mathbb{P}\left(d \omega^{\prime}\right)
\end{aligned}
$$

Indeed, we remark that, for all $(y, z)$, due to our assumptions on the driver $f$, $f\left(\cdot, t, \beta_{t}^{\prime}, \gamma_{t}^{\prime}, y, z\right) \in \mathcal{H}_{\mathbb{F}}^{2}(0, T, \mathbb{R})$, and thus $f^{\beta, \gamma}(\cdot, \cdot, y, z) \in \mathcal{H}_{\mathbb{F}}^{2}(0, T, \mathbb{R})$. Moreover, with the constant $C$ of assumption $(A 1)$, for all $\left(y_{1}, z_{1}\right),\left(y_{2}, z_{2}\right) \in \mathbb{R} \times \mathbb{R}^{d}, d t \mathbb{P}(d \omega)-$ a.e.,

$$
\left|f^{\beta, \gamma}\left(\omega, t, y_{1}, z_{1}\right)-f^{\beta, \gamma}\left(\omega, t, y_{2}, z_{2}\right)\right| \leq C\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|\right)
$$

Consequently, there is an $\mathbb{F}$ - progressively measurable version of $f^{\beta, \gamma}(\cdot, \cdot, y, z)$, $(y, z) \in \mathbb{R} \times \mathbb{R}^{d}$, such that $f^{\beta, \gamma}(\omega, t, \cdot, \cdot)$ is $d t \mathbb{P}(d \omega)-a . e .$, defined and Lipschitz in $(y, z)$ its Lipschitz constant is that introduced in $(A 1)$.

We now can state the main result of this section.

### 1.5.2 Existence and Uniqueness of a Solution

Theorem 9 Under the assumptions $(A 1)$ and $(A 2)$, for any random variable $\xi \in L^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$, the mean-field BSDE

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} \mathbb{E}^{\prime}\left[f\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}, Y_{s}, Z_{s}\right)\right] d s-\int_{t}^{T} Z_{s} d W_{s}, \quad 0 \leq t \leq T \tag{1.12}
\end{equation*}
$$

has a unique adapted solution

$$
\left(Y_{t}, Z_{t}\right)_{t \in[0, T]} \in \mathcal{S}_{\mathbb{F}}^{2}(0, T, \mathbb{R}) \times \mathcal{H}_{\mathbb{F}}^{2}\left(0, T, \mathbb{R}^{d}\right)
$$

Remark 10 We emphasize that, due to our notations, the driving coefficient of (1.12) has to be interpreted as follows

$$
\begin{aligned}
\mathbb{E}^{\prime}\left[f\left(s,, Y_{s}^{\prime}, Z_{s}^{\prime}, Y_{s}, Z_{s}\right)\right](\omega) & =\mathbb{E}^{\prime}\left[f\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}, Y_{s}(\omega), Z_{s}(\omega)\right)\right] \\
& =\int_{\Omega} f\left(\omega^{\prime}, \omega, s, Y_{s}\left(\omega^{\prime}\right), Z_{s}\left(\omega^{\prime}\right), Y_{s}(\omega), Z_{s}(\omega)\right) \mathbb{P}\left(d \omega^{\prime}\right)
\end{aligned}
$$

Proof. We first introduce a norm on the space $\mathcal{H}_{\mathbb{F}}^{2}\left(0, T, \mathbb{R} \times \mathbb{R}^{d}\right)$ which is equivalent to the canonical norm:

$$
\|v(\cdot)\|_{\beta}=\left\{\mathbb{E} \int_{0}^{T}\left|v_{s}\right|^{2} e^{\beta s} d s\right\}^{\frac{1}{2}}, \beta>0
$$

The parameter $\beta$ will be specifed later.
Step 01: for any $(y, z) \in \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R} \times \mathbb{R}^{d}\right)$ there exists a unique solution $(Y, Z) \in$ $\mathcal{S}_{\mathbb{F}}^{2}(0, T ; \mathbb{R}) \times \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ to the following BSDE :

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} \mathbb{E}^{\prime}\left[f\left(s, y_{s}^{\prime}, z_{s}^{\prime}, Y_{s}, Z_{s}\right)\right] d s-\int_{t}^{T} Z_{s} d W_{s}, 0 \leq t \leq T \tag{1.13}
\end{equation*}
$$

Indeed, we define $g^{(y, z)}(s, \mu, \nu)=\mathbb{E}^{\prime}\left[f\left(s, y_{s}^{\prime}, z_{s}^{\prime}, \mu, \nu\right)\right]$. Then, due to Remark (8), $f^{(y, z)}(s, \mu, \nu)$ satisfies $\left(H_{1}\right)$, and from Theorem (2) we know there exists a unique solution $(Y, Z) \in \mathcal{S}_{\mathbb{F}}^{2}(0, T ; \mathbb{R}) \times \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ to the $\mathbf{B S D E}(1.13)$.

Step 02: the result of Step 1 allows to introduce the mapping $(Y \cdot, Z \cdot)=I[(y \cdot, z \cdot)]$ :
$\mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R} \times \mathbb{R}^{d}\right) \rightarrow \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R} \times \mathbb{R}^{d}\right)$ by the equation

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} \mathbb{E}^{\prime}\left[f\left(s, y_{s}^{\prime}, z_{s}^{\prime}, Y_{s}, Z_{s}\right)\right] d s-\int_{t}^{T} Z_{s} d W_{s}, 0 \leq t \leq T \tag{1.14}
\end{equation*}
$$

For any $\left(y^{1}, z^{1}\right),\left(y^{2}, z^{2}\right) \in \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R} \times \mathbb{R}^{d}\right)$ we put $\left(Y^{1}, Z^{1}\right)=I\left[\left(y^{1}, z^{1}\right)\right]$, $\left(Y^{2}, Z^{2}\right)=I\left[\left(y^{2}, z^{2}\right)\right],(\hat{y}, \hat{z})=\left(y^{1}-y^{2}, z^{1}-z^{2}\right)$ and $(\hat{Y}, \hat{Z})=\left(Y^{1}-Y^{2}, Z^{1}-Z^{2}\right)$. Then, by applying Itô's formula to $e^{\beta s}\left|\hat{Y}_{S}\right|^{2}$ and by using that $Y^{1}, Y^{2} \in \mathcal{S}_{\mathbb{F}}^{2}(0, T ; \mathbb{R})$ we get

$$
\begin{aligned}
& \left|\hat{Y}_{t}\right|^{2}+\mathbb{E}\left[\int_{t}^{T} e^{\beta(r-t)} \beta\left|\hat{Y}_{r}\right|^{2} d r / \mathcal{F}_{t}\right]+\mathbb{E}\left[\int_{t}^{T} e^{\beta(r-t)}\left|\hat{Z}_{r}\right|^{2} d r / \mathcal{F}_{t}\right] \\
& =\mathbb{E}\left[\int_{t}^{T} e^{\beta(r-t)} 2 \hat{Y}_{r}\left(g^{\left(y^{1}, z^{1}\right)}\left(r, Y_{r}^{1}, Z_{r}^{1}\right)-g^{\left(y^{2}, z^{2}\right)}\left(r, Y_{r}^{2}, Z_{r}^{2}\right)\right) d r / \mathcal{F}_{t}\right], t \in[0, T]
\end{aligned}
$$

From assumption (A1) we obtain

$$
\begin{aligned}
& \left(\frac{\beta}{2}-2 C-2 C^{2}\right) \mathbb{E}\left[\int_{0}^{T} e^{\beta r}\left|\hat{Y}_{r}\right|^{2} d r\right]+\frac{1}{2} \mathbb{E}\left[\int_{0}^{T} e^{\beta r}\left|\hat{Z}_{r}\right|^{2} d r\right] \\
& \leq \frac{4 C^{2}}{\beta}\left\{\mathbb{E}\left[\int_{0}^{T} e^{\beta r}\left|\hat{y}_{r}\right|^{2} d r\right]+\mathbb{E}\left[\int_{0}^{T} e^{\beta r}\left|\hat{z}_{r}\right|^{2} d r\right]\right\}
\end{aligned}
$$

Thus, taking $\beta=16 C^{2}+4 C+1$ we get

$$
\begin{aligned}
& \qquad \mathbb{E}\left[\int_{0}^{T} e^{\beta r}\left(\left|\hat{Y}_{r}\right|^{2}+\left|\hat{Z}_{r}\right|^{2}\right) d r\right] \leq \frac{1}{2} \mathbb{E}\left[\int_{0}^{T} e^{\beta r}\left(\left|\hat{y}_{r}\right|^{2}+\left|\hat{z}_{r}\right|^{2}\right) d r\right] \\
& \text { that is, }\|(\hat{Y}, \hat{Z})\|_{\beta} \leq \frac{1}{\sqrt{2}}\|(\hat{y}, \hat{z})\|_{\beta} . \text { Consequently, } I \text { is a contraction on } \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R} \times \mathbb{R}^{d}\right)
\end{aligned}
$$

endowed with the norm $\|\cdot\|_{\beta}$, and from the contraction mapping theorem we
know that there is a unique fixed point $(Y, Z) \in \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R} \times \mathbb{R}^{d}\right)$ such that $I(Y, Z)=(Y, Z)$. On the other hand, from Step 01 we already know that if $I(Y, Z)=(Y, Z)$ then

$$
(Y, Z) \in \mathcal{S}_{\mathbb{F}}^{2}(0, T ; \mathbb{R}) \times \mathcal{H}_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{d}\right)
$$

## Chapter 2

## Backward doubly stochastic

## differential equations

In this chapter, we recall some results on BDSDEs, we'll present the existence and uniqueness of solutions for BDSDEs, under uniformly Lipschitz condition and estimate the moments of the solution. For this and, we present the comparison theorem of BDSDEs because we know, its very useful result in the theory of BDSDEs. Then we give the proof the existence of minimal (resp maximal) solutions for the BDSDEs with continuous coefficients. Next we recall the result about the reflected BDSDEs with Lipschitz condition. Finaly we present the proof of the existence of a minimal solustion in the case when the coefficient $f$ is continuous and with linear growth.

### 2.1 Backward doubly stochastic differential equations with Lipschitz coefficients

### 2.1.1 Notation and assumptions

Let $T$ be a fixed final time. Throughout this thesis $\left\{W_{t}, 0 \leq t \leq T\right\}$ and $\left\{B_{t}, 0 \leq t \leq T\right\}$ will denote two independent $d$-dimensional Brownian motions $(d \geq 1)$, defined on the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $\mathcal{N}$ denote the class of $\mathbb{P}$-null sets of $\mathcal{F}$. For each $t \in[0, T]$, we define

$$
\mathcal{F}_{t} \triangleq \mathcal{F}_{t}^{W} \otimes \mathcal{F}_{t, T}^{B} \vee \mathcal{N}, \text { and } \mathcal{G}_{t}=\mathcal{F}_{t}^{W} \otimes \mathcal{F}_{T}^{B}
$$

where $\mathcal{F}_{t}^{W}=\sigma\left(W_{s}: 0 \leq s \leq t\right)$ and $. \mathcal{F}_{t, T}^{B}=\sigma\left(B_{s}-B_{t}: t \leq s \leq T\right)$.
In other words the $\sigma$-fields $\mathcal{F}_{t}, 0 \leq t \leq T$, are $\mathbb{P}$-complete. We notice that the family of $\sigma$-algebras $\mathrm{F}=\left\{\mathcal{F}_{t}\right\}_{0 \leq t \leq T}$ is neither increasing nor decreasing; in particular, it is not a filtration.

We consider coefficients $(f, g)$ with the following properties:

$$
\begin{aligned}
& f: \Omega \times[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{n \times d} \longrightarrow \mathbb{R}^{n} \\
& g: \Omega \times[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{n \times d} \longrightarrow \mathbb{R}^{n \times d}
\end{aligned}
$$

be jointly measurable and such that for any $(y, z) \in \mathbb{R}^{n} \times \mathbb{R}^{n \times d}$,

$$
\begin{aligned}
& f(., y, z) \in \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n}\right), \\
& g(., y, z) \in \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n}\right),
\end{aligned}
$$

the following hypotheses are satisfied for some strictly positive finite constant $C$ and $0<\alpha<1$ such that for any $(\omega, t) \in \Omega \times[0, T],\left(y_{1}, z_{1}\right),\left(y_{2}, z_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n \times d}$,

$$
\left(\mathrm{H}_{2}\right) \quad\left\{\begin{array}{c}
f(t, y, z), g(t, y, z) \text { are } \mathcal{F}_{t} \text {-measurable processes, } \\
\text { (i) }\left|f\left(t, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right)\right|^{2} \leq c\left(\left|y_{1}-y_{2}\right|^{2}+\left\|z_{1}-z_{2}\right\|^{2}\right), \\
\text { (ii) }\left|g\left(t, y_{1}, z_{1}\right)-g\left(t, y_{2}, z_{2}\right)\right|^{2} \leq c\left|y_{1}-y_{2}\right|^{2}+\alpha\left\|z_{1}-z_{2}\right\|^{2} .
\end{array}\right.
$$

Throughout this paper, $<,>$ will denote the scalar product on $\mathbb{R}^{n}$, i.e $<x, y>:=\sum_{i=1}^{n} x_{i} y_{i}$, for all $(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$. Sometimes, we will also use the notation $x^{*} y$ to designate $<x, y>$. We point out that by $C$ we always denote a finite constant whose value may change from one line to the next, and which usually is (strictly) positive.

### 2.1.2 Existence and uniqueness of a Solution

Suppose that we are given a terminal condition $\xi \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$. The solution to a $\operatorname{BDSDE}(\xi, f, g)$ is a pair $(Y, Z) \in \mathcal{S}^{2}\left([0, T] ; \mathbb{R}^{n}\right) \times \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n \times d}\right)$, such that for any $0 \leq t \leq T$

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) \overleftarrow{d B_{s}}-\int_{t}^{T} Z_{s} d W_{s} \tag{2.1}
\end{equation*}
$$

Here $\overleftarrow{d B_{s}}$ denotes the classical backward Itô integral with respect to the Brownian motion $B$, and $d W$ denotes the standard forward Itô integral with respect to the Brownian motion $W$. Our main goal in this section is to prove the following theorem.

Theorem 11 Under the above conditions, in particular $\left(H_{2}\right)$, Eq (2.1) has unique solution

$$
(Y, Z) \in \mathcal{S}^{2}\left([0, T] ; \mathbb{R}^{n}\right) \times \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n \times d}\right) .
$$

Let us first establish the result in Theorem (11) for BDSDEs, where the coefficients $f, g$ do not depend on $Y$ and $Z$. Given $f \in \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n \times d}\right)$ and $g \in \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n \times d}\right)$, and let $\xi$ be as before. Consider the equation:

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} f(s) d s+\int_{t}^{T} g(s) \overleftarrow{d B_{s}}-\int_{t}^{T} Z_{s} d W_{s} \tag{2.2}
\end{equation*}
$$

Then we have the following result. There exists a unique pair

$$
(Y, Z) \in \mathcal{S}^{2}\left([0, T] ; \mathbb{R}^{n}\right) \times \mathcal{H}^{2}\left([0, T] ; \mathbb{R}^{n \times d}\right)
$$

which solves $\mathrm{Eq}(2.2)$.
Proof. Existence. To show the existence, we consider the filtration $\mathcal{G}_{t}=\mathcal{F}_{t}^{W} \otimes$ $\mathcal{F}_{T}^{B}$ and the martingale

$$
\begin{equation*}
M_{t}=\mathbb{E}\left[\xi+\int_{0}^{T} f(s) d s+\int_{0}^{T} g(s) \overleftarrow{d B_{s}} / \mathcal{G}_{t}\right] \tag{2.3}
\end{equation*}
$$

which is clearly a square integrable martingale by $\left(\mathrm{H}_{2}\right)$. An extension of Itô's martingale representation theorem yields the existence of a $\mathcal{G}_{t}$-progressively measurable process $\left(Z_{t}\right)$ with values in $\mathbb{R}^{n \times d}$ such that

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left\|Z_{t}\right\|^{2} d t<\infty \quad \text { and } \quad M_{T}=M_{t}+\int_{t}^{T} Z_{s} d W_{s}, t \in[0, t] \tag{2.4}
\end{equation*}
$$

We subtract the quantity $\int_{0}^{t} f(s) d s+\int_{0}^{t} g(s) \overleftarrow{d B_{s}}$ from both sides of the martingale in (2.3) and we employ the martingale representation in (2.4) to obtain

$$
Y_{t}=\xi+\int_{t}^{T} f(s) d s+\int_{t}^{T} g(s) \overleftarrow{d B_{s}}-\int_{t}^{T} Z_{s} d W_{s}
$$

where

$$
Y_{t}=\mathbb{E}\left[\xi+\int_{t}^{T} f(s) d s+\int_{t}^{T} g(s) \overleftarrow{d B_{s}} / \mathcal{G}_{t}\right]
$$

It remains to show that $\left(Y_{t}\right)$ and $\left(Z_{t}\right)$ are in fact $\mathcal{F}_{t}$-adapted. For $Y_{t}$, this is obvious since for each $t$,

$$
Y_{t}=\mathbb{E}\left(\Theta / \mathcal{F}_{t} \vee \mathcal{F}_{t}^{B}\right)
$$

Where $\Theta$ is $\mathcal{F}_{T} \vee \mathcal{F}_{t, T}^{B}$ measurable. Hence $\mathcal{F}_{t}^{B}$ is independent of $\mathcal{F}_{t} \vee \sigma(\Theta)$, and

$$
Y_{t}=\mathbb{E}\left(\Theta / \mathcal{F}_{t}\right)
$$

Now

$$
\int_{t}^{T} Z_{s} d W_{s}=\xi+\int_{t}^{T} f(s) d s+\int_{t}^{T} g(s) \overleftarrow{d B_{s}}-Y_{t}
$$

and the right side is $\mathcal{F}_{T}^{W} \vee \mathcal{F}_{t, T}^{B}$ measurable. Hence, from Itô's martingale representation theorem, $Z_{s}, t<s<T$ is $\mathcal{F}_{s}^{W} \vee \mathcal{F}_{t, T}^{B}$ adapted. Consequently $Z_{s}$ is $\mathcal{F}_{s}^{W} \vee \mathcal{F}_{t, T}^{B}$ measurable, for any $t<s$, so it is $\mathcal{F}_{s}^{W} \vee \mathcal{F}_{t, T}^{B}$ measurable.

Uniqueness. Is immediate, since if $(\bar{Y}, \bar{Z})$ is the difference of two solutions,

$$
\overline{Y_{t}}+\int_{t}^{T} \overline{Z_{s}} d W_{s}=0, \quad 0 \leq t \leq T
$$

Hence by orthogonality

$$
\mathbb{E}\left(\left|\overline{Y_{t}}\right|^{2}\right)+\mathbb{E} \int_{t}^{T} \operatorname{Tr}\left[\overline{Z_{s} Z_{s}^{*}}\right] d s=0
$$

and $\overline{Y_{t}} \equiv 0$ Pa.s., $\overline{Z_{t}}=0 d t d P a . e$.
We will also need the following Itô-formula.

Lemma 12 Let $\alpha \in \mathcal{S}^{2}\left(\mathrm{~F},[0, T] ; \mathbb{R}^{n}\right)$, $\beta \in \mathcal{H}^{2}\left(\mathrm{~F},[0, T] ; \mathbb{R}^{n}\right)$, $\gamma \in \mathcal{H}^{2}\left(\mathrm{~F},[0, T] ; \mathbb{R}^{n \times d}\right)$, and $\delta \in \mathcal{H}^{2}\left(\mathrm{~F},[0, T] ; \mathbb{R}^{n \times d}\right)$ be such that:

$$
\alpha_{t}=\alpha_{0}+\int_{0}^{t} \beta_{s} d s+\int_{0}^{t} \gamma_{s} \overleftarrow{d B_{s}}+\int_{0}^{t} \delta_{s} d W_{s}
$$

Then, for any function $\phi \in \mathcal{C}^{2}\left(\mathbb{R}^{n},\right)$

$$
\begin{aligned}
\phi\left(\alpha_{t}\right)= & \phi\left(\alpha_{0}\right)+\int_{0}^{t}\left\langle\nabla \phi\left(\alpha_{s}\right), \beta_{s}\right\rangle d s+\int_{0}^{t}\left\langle\nabla \phi\left(\alpha_{s}\right), \gamma_{s} \overleftarrow{d B_{s}}\right\rangle \\
& +\int_{0}^{t}\left\langle\nabla \phi\left(\alpha_{s}\right), \delta_{s} d W_{s}\right\rangle-\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left[\phi^{\prime \prime}\left(\alpha_{s}\right) \gamma_{s} \gamma_{s}^{*}\right] d s+\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left[\phi^{\prime \prime}\left(\alpha_{s}\right) \delta_{s} \delta_{s}^{*}\right] d s
\end{aligned}
$$

In particular,

$$
\begin{aligned}
|\alpha|_{t}^{2}= & \left|\alpha_{0}\right|^{2}+2 \int_{0}^{t}\left\langle\alpha_{s}, \beta_{s}\right\rangle d s+2 \int_{0}^{t}\left\langle\alpha_{s}, \gamma_{s} \overleftarrow{d B_{s}}\right\rangle+2 \int_{0}^{t}\left\langle\alpha_{s}, \delta_{s} d W_{s}\right\rangle \\
& -\int_{0}^{t}\left\|\gamma_{s}\right\|^{2} d s+\int_{0}^{t}\left\|\delta_{s}\right\|^{2} d s
\end{aligned}
$$

Next, we establish a prior estimate for the solution of the BSDE in (2.1). for that sake, we need an additional assumption on $g$.

$$
\left(\mathrm{H}_{3}\right) \quad\left\{\begin{array}{l}
\text { there exists } c \text { such that for all }(t, y, z) \in[0, T] \times \mathbb{R}^{k} \times \mathbb{R}^{k \times d} \\
g g^{*}(t, y, z) \leq z z^{*}+c\left(\|g(t, 0,0)\|^{2}+|y|^{2}\right) I
\end{array}\right.
$$

Proposition 13 Assume, in addition to the condition of Theorem(11), that (H3) holds and for some $p>2, \xi \in L^{p}\left(\Omega, F_{T}, P, \mathbb{R}^{k}\right)$ and

$$
E \int_{0}^{T}\left(|f(t, 0,0)|^{p}+\|g(t, 0,0)\|^{p}\right) d t<\infty
$$

Then

$$
E\left(\sup _{0 \leq t \leq T}\left|Y_{t}\right|^{p}+\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2}\right)^{p / 2}\right)<\infty .
$$

Proof. By lemma 12 applied to $\varphi(x)=|x|^{p}$, we obtain that

$$
\begin{aligned}
& \left|Y_{t}\right|^{p}+\frac{p}{2} \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\|Z_{s}\right\|^{2} d s+\frac{p}{2}(p-2) \int_{t}^{T}\left|Y_{s}\right|^{p-4}\left(Z_{s} Z_{s}^{*} Y_{s}, Y_{s}\right) d s \\
& =|\xi|^{p}+p \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\langle f\left(s, Y_{s}, Z_{s}\right), Y_{s}\right\rangle d s+p \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\langle Y_{s}, g\left(s, Y_{s}, Z_{s}\right) d B_{s}\right\rangle \\
& +\frac{p}{2} \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\|g\left(s, Y_{s}, Z_{s}\right)\right\|^{2} d s \\
& +\frac{p}{2}(p-2) \int_{t}^{T}\left|Y_{s}\right|^{p-4}\left\langle g g^{*}\left(s, Y_{s}, Z_{s}\right) Y_{s}, Y_{s}\right\rangle d s-p \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\langle Y_{s}, Z_{s} d W_{s}\right\rangle .
\end{aligned}
$$

Taking the expectation, we get

$$
\begin{aligned}
& \mathbb{E}\left(\left|Y_{t}\right|^{p}\right)+\frac{p}{2} \mathbb{E} \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\|Z_{s}\right\|^{2} d s+\frac{p}{2}(p-2) \mathbb{E} \int_{t}^{T}\left|Y_{s}\right|^{p-4}\left\langle Z_{s} Z_{s}^{*} Y_{s}, Y_{s}\right\rangle d s \\
& \leq \mathbb{E}\left(|\xi|^{p}\right)+p \mathbb{E} \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\langle f\left(s, Y_{s}, Z_{s}\right), Y_{s}\right\rangle d s+\frac{p}{2} \mathbb{E} \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\|g\left(s, Y_{s}, Z_{s}\right)\right\|^{2} d s \\
& +\frac{p}{2}(p-2) \mathbb{E} \int_{t}^{T}\left|Y_{s}\right|^{p-4}\left\langle g g^{*}\left(s, Y_{s}, Z_{s}\right) Y_{s}, Y_{s}\right) d s
\end{aligned}
$$

We can conclude from $\left(\mathrm{H}_{2}\right)$ that for any $\alpha<\alpha^{\prime}<1$, there exists $c\left(\alpha^{\prime}\right)$ such that for $0 \leq t \leq T$,

$$
\|g(t, y, z)\| \leq c\left(\alpha^{\prime}\right)\left(|y|^{2}+\|g(t, 0,0)\|^{2}\right)+\alpha^{\prime}\|z\|^{2}
$$

But from $\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ and the fact that $2 a b \leq \frac{1-\alpha}{2 c} a^{2}+\frac{2 c}{1-\alpha} b^{2}, c>0$, it follows that there exists a constant $\theta>0$ and $c$ such that

$$
\begin{aligned}
& \mathbb{E}\left(\left|Y_{t}\right|^{p}\right)+\theta \mathbb{E} \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\|Z_{s}\right\|^{2} d s \\
& \leq \mathbb{E}\left(|\xi|^{p}\right)+c \mathbb{E} \int_{t}^{T}\left(\left|Y_{s}\right|^{p}+|f(s, 0,0)|^{p}+\|g(s, 0,0)\|^{p}\right) d s
\end{aligned}
$$

Then, from Gronwall's Lemma we obtain

$$
\sup _{0 \leq t \leq T} \mathbb{E}\left(\left|Y_{t}\right|^{p}+\int_{0}^{T}\left|Y_{t}\right|^{p-2}\left\|Z_{t}\right\|^{2} d t\right)<\infty
$$

Applying the same inequalities we have already used to the first identity of the proof, we deduce that

$$
\begin{aligned}
& \left|Y_{t}\right|^{p} \leq|\xi|^{p}+c \int_{t}^{T}\left(\left|Y_{s}\right|^{p}+|f(s, 0,0)|^{p}+\|g(s, 0,0)\|^{p}\right) d s \\
& +p \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\langle Y_{s}, g\left(s, Y_{s}, Z_{s}\right) d B_{s}\right\rangle-p \int_{t}^{T}\left|Y_{s}\right|^{p-2}\left\langle Y_{s}, Z_{s} d W_{s}\right\rangle
\end{aligned}
$$

from the Burkholder-Davis-Gundy inequality, we get

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}\right|^{p}\right) \leq \mathbb{E}|\xi|^{p}+c \mathbb{E} \int_{0}^{T}\left(\left|Y_{s}\right|^{p}+|f(s, 0,0)|^{p}+\|g(s, 0,0)\|^{p}\right) d s \\
& +c \mathbb{E} \sqrt{\int_{0}^{T}\left|Y_{s}\right|^{2 p-4}\left\langle g g^{*}\left(s, Y_{s}, Z_{s}\right) Y_{s}, Y_{s}\right\rangle d s} \\
& +c \mathbb{E} \sqrt{\int_{0}^{T}\left|Y_{s}\right|^{2 p-4}\left\langle Z_{s} Z_{s}^{*} Y_{s}, Y_{s}\right\rangle d s}
\end{aligned}
$$

We estimate the last term as follows :

$$
\begin{aligned}
\mathbb{E} \sqrt{\int_{0}^{T}\left|Y_{s}\right|^{2 p-4}\left\langle Z_{s} Z_{s}^{*} Y_{s}, Y_{s}\right\rangle d s} & \leq \mathbb{E}\left(Y_{t}^{p / 2} \sqrt{\int_{0}^{T}\left|Y_{t}\right|^{p-2}\left\|Z_{t}\right\|^{2} d t}\right. \\
& \leq \frac{1}{3} \mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}\right|^{p}\right)+\frac{1}{4} \mathbb{E} \int_{0}^{T}\left|Y_{t}\right|^{p-2}\left\|Z_{t}\right\|^{2} d t
\end{aligned}
$$

we deduce that

$$
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|Y_{t}\right|^{p}\right)<\infty
$$

Now we have

$$
\begin{aligned}
& \int_{0}^{T}\left\|Z_{t}\right\|^{2} d t=|\xi|^{2}-\left|Y_{0}\right|^{2}+2 \int_{0}^{T}\left\langle f\left(t, Y_{t}, Z_{t}\right), Y_{t}\right\rangle d t+2 \int_{0}^{T}\left\langle Y_{t}, g\left(t, Y_{t}, Z_{t}\right) d B_{t}\right\rangle \\
& +\int_{0}^{T}\left\|g\left(t, Y_{t}, Z_{t}\right)\right\|^{2} d t-2 \int_{0}^{T}\left\langle Y_{t}, Z_{t} d W_{t}\right\rangle
\end{aligned}
$$

Hence for any $\delta>0$,

$$
\begin{aligned}
\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2} d t\right)^{p / 2} \leq & (1+\delta)\left(\int_{0}^{T}\left\|g\left(t, Y_{t}, Z_{t}\right)\right\|^{2} d t\right)^{p / 2}+c(\delta, p)\left[|\xi|^{p}+\left|Y_{0}\right|^{p}+\left|\int_{0}^{T}\left\langle f\left(t, Y_{t}, Z_{t}\right), Y_{t}\right\rangle d t\right|^{p / 2}\right. \\
& \left.+\left|\int_{0}^{T}\left\langle Y_{t}, g\left(t, Y_{t}, Z_{t}\right) d B_{t}\right\rangle\right|^{p / 2}+\left|\int_{0}^{T}\left\langle Y_{t}, Z_{t} d W_{t}\right\rangle\right|^{p / 2}\right]
\end{aligned}
$$

Passing to expectation

$$
\begin{aligned}
& \mathbb{E}\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2} d t\right)^{p / 2} \leq(1+\delta)^{2} \alpha \mathbb{E}\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2} d t\right)^{p / 2}+c^{\prime}(\delta, p) \\
& +c(\delta, p) \mathbb{E}\left[\left(\int_{0}^{T}\left\|Z_{t}\right\|\left|Y_{t}\right| d t\right)^{p / 2}\right]+c(\delta, p) \mathbb{E}\left[\left(\int_{0}^{T}\left|Y_{t}\right|^{2}\left\|Z_{t}\right\|^{2} d t\right)^{p / 4}\right] \\
& \leq(1+\delta)^{2} \alpha \mathbb{E}\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2} d t\right)^{p / 2}+c^{\prime}(\delta, p) \\
& +c(\delta, p) \mathbb{E}\left\{\left(\sup _{0 \leq t \leq T}\left|Y_{t}\right|^{p / 2}\right)\left[\left(\int_{0}^{T}\left\|Z_{t}\right\| d t\right)^{p / 2}+\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2} d t\right)^{p / 4}\right]\right\} \\
& \leq\left[(1+\delta)^{2} \alpha+(1+\delta)\right] \mathbb{E}\left[\left(\int_{0}^{T}\left\|Z_{t}\right\|^{2} d t\right)^{p / 2}\right]+c^{\prime \prime}(\delta, p)
\end{aligned}
$$

The second part of the result now follows, if we choose $\delta>0$ small enough such that

$$
(1+\delta)^{2} \alpha+(1+\delta)<1
$$

We can now turn to the proof of theorem (11)
Proof. Uniqueness.Let $\left(Y_{t}^{1}, Z_{t}^{1}\right)$ and $\left(Y_{t}^{2}, Z_{t}^{2}\right)$ be two solutions. Define

$$
\bar{Y}_{t}=Y_{t}^{1}-Y_{t}^{2}, \quad \bar{Z}_{t}=Z_{t}^{1}-Z_{t}^{2}, \quad 0 \leq t \leq T
$$

Then

$$
\bar{Y}_{t}=\int_{t}^{T}\left[f\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right] d s+\int_{t}^{T}\left[g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right] d B_{s}-\int_{t}^{T} \bar{Z}_{s} d W_{s}
$$

Applying Itô's formula to $\left|\bar{Y}_{t}\right|^{2}$ yields :

$$
\begin{aligned}
\mathbb{E}\left|\bar{Y}_{t}\right|^{2}+\mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}\right\|^{2} d s & =2 \mathbb{E} \int_{t}^{T}\left\langle f\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f\left(s, Y_{s}^{2}, Z_{s}^{2}\right), \bar{Y}_{s}\right\rangle d s \\
& +\mathbb{E} \int_{t}^{T}\left\|g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right\|^{2} d s
\end{aligned}
$$

Hence from $\left(\mathrm{H}_{2}\right)$ and the inequality $a b \leq \frac{1}{2(1-\alpha)} a^{2}+\frac{1-\alpha}{2} b^{2}$,

$$
\mathbb{E}\left|\bar{Y}_{t}\right|^{2}+\mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}\right\|^{2} d s \leq c(\alpha) \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{s}\right|^{2} d s+\frac{1-\alpha}{2} \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}\right\|^{2} d s+\alpha \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}\right\|^{2} d s
$$

where $0<\alpha<1$ is the constant appearing in $\left(\mathrm{H}_{2}\right)$. Consequently

$$
\mathbb{E}\left|\bar{Y}_{t}\right|^{2}+\frac{1-\alpha}{2} \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}\right\|^{2} d s \leq c(\alpha) \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{s}\right|^{2} d s
$$

From Gronwall's lemma, $\mathbb{E}\left(\left|\bar{Y}_{t}\right|^{2}\right)=0, \quad 0 \leq t \leq T$, and hence $\mathbb{E} \int_{0}^{T}\left\|\bar{Z}_{s}\right\|^{2}=0$.
Existence. We define recursively a sequence $\left(Y_{t}^{n}, Z_{t}^{n}\right)_{n=0,1, \ldots}$ as follows. Let $Y_{t}^{0} \equiv$ $0, Z_{t}^{0} \equiv 0$. Given $\left(Y_{t}^{n}, Z_{t}^{n}\right),\left(Y_{t}^{n+1}, Z_{t}^{n+1}\right)$ is the unique solution, constructed as in theorem (11), of the following equation :

$$
\begin{equation*}
Y_{t}^{n+1}=\xi+\int_{t}^{T} f\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}-\int_{t}^{T} Z_{s}^{n+1} d W_{s} . \tag{2.5}
\end{equation*}
$$

Let $\bar{Y}_{t}^{n+1} \triangleq Y_{t}^{n+1}-Y_{t}^{n}, \bar{Z}_{t}^{n+1} \triangleq Z_{t}^{n+1}-Z_{t}^{n}, 0 \leq t \leq T$. The same computation as in the proof of uniqueness yield :

$$
\begin{aligned}
E\left(\left|\bar{Y}_{t}^{n+1}\right|^{2}\right)+\mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{t}^{n+1}\right\|^{2} d s & =2 \mathbb{E} \int_{t}^{T}\left\langle f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right), \bar{Y}_{t}^{n+1}\right\rangle \\
& +\mathbb{E} \int_{t}^{T}\left\|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right\|^{2} d s
\end{aligned}
$$

Let $\beta \in \mathbb{R}$. By integration by parts, we deduce

$$
\begin{aligned}
& \mathbb{E}\left(\left|\bar{Y}_{t}^{n+1}\right|^{2} e^{\beta t}\right)+\beta \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{t}^{n+1}\right|^{2} e^{\beta s} d s+\mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{t}^{n+1}\right\|^{2} e^{\beta s} d s \\
& =2 \mathbb{E} \int_{t}^{T}\left\langle f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right), \bar{Y}_{t}^{n+1}\right\rangle e^{\beta s} d s \\
& +\mathbb{E} \int_{t}^{T}\left\|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right\|^{2} e^{\beta s} d s .
\end{aligned}
$$

There exists $c, \gamma>0$ such that

$$
\begin{aligned}
& \mathbb{E}\left(\left|\bar{Y}_{t}^{n+1}\right|^{2} e^{\beta t}\right)+(\beta-\gamma) \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{t}^{n+1}\right|^{2} e^{\beta s} d s+\mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{t}^{n+1}\right\|^{2} e^{\beta s} d s \\
& \leq \mathbb{E} \int_{t}^{T}\left(c\left|\bar{Y}_{s}^{n}\right|^{2}+\frac{1+\alpha}{2}\left\|Z_{s}^{n}\right\|^{2}\right) e^{\beta s} d s
\end{aligned}
$$

Now choose $\beta=\gamma+\frac{2 c}{1+\alpha}$, and define $\bar{c}=\frac{2 c}{1+\alpha}$,

$$
\begin{aligned}
& \mathbb{E}\left(\left|\bar{Y}_{t}^{n+1}\right|^{2} e^{\beta t}\right)+\mathbb{E} \int_{t}^{T}\left(\bar{c}\left|\bar{Y}_{t}^{n+1}\right|^{2}+\left\|\bar{Z}_{t}^{n+1}\right\|^{2}\right) e^{\beta s} d s \\
& \leq \frac{1+\alpha}{2} \mathbb{E} \int_{t}^{T}\left(\bar{c}\left|\bar{Y}_{s}^{n}\right|^{2}+\left\|Z_{s}^{n}\right\|^{2}\right) e^{\beta s} d s
\end{aligned}
$$

It follows immediately that

$$
\mathbb{E} \int_{t}^{T}\left(\bar{c}\left|\bar{Y}_{t}^{n+1}\right|^{2}+\left\|\bar{Z}_{t}^{n+1}\right\|^{2}\right) e^{\beta s} d s \leq\left(\frac{1+\alpha}{2}\right)^{n} \mathbb{E} \int_{t}^{T}\left(\bar{c}\left|\bar{Y}_{s}^{1}\right|^{2}+\left\|Z_{s}^{1}\right\|^{2}\right) e^{\beta s} d s
$$

and, since $\frac{1+\alpha}{2}<1,\left(Y_{t}^{n}, Z_{t}^{n}\right)_{n=0,1, \ldots}$ is a Cauchy sequence in $\mathcal{H}^{2}\left(0, T ; \mathbb{R}^{k}\right) \times \mathcal{H}^{2}\left(0, T ; \mathbb{R}^{k \times l}\right)$.
It is then easy to conclude $\left(Y_{t}^{n}\right)_{n=0,1, \ldots}$ is also Cauchy in $S^{2}\left([0, T] ; \mathbb{R}^{k}\right)$, and that

$$
\left(Y_{t}, Z_{t}\right)=\lim _{n \rightarrow \infty}\left(Y_{t}^{n}, Z_{t}^{n}\right)
$$

solves equation (2.1).

### 2.2 Comparison Theorem of Backward doubly stochastic dif-

## ferential equations

In this section, we only consider one-dimensional BDSDEs. We consider the following BDSDEs : $(0 \leq t \leq T)$

$$
\begin{align*}
& Y_{t}^{1}=\xi^{1}+\int_{t}^{T} f^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right) d s+\int_{t}^{T} g\left(s, Y_{s}^{1}, Z_{s}^{1}\right) d B_{s}-\int_{t}^{T} Z_{s}^{1} d W_{s}  \tag{2.6}\\
& Y_{t}^{2}=\xi^{2}+\int_{t}^{T} f^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right) d s+\int_{t}^{T} g\left(s, Y_{s}^{2}, Z_{s}^{2}\right) d B_{s}-\int_{t}^{T} Z_{s}^{2} d W_{s} \tag{2.7}
\end{align*}
$$

where BDSDEs (2.6) and (2.7) satisfy the conditions of theorem (11). Then there exist two pairs of measurable processes $\left(Y^{1}, Z^{1}\right)$ and $\left(Y^{2}, Z^{2}\right)$ satisfying BDSDEs (2.6) and (2.7), respectively. Assume

$$
\left(\mathrm{H}_{4}\right) \quad\left\{\begin{array}{r}
\xi^{1} \geq \xi^{2}, \text { a.s. } \\
f^{1}(t, Y, Z) \geq f^{2}(t, Y, Z), \\
\text { a.s. }
\end{array}\right.
$$

Then we have the following comparison theorem.

Theorem 14 Assume BDSDEs (2.6) and (2.7) satisfy the conditions of theorem (11), let $\left(Y^{1}, Z^{1}\right)$ and $\left(Y^{2}, Z^{2}\right)$ be solutions of BDSDEs (2.6) and (2.7), respectively. If (H4) holds, then $Y_{t}^{1} \geq Y_{t}^{2}$, a.s, $\forall t \in[0, T]$.

Proof. The pair $\left(Y_{t}^{1}-Y_{t}^{2}, Z_{t}^{1}-Z_{t}^{2}\right)$ satisfies the following BDSDE.

$$
\begin{aligned}
Y_{t}^{1}-Y_{t}^{2} & =\left(\xi^{1}-\xi^{2}\right)+\int_{t}^{T}\left(f^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \\
& +\int_{t}^{T}\left(g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d B_{s} \\
& -\int_{t}^{T}\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s}, \quad 0 \leq t \leq T .
\end{aligned}
$$

Applying Itô's formula to $\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{-}\right|^{2}$, we get

$$
\begin{align*}
\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{-}\right|^{2} & =\left|\left(\xi^{1}-\xi^{2}\right)^{-}\right|^{2}-2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(f^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \\
& -2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d B_{s} \\
& +\int_{t}^{T} 1_{\left[Y_{s}^{1} \leq Y_{s}^{2}\right]}\left|g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right|^{2} d s \\
& +2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s}-\int_{t}^{T} 1_{\left[Y_{s}^{1} \leq Y_{s}^{2}\right]}\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s \tag{2.8}
\end{align*}
$$

From $\left(\mathrm{H}_{4}\right)$, we have $\xi^{1}-\xi^{2} \geq 0$, so

$$
\mathbb{E}\left|\left(\xi^{1}-\xi^{2}\right)^{-}\right|^{2}=0 .
$$

Since $\left(Y^{1}, Z^{1}\right)$ and $\left(Y^{2}, Z^{2}\right)$ are in $\mathcal{S}^{2}([0, T] ; \mathbb{R}) \times \mathcal{H}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ it easily follows that

$$
\begin{array}{r}
\mathbb{E} \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s}=0 \\
\mathbb{E} \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d B_{s}=0
\end{array}
$$

Let

$$
\begin{aligned}
\Delta & =-2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(f^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \\
& =-2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(f^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \\
& -2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(f^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)-f^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \\
& =\Delta_{1}+\Delta_{2}
\end{aligned}
$$

where

$$
\begin{aligned}
& \Delta_{1}=-2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(f^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-f^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \\
& \Delta_{2}=-2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(f^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)-f^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right) d s \leq 0
\end{aligned}
$$

From $\left(\mathrm{H}_{2}\right)$ and Young's inequality, it follows that

$$
\begin{aligned}
\Delta \leq \Delta_{1} & \leq 2 C \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\left(\left|Y_{s}^{1}-Y_{s}^{2}\right|+\left|Z_{s}^{1}-Z_{s}^{2}\right|\right) d s \\
& \leq\left(2 C+\frac{C^{2}}{1-\alpha}\right) \int_{t}^{T}\left|\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\right|^{2} d s+(1-\alpha) \int_{t}^{T} 1_{\left[Y_{s}^{1} \leq Y_{s}^{2}\right]}\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s
\end{aligned}
$$

Using the assumption $\left(\mathrm{H}_{2}\right)$, again, we deduce

$$
\begin{aligned}
& \int_{t}^{T} 1_{\left[Y_{s}^{1} \leq Y_{s}^{2}\right]}\left|g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)-g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)\right|^{2} d s \\
& \leq \int_{t}^{T} 1_{\left[Y_{s}^{1} \leq Y_{s}^{2}\right]}\left[C\left|Y_{s}^{1}-Y_{s}^{2}\right|^{2}+\alpha\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2}\right] d s \\
& =C \int_{t}^{T}\left|\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\right|^{2} d s+\alpha \int_{t}^{T} 1_{\left[Y_{s}^{1} \leq Y_{s}^{2}\right]}\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s .
\end{aligned}
$$

Taking expectation on both sides of (2.8), we get

$$
\mathbb{E}\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{-}\right|^{2} \leq\left(C+2 C+\frac{C^{2}}{1-\alpha}\right) \mathbb{E} \int_{t}^{T}\left|\left(Y_{s}^{1}-Y_{s}^{2}\right)^{-}\right|^{2} d s
$$

By Gronwall's inequality, it follows that

$$
\mathbb{E}\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{-}\right|^{2}=0 \quad \forall t \in[0, T] .
$$

That is, $Y_{t}^{1} \geq Y_{t}^{2}$, a.s., $\forall t \in[0, T]$.

### 2.3 Backward doubly stochastic differential equations with

## continuous coefficient

In this section we study BDSDEs with continuous coefficient. Our main result is We consider coefficients $(f, g)$ with the following properties:

$$
\begin{aligned}
& f: \Omega \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \longrightarrow \mathbb{R} \\
& g: \Omega \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \longrightarrow \mathbb{R}^{l}
\end{aligned}
$$

for a.e $(t, \omega)$, the map $(y, z)$, the map $(y, z) \longmapsto f(t, y, z)$ is continuous, and for any $(t, y, z) \in$ $[0, T] \times \mathbb{R} \times \mathbb{R}^{d}$, the following hypotheses are satisfied for some strictly positive finite constant $K, L$ and $0<\alpha<1$ such that for any $\left(y_{1}, z_{1}\right),\left(y_{2}, z_{2}\right) \in \mathbb{R} \times \mathbb{R}^{d}$,

$$
\left(H_{5}\right) \quad\left\{\begin{array}{l}
f(t, y, z), g(t, y, z) \text { are } \mathcal{F}_{t} \text {-measurable processes, } \\
\text { (i) }|f(t, y, z)| \leq K(1+|y|+|z|) \\
\text { (ii) }\left|g\left(t, y_{1}, z_{1}\right)-g\left(t, y_{2}, z_{2}\right)\right|^{2} \leq c\left|y_{1}-y_{2}\right|^{2}+\alpha\left\|z_{1}-z_{2}\right\|^{2} .
\end{array}\right.
$$

Theorem 15 Under the above hypothese ( $H_{5}$ ) and if $\xi \in L^{2}$, there exists a solution for the BDSDE (2.1). Moreover, there is a minimal solution ( $\underline{Y}, \underline{Z}$ ) of $B D S D E$ (2.1) in the sense that, for any other solution $(Y, Z)$ of $B D S D E$ (2.1), we have $\underline{Y} \leq Y$.

We still assume that $l=d=1$. Before giving the proof of Theorem 15, we define,as the classical approximation can be proved by adapting the proof given in J. J. Alibert and K. Bahlali [1], the sequence $f_{n}(t, y, z)$ associated to $f$,

$$
f_{n}(t, y, z)=\inf _{y^{\prime}, z^{\prime} \in \mathcal{Q}}\left[f\left(t, y^{\prime}, z^{\prime}\right)+n\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right)\right],
$$

then for $n \geq N, f_{n}$ is jointly measurable and uniformly linear growth in $y, z$ with constant $N$. We also define the function.

$$
F(t, y, z)=N(1+|y|+|Z|)
$$

Given $\xi \in \mathbb{L}^{2}\left(\Omega, \mathcal{F}_{T}, \mathbb{P}\right)$, by theorem (11), there exist two pair of processes $\left(Y^{n}, Z^{n}\right)$ and $(U, V)$, which are the solutions to the following BDSDEs, respectively,

$$
\begin{gather*}
Y_{t}^{n}=\xi+\int_{t}^{T} f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}-\int_{t}^{T} Z_{s}^{n} d W_{s}  \tag{2.9}\\
U_{t}=\xi+\int_{t}^{T} F\left(s, U_{s}, V_{s}\right) d s+\int_{t}^{T} g\left(s, U_{s}, V_{s}\right) d B_{s}-\int_{t}^{T} V_{s} d W_{s} \tag{2.10}
\end{gather*}
$$

From theorem (14) and lemma 1 of [34], we get

$$
\begin{equation*}
\forall n \geq m \geq N, Y^{m} \leq Y^{n} \leq U, d t \otimes d P-a . s \tag{2.11}
\end{equation*}
$$

Lemma 16 There exists a constant $A>0$ depending only on $N, C, \alpha, T$ and $\xi$, such that

$$
\forall n \geq N,\left\|Y^{n}\right\| \leq A,\left\|Z^{n}\right\| \leq A ;\|U\| \leq A,\|V\| \leq A
$$

The proof of this lemma is in [45]

Lemma $17\left\{\left(Y^{n}, Z^{n}\right)\right\}_{n=1}^{+\infty}$ converges in $\mathcal{S}^{2}([0, T] ; \mathbb{R}) \times \mathcal{H}^{2}(0, T ; \mathbb{R})$.

Proof. Let $n_{0} \geq N$. Since $\left\{y^{n}\right\}$ is increasing and bounded in $\mathcal{S}^{2}([0, T] ; \mathbb{R})$, we deduce from the dominated convergence theorem that $Y^{n}$ converges in $\mathcal{S}^{2}([0, T] ; \mathbb{R})$. We shall denote by $Y$ the limit of $\left\{Y^{n}\right\}$. Applying Itô's formula to $\left|Y_{t}^{n}-Y_{t}^{m}\right|^{2}$, we get for $\mathrm{n}, \mathrm{m} \geq n_{0} ;$

$$
\begin{aligned}
& \mathbb{E}\left|Y_{0}^{n}-Y_{0}^{m}\right|^{2}+\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s \\
& =2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{m}\right)\left(f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f_{m}\left(s, Y_{s}^{m}, Z_{s}^{m}\right)\right) d s \\
& +\mathbb{E} \int_{0}^{T}\left|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{m}, Z_{s}^{m}\right)\right|^{2} d s \\
& \leq 2\left(\mathbb{E} \int_{0}^{T}\left|Y_{s}^{n}-Y_{s}^{m}\right|^{2} d s\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{T}\left|f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f_{m}\left(s, Y_{s}^{m}, Z_{s}^{m}\right)\right|^{2} d s\right)^{\frac{1}{2}} \\
& +\mathbb{E} \int_{0}^{T}\left(C\left|Y_{s}^{n}-Y_{s}^{m}\right|^{2}+\alpha\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2}\right) d s
\end{aligned}
$$

Since $f_{n}$ and $f_{m}$ are uniformly linear growth and $\left\{Y^{n}, Z^{n}\right\}$ is bounded, similary to lemma (16), there exists a constant $\bar{N}>0$ depending only on $N, C, \alpha, T$ and $\xi$, such that

$$
\begin{aligned}
& \mathbb{E}\left|Y_{0}^{n}-Y_{0}^{m}\right|^{2}+\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s \\
& \leq \mathbb{E}\left(\int_{0}^{T} \bar{N}\left|Y_{s}^{n}-Y_{s}^{m}\right|^{2}+\alpha\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s\right)
\end{aligned}
$$

So

$$
\left\|Z^{n}-Z^{m}\right\|^{2} \leq \frac{\bar{N} T}{1-\alpha}\left\|Y^{n}-Y^{m}\right\|^{2}
$$

Thus $\left\{Z^{n}\right\}$ is a Cauchy sequence in $\mathcal{H}^{2}(0, T ; \mathbb{R})$, from which the result follows.

Proof. of Theorem(15). For all $n \geq n_{0} \geq N$, we have $Y^{n_{0}} \leq Y^{n} \leq U$, and $\left\{Y^{n}\right\}$ converges in $\mathcal{H}^{2}(0, T ; \mathbb{R}), d t \otimes d \mathbb{P}-$ a.s. to $Y \in \mathcal{S}^{2}([0, T] ; \mathbb{R})$.

On the other hand, since $Z^{n}$ converges in $\mathcal{H}^{2}(0, T ; \mathbb{R})$ to $Z$, we can assume, choosing a subsequence if needed, that $Z^{n} \rightarrow Z, d t \otimes d \mathbb{P}-a . s$. and $\bar{G}=\sup _{n}\left|Z^{n}\right|$ is $d \mathbb{P}$ - a.s.integrable. Therefore, from $(i)$ and $(i v)$ of lemma 1 in [34], we get

$$
f_{n}\left(t, Y_{t}^{n}, Z_{t}^{n}\right) \rightarrow f(t, Y, Z), \quad(n \rightarrow \infty) d t-a . s .
$$

$$
\begin{aligned}
\left|f_{n}\left(t, Y_{t}^{n}, Z_{t}^{n}\right)\right| d s & \leq N\left(1+\sup _{n}\left|Y_{t}^{n}\right|+\sup _{n}\left|Z_{t}^{n}\right|\right) \\
& =N\left(1+\sup _{n}\left|Y_{t}^{n}\right|+\bar{G}_{t}\right) \in L^{1}([0, T], d t) .
\end{aligned}
$$

Thus, for almost all $\omega$ and uniformly in $t$, it holds that

$$
\int_{t}^{T} f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s \rightarrow \int_{t}^{T} f(s, Y, Z) d s, \quad(n \rightarrow \infty)
$$

From the continuity properties of the stochastic integral, it follows that

$$
\begin{aligned}
\sup _{0 \leq t \leq T}\left|\int_{t}^{T} Z_{s}^{n} d W_{s}-\int_{t}^{T} Z_{s} d W_{s}\right| & \rightarrow 0 \text { in probability, } \\
\sup _{0 \leq t \leq T}\left|\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}-\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d B_{s}\right| & \rightarrow 0 \text { in probability. }
\end{aligned}
$$

Choosing, again a subsequence, we can assume that the above convergence is $\mathbb{P}$ - a.s. Finally,

$$
\begin{aligned}
\left|Y_{t}^{n}-Y_{t}^{m}\right| & \leq \int_{t}^{T}\left|f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f_{m}\left(s, Y_{s}^{m}, Z_{s}^{m}\right)\right| d s \\
& +\left|\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}-\int_{t}^{T} g\left(s, Y_{s}^{m}, Z_{s}^{m}\right) d B_{s}\right| \\
& +\left|\int_{t}^{T} Z_{s}^{n} d W_{s}-\int_{t}^{T} Z_{s}^{m} d W_{s}\right|,
\end{aligned}
$$

and taking limits on $m$ and supremum over $t$, we get

$$
\begin{aligned}
\sup _{0 \leq t \leq T}\left|Y_{t}^{n}-Y_{t}\right| & \leq \int_{0}^{T}\left|f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}, Z_{s}\right)\right| d s \\
& +\sup _{0 \leq t \leq T}\left|\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}-\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d B_{s}\right| \\
& +\sup _{0 \leq t \leq T}\left|\int_{t}^{T} Z_{s}^{n} d W_{s}-\int_{t}^{T} Z_{s} d W_{s}\right|, \quad \mathbb{P}-a . s .
\end{aligned}
$$

From which it follows that $Y^{n}$ converges uniformly in $t$ to $Y$ in particular, $Y$ is a continuous process. Not that $\left\{Y^{n}\right\}$ is monotone; therefore, we actually have the uniform convergence for the entire sequence and not just for a subsequence. Taking limits in Eq (2.9) we deduce that $(Y, Z)$ is a solution of $\operatorname{Eq}(2.1)$.

Let $(\hat{Y}, \hat{Z}) \in \mathcal{S}^{2}([0, T] ; \mathbb{R}) \times \mathcal{H}^{2}(0, T ; \mathbb{R})$ be any solution of $\operatorname{Eq}(2.1)$.From theorem (15), we get that $Y^{n} \leq \hat{Y}, \forall n \in \mathbb{N}$ and therefore $Y \leq \hat{Y}$ proving that $Y$ is the minimal solution.

### 2.4 Reflected Backward doubly stochastic differential equa-

## tions

In this section, we study the case where the solution is forced to stay above a given stochastic process, called the obstacle. We obtain the real valued reflected backward doubly
stochastic differential equation :

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d B_{s}+K_{T}-K_{t}-\int_{t}^{T} Z_{s} d W_{s}, \quad 0 \leq t \leq T \tag{2.12}
\end{equation*}
$$

We consider the following conditions,
H1) Let $f: \Omega \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $g: \Omega \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be measurable and such that for every $(y, z) \in \mathbb{R} \times \mathbb{R}^{d}, f(., y, z) \in \mathcal{H}^{2}(0, T, \mathbb{R}), g(., y, z) \in \mathcal{H}^{2}(0, T, \mathbb{R})$

H2) There exist constants $L>0$ et $0<\alpha<1$, such that for every $(t, \omega) \in \Omega \times[0, T]$ and $(y, z) \in \mathbb{R} \times \mathbb{R}^{d}$,

$$
\left\{\begin{array}{c}
\left|f(t, y, z)-f\left(t, y^{\prime}, z^{\prime}\right)\right| \leq L\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right) \\
\left|g(t, y, z)-g\left(t, y^{\prime}, z^{\prime}\right)\right|^{2} \leq L\left|y-y^{\prime}\right|^{2}+\alpha\left|z-z^{\prime}\right|^{2}
\end{array}\right.
$$

H3) Let $\xi$ be a square integrable random variable which is $\mathcal{F}_{T}$-mesurable.
H4) The obstacle $\left\{S_{t}, 0 \leq t \leq T\right\}$, is a continuous $\mathcal{F}_{t}$-progressively measurable real-valued process satisfying

$$
i v) E\left(\sup _{0 \leq t \leq T}\left(S_{t}\right)^{2}\right)<\infty
$$

We assume also that $S_{T} \leq \xi$ a.s.

Definition 18 A solution of equation (2.12) is a $\left(\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}_{+}\right)$-valued $\mathcal{F}_{t}$-progressively measurable process $\left(Y_{t}, Z_{t}, K_{t}\right)_{0 \leq t \leq T}$ which satisfies equations (2.12) and
v) $\left(Y, Z, K_{T}\right) \in \mathcal{S}^{2} \times \mathcal{H}^{2} \times L^{2}(\Omega)$.
vi) $Y_{t} \geq S_{t}$.
vii) $\left(K_{t}\right)$ is continuous and nondecreasing, $K_{0}=0$ and $\int_{0}^{T}\left(Y_{t}-S_{t}\right) d K_{t}=0$.

### 2.4.1 Existence of a solution of the RBDSDE with lipschitz condition

Theorem 19 Under conditions, H1), H2), H3) and H4), the RBDSDE (2.12) has unique solution.

Remark. In the sequel $C$ will be note a constant which may changes from line to line.

Lemma 20 Let $i=1,2$. Let $\left(\eta^{i}\right)$ be a square integrable and $\mathcal{G}_{T}$-measurable. Let $h^{i}:[0, T] \times$ $\Omega \times \mathbb{R} \longmapsto \mathbb{R}$ be such that for every $\mathcal{G}_{t}$-adapted process $Y$ satisfying $E\left(\right.$ sup $\left._{t \leq T} Y_{t}^{2}\right)<\infty$, we have $h^{i}\left(s, Y_{s}\right)$ is $\mathcal{G}_{t}$-adapted and $\mathbb{E} \int_{0}^{T}\left(h^{i}\left(s, Y_{s}\right)\right)^{2} d s<\infty$. Let $\left(Y^{i}, Z^{i}\right)$ be a solution of following BSDE :

$$
\left\{\begin{array}{c}
Y_{t}^{i}=\eta^{i}+\int_{t}^{T} h^{i}\left(s, Y_{s}^{i}\right) d s-\int_{t}^{T} Z_{s}^{i} d W_{s} \\
\mathbb{E}\left(s u p_{t \leq T}\left|Y_{t}^{i}\right|^{2}+\int_{0}^{T}\left|Z_{s}^{i}\right|^{2} d s\right)<\infty
\end{array}\right.
$$

Assume that,
i) $h^{1}$ is a uniformly lipischitz function in the variable $y$.
ii) $\eta^{1} \leq \eta^{2}$ a.s.
iii) $h^{1}\left(t, Y_{t}^{2}\right) \leq h^{2}\left(t, Y_{t}^{2}\right) d P \times d t$ a.e.

Then,

$$
Y_{t}^{1} \leq Y_{t}^{2}, \quad 0 \leq t \leq T \quad \text { a.s. }
$$

Proof. Applying Itô's formula to $\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2}$ and using the fact that $\eta^{1} \leq \eta^{2}$,
we obtain

$$
\begin{aligned}
& \left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2}+\int_{t}^{T} 1_{\left\{Y_{s}^{1}>Y_{s}^{2}\right\}}\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s \\
& \leq 2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{+}\left(h^{1}\left(s, Y_{s}^{1}\right)-h^{2}\left(s, Y_{s}^{2}\right)\right) d s \\
& \quad-2 \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{+}\left(Z_{s}^{1}-Z_{s}^{2}\right) d W_{s} .
\end{aligned}
$$

Using the fact that $h^{1}$ is Lipischitz and Gronwall's lemma, we get $\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}=0$, for all $0 \leq t \leq T$ a.s. Which implies that $Y_{t}^{1} \leq Y_{t}^{2}, \forall t$, a.s.

We first consider the following simple RBDSDE, with $f, g$ independent from $(Y, Z)$.

$$
\left\{\begin{array}{c}
Y_{t}=\xi+\int_{t}^{T} f(s) d s+K_{T}-K_{t}+\int_{t}^{T} g(s) d B_{s}-\int_{t}^{T} Z_{s} d W_{s}  \tag{2.13}\\
Y_{t} \geq S_{t} \\
\int_{0}^{T}\left(Y_{s}-S_{s}\right) d K_{s}=0
\end{array}\right.
$$

Proposition 21 There exists a unique process $(Y, Z, K)$ which solves equation (2.13).

Proof. By [43], for $n \in \mathbb{N}$, let $\left(Y_{t}^{n}, Z_{t}^{n}\right)_{0 \leq t \leq T}$ denote the unique pair, with values in $\mathbb{R} \times \mathbb{R}^{d}$ satisfying, $\left(Y^{n}, Z^{n}\right) \in \mathcal{S}^{2} \times \mathcal{H}^{2}$ and

$$
Y_{t}^{n}:=\xi+\int_{t}^{T} f(s) d s+n \int_{t}^{T}\left(S_{s}-Y_{s}^{n}\right)^{+} d s+\int_{t}^{T} g(s) d B_{s}-\int_{t}^{T} Z_{s}^{n} d W_{s}
$$

We define

$$
\left\{\begin{array}{c}
\bar{\xi}:=\xi+\int_{0}^{T} f(s) d s+\int_{0}^{T} g(s) d B_{s} \\
\bar{S}_{t}:=S_{t}+\int_{0}^{t} f(s) d s+\int_{0}^{t} g(s) d B_{s} \\
\bar{Y}_{t}^{n}:=Y_{t}^{n}+\int_{0}^{t} f(s) d s+\int_{0}^{t} g(s) d B_{s}
\end{array}\right.
$$

we have,

$$
\begin{equation*}
\bar{Y}_{t}^{n}=\bar{\xi}+n \int_{t}^{T}\left(\overline{S_{s}}-\bar{Y}_{s}^{n}\right)^{+} d s-\int_{t}^{T} Z_{s}^{n} d W_{s} \tag{2.14}
\end{equation*}
$$

Let $\Lambda_{t}=\mathbb{E}^{\mathcal{G}}\left[\bar{\xi} \vee \sup _{s \leq T} \bar{S}_{s}\right]$. Then there exists $\gamma \in \mathbb{L}^{2}\left([0, T] \times \Omega, \mathbb{R}^{d}\right)$ which is $\mathcal{G}_{t}$-predictable such that

$$
\begin{equation*}
\Lambda_{t}=\Lambda_{T}-\int_{t}^{T} \gamma_{s} d W_{s} \tag{2.15}
\end{equation*}
$$

Since $\left(\bar{S}_{s}-\Lambda_{s}\right)^{+}=0$, we have

$$
\begin{equation*}
\Lambda_{t}=\Lambda_{T}+n \int_{t}^{T}\left(\bar{S}_{s}-\Lambda_{s}\right)^{+} d s-\int_{t}^{T} \gamma_{s} d W_{s} \tag{2.16}
\end{equation*}
$$

By Lemma (20) we have

$$
\bar{Y}_{t}^{0}=\mathbb{E}^{\mathcal{G}_{t}}[\bar{\xi}] \leq \bar{Y}_{t}^{n} \leq \bar{Y}_{t}^{n+1} \leq \Lambda_{t}=\mathbb{E}^{\mathcal{G}_{t}}\left[\bar{\xi} \vee \sup _{s \leq T} \bar{S}_{s}\right]
$$

Set $\quad \bar{Y}_{t}:=\sup _{n} \bar{Y}_{t}^{n} \quad$ and $\quad Y_{t}:=\sup _{n} Y_{t}^{n}$.

Applying Itô's formula, and passing to expectation we get

$$
\mathbb{E} \int_{0}^{T}\left|\gamma_{s}-Z_{s}^{n}\right|^{2} d s \leq \mathbb{E}\left|\sup _{s \leq T}\left(\bar{S}_{s}-\bar{\xi}\right)^{+}\right|^{2}
$$

Hence

$$
\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}\right|^{2} d s \leq 2 E\left|\sup _{s \leq T}\left(\bar{S}_{s}-\bar{\xi}\right)^{+}\right|^{2}+2 \mathbb{E} \int_{0}^{T}\left|\gamma_{s}\right|^{2} d s
$$

Coming back to equation (2.14) and using equation (2.15) we obtain

$$
\mathbb{E}\left(n \int_{0}^{T}\left(S_{s}-Y_{s}^{n}\right)^{+} d s\right)^{2} \leq 4 \mathbb{E}\left|\sup _{s \leq T}\left(\bar{S}_{s}-\bar{\xi}\right)^{+}\right|^{2}
$$

Hence, there exist a nondecreasing and right continuous process $K$ satisfying $\mathbb{E}\left(K_{T}^{2}\right)<\infty$ such that for a subsequence of $n$ (which still denoted $n$ ) we have for all $\varphi \in \mathbb{L}^{2}(\Omega ; \mathcal{C}([0, T])$ ),

$$
\lim _{n} \mathbb{E} \int_{0}^{T} \varphi_{s} n\left(S_{s}-Y_{s}^{n}\right)^{+} d s=\mathbb{E} \int_{0}^{T} \varphi_{s} d K_{s}
$$

Let $N \in \mathbb{N}^{*}$ and $n, m \geq N$. We have

$$
\begin{aligned}
\left(Y_{t}^{n}-Y_{t}^{m}\right)^{2} & \leq 2 \int_{t}^{T}\left(S_{s}-Y_{s}^{N}\right) n\left(S_{s}-Y_{s}^{n}\right)^{+} d s+2 \int_{t}^{T}\left(S_{s}-Y_{s}^{N}\right) m\left(S_{s}-Y_{s}^{m}\right)^{+} d s \\
& -2 \int_{t}^{T}\left(Z_{s}^{n}-Z_{s}^{m}\right)\left(Y_{s}^{n}-Y_{s}^{m}\right) d W_{s}-\int_{t}^{T}\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s
\end{aligned}
$$

By BDG inequality, there exists a constant $C$ such that

$$
\limsup _{n, m}\left(\mathbb{E}\left(\sup _{t \leq T}\left(Y_{t}^{n}-Y_{t}^{m}\right)^{2}\right)+\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s\right) \leq 2 C \mathbb{E} \int_{0}^{T}\left(S_{s}-Y_{s}^{N}\right) d K_{s}
$$

Letting $N$ tends to $\infty$, we obtain

$$
\limsup _{n, m}\left(\mathbb{E}\left(\sup _{t \leq T}\left(Y_{t}^{n}-Y_{t}^{m}\right)^{2}\right)+\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s\right) \leq 2 C \mathbb{E} \int_{0}^{T}\left(S_{s}-Y_{s}\right) d K_{s}
$$

Let

$$
\widetilde{Y}_{t}^{n}:=\bar{S}_{T}+n \int_{t}^{T}\left(\bar{S}_{s}-\widetilde{Y}_{s}^{n}\right) d s-\int_{t}^{T} \widetilde{Z}_{s}^{n} d W_{s} .
$$

Since $\bar{S}_{T} \leq \bar{\xi}$, the comparison theorem, shows that, for every $n$ we have, $\forall t \in[0, T], \quad \bar{Y}_{t}^{n} \geq$ $\widetilde{Y}_{t}^{n}$ a.s. Let $\sigma$ be a $\mathcal{G}_{t}$-stopping time, and $\tau=\sigma \wedge T$. We have

$$
\widetilde{Y}_{\tau}^{n}=\mathbb{E}^{\mathcal{G}_{\tau}}\left[\bar{S}_{T} e^{-n(T-\tau)}+n \int_{\tau}^{T} \bar{S}_{s} e^{-n(s-\tau)} d s\right]
$$

It is not difficult to see that $\widetilde{Y}^{n}$ converges to $\bar{S}_{\tau}$ a.s. Therefore $\bar{Y}_{\tau} \geq \bar{S}_{\tau}$ a.s., and hence $Y_{\tau} \geq S_{\tau} \quad$ a.s.

Using section theorem, we get, a.s. for every $t \in[0, T], Y_{t} \geq S_{t}$, which implies that

$$
\begin{aligned}
& \limsup _{n, m}\left(\mathbb{E}\left(\sup _{t \leq T}\left(Y_{t}^{n}-Y_{t}^{m}\right)^{2}\right)+\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{m}\right|^{2} d s\right)=0 \\
& \text { and } \mathbb{E} \int_{0}^{T}\left(S_{s}-Y_{s}\right) d K_{s}=0
\end{aligned}
$$

We deduce that $(Y, K)$ is continuous and there exists $Z$ in $\mathbb{L}^{2}$ such that $Z^{n}$ converges strongly in $\mathbb{L}^{2}$ to $Z$. Finally, it is not difficult to check that $(Y, Z, K)$ satisfies equation

Proof. of Theorem19 Existence. We define a sequence $\left(Y_{t}^{n}, Z_{t}^{n}, K_{t}^{n}\right)_{0 \leq t \leq T}$ as follows. Let $Y_{t}^{0}=S_{t}, Z_{t}^{0}=0$ and for $t \in[0, T]$ and $n \in \mathbb{N}^{*}$,

$$
\left\{\begin{array}{l}
Y_{t}^{n+1}=\xi+\int_{t}^{T} f\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}+\int_{t}^{T} d K_{s}^{n+1}-\int_{t}^{T} Z_{s}^{n+1} d W_{s} \\
Y_{t}^{n+1} \geq S_{t} \quad \text { a.s. } \\
\left(Y_{s}^{n+1}-S_{s}\right) d K_{s}^{n+1}=0
\end{array}\right.
$$

Such sequence $\left(Y^{n}, Z^{n}, K^{n}\right)_{n}$ exists by previous step.
Put $\bar{Y}^{n+1}=Y^{n+1}-Y^{n}$. By Itô's formula, we have,

$$
\begin{aligned}
& \quad\left|\bar{Y}_{t}^{n+1}\right|^{2}+\int_{t}^{T}\left|\bar{Z}_{s}^{n+1}\right|^{2} d s=2 \int_{t}^{T} \bar{Y}_{s}^{n+1}\left(f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right) d s \\
& +\int_{t}^{T} \bar{Y}_{s}^{n+1}\left(d K_{s}^{n+1}-d K_{s}^{n}\right)+2 \int_{t}^{T} \bar{Y}_{s}^{n+1}\left(g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right) d B_{s} \\
& \quad+2 \int_{t}^{T} \bar{Y}_{s}^{n+1} \bar{Z}_{s}^{n+1} d W_{s}+\int_{t}^{T}\left|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right|^{2} d s
\end{aligned}
$$

Therefore, Itô's formula applied to $|y|^{2} e^{\beta t}$ shows that :

$$
\begin{aligned}
& \left|\bar{Y}_{t}^{n+1}\right|^{2} e^{\beta t}-\beta \int_{t}^{T}\left|\bar{Y}_{s}^{n+1}\right|^{2} e^{\beta s} d s+\int_{t}^{T} e^{\beta s}\left|\bar{Z}_{s}^{n+1}\right|^{2} d s \\
& =2 \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{n+1}\left(f\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right) d s \\
& +\int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{n+1}\left(d K_{s}^{n+1}-d K_{s}^{n}\right) \\
& +2 \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{n+1}\left(g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right) d B_{s} \\
& +2 \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{n+1} \bar{Z}_{s}^{n+1} d W_{s} \\
& +\int_{t}^{T} e^{\beta s}\left|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{n-1}, Z_{s}^{n-1}\right)\right|^{2} d s
\end{aligned}
$$

Shows that,

$$
\begin{aligned}
& \mathbb{E}\left(\left|\bar{Y}_{t}^{n+1}\right|^{2}\right) e^{\beta t}-(\beta+2 C \gamma) \mathbb{E}\left(\int_{t}^{T}\left|\bar{Y}_{s}^{n+1}\right|^{2} e^{\beta s}\right) d s+\mathbb{E} \int_{t}^{T}\left|\bar{Z}_{s}^{n+1}\right|^{2} d s \\
& \leq\left(C+\frac{2 C}{\gamma}\right) \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{s}^{n}\right|^{2} e^{\beta s} d s+\left(\alpha+\frac{2 C}{\gamma}\right) \mathbb{E} \int_{t}^{T}\left|\bar{Z}_{s}^{n}\right|^{2} e^{\beta s} d s
\end{aligned}
$$

Choosing $\gamma=\frac{4 C}{(1-\alpha)}, \bar{C}=\frac{2}{1+\alpha}\left(C+\frac{1-\alpha}{2}\right)$, and $\beta=-2 C \gamma-\bar{C}$, we have

$$
\begin{aligned}
& \mathbb{E} \int_{t}^{T}\left(\bar{C}\left|\bar{Y}_{s}^{n+1}\right|^{2}+\left|\bar{Z}_{s}^{n+1}\right|^{2}\right) e^{\beta s} d s \\
& \leq\left(\frac{1+\alpha}{2}\right)^{n} \mathbb{E} \int_{t}^{T}\left(\bar{C}\left|\bar{Y}_{s}^{1}\right|^{2}+\left|\bar{Z}_{s}^{1}\right|^{2}\right) e^{\beta s} d s
\end{aligned}
$$

Since $\frac{1+\alpha}{2}<1$, there exists $(Y, Z)$ in $\mathcal{H}^{2} \times \mathcal{H}^{2}$ such that $\left(Y^{n}, Z^{n}\right)$ converges to $(Y, Z)$ in $\mathcal{H}^{2} \times \mathcal{H}^{2}$. It is not difficult to deduce that $Y^{n}$ converges to $Y$ in $S^{2}$.

It is not difficult to shows that $(Y, Z, K)$ is a solution to RBDSDE (2.12).
Uniqueness. It follows the comparison theorem which will be established below.

### 2.4.2 RBDSDEs with continuous coefficient

In this section we prove the existence of solution to RBDSDE when the coefficient is only continuous.

We consider the following assumption
H5) i) for a.e (t,w), the map $(y, z) \mapsto f(t, y, z)$ is continuous.
ii) There exist constants $\kappa>0, L>0$ and $\alpha \in] 0,1[$, such that for every $(t, \omega) \in \Omega \times[0, T]$ and $(y, z) \in \mathbb{R} \times \mathbb{R}^{d}$,

$$
\left\{\begin{array}{c}
|f(t, y, z)| \leq \kappa(1+|y|+|z|) \\
\left|g(t, y, z)-g\left(t, y^{\prime}, z^{\prime}\right)\right|^{2} \leq L\left|y-y^{\prime}\right|^{2}+\alpha\left|z-z^{\prime}\right|^{2}
\end{array}\right.
$$

Theorem 22 Under assumption H1), H3), H4) and H5), the RBDSDE (2.12) has an adapted solution $(Y, Z, K)$ which is a minimal one, in the sense that, if $\left(Y^{*}, Z^{*}\right)$ is any other solution we have $Y \leq Y^{*}, P-a . s$.

Before giving the proof of Theorem 22, we recall the following classical lemma. It can be proved by adapting the proof given in J. J. Alibert and K. Bahlali [1].

Lemma 23 Let $f:[0, T] \times \Omega \times \mathbb{R}^{d} \longmapsto \mathbb{R}$ be a measurable function such that:
(a) For almost every $(t, \omega) \in[0, T] \times \Omega, x \longmapsto f(t, x)$ is continuous,
(b) There exists a constant $K>0$ such that for every $(t, x) \in[0, T] \times \mathbb{R}^{d}|f(t, x)| \leq$ $K(1+|x|)$ a.s.

Then, the sequence of functions

$$
f_{n}(t, x)=\inf _{y \in \mathbb{Q}^{d}}\{h(t, y)+n|x-y|\}
$$

is well defined for each $n \geq K$ and satisfies:
(1) for every $(t, x) \in[0, T] \times \mathbb{R}^{d},\left|f_{n}(t, x)\right| \leq K(1+|x|)$,
(2) for every $(t, x) \in[0, T] \times \mathbb{R}^{d}, n \rightarrow f_{n}(t, x)$ is increasing,
(3) for every $n \geq K,(t, x, y) \in[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d},\left|f_{n}(t, x)-f_{n}(t, y)\right| \leq n|x-y|$,
(4) If $x_{n} \rightarrow x$, as $n \rightarrow \infty$ then for every $t \in[0, T] f_{n}\left(t, x_{n}\right) \rightarrow f(t, x)$ as $n \rightarrow \infty$.

Since $\xi$ satisfies H3), we get from Theorem (19), that for every $n \in \mathbb{N}^{*}$, there exists a unique solution $\left\{\left(Y_{t}^{n}, Z_{t}^{n}, K_{t}^{n}\right), 0 \leq t \leq T\right\}$ for the following RBDSDE

$$
\left\{\begin{array}{c}
Y_{t}^{n}=\xi+\int_{t}^{T} f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+K_{T}^{n}-K_{t}^{n}+\int_{t}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}-\int_{t}^{T} Z_{s}^{n} d W_{s}, \quad 0 \leq t \leq T  \tag{2.17}\\
Y_{t}^{n} \geq S_{t} \\
\int_{0}^{T}\left(Y_{s}^{n}-S_{s}\right) d K_{s}^{n}=0
\end{array}\right.
$$

We consider the function defined by

$$
f^{1}(t, u, v):=\kappa(1+|u|+\|v\|)
$$

Since, $\left|f^{1}(t, u, v)-f^{1}\left(t, u^{\prime}, v^{\prime}\right)\right| \leq \kappa\left(\left|u-u^{\prime}\right|+\left\|v-v^{\prime}\right\|\right)$, then similar argument as before shows that there exists a unique solution $\left(\left(U_{s}, V_{s}, K_{s}\right), 0 \leq s \leq T\right)$ to the following RBDSDE:

$$
\left\{\begin{array}{c}
U_{t}=\xi+\int_{t}^{T} f^{1}\left(s, U_{s}, V_{s}\right) d s+K_{T}-K_{t}+\int_{t}^{T} g\left(s, U_{s}, V_{s}\right) d B_{s}-\int_{t}^{T} V_{s} d W_{s}  \tag{2.18}\\
U_{t} \geq S_{t} \\
\int_{0}^{T}\left(U_{s}-S_{s}\right) d K_{s}=0
\end{array}\right.
$$

We need also the following comparison theorem

Theorem 24 Let $(\xi, f, g, S)$ and $\left(\xi^{\prime}, f^{\prime}, g, S^{\prime}\right)$ be two RBDSDEs. Each one satisfying all the previous assumptions H1), H2), H3) and H4). Assume moreover that :
i) $\xi \leq \xi^{\prime}$ a.s.
ii) $f(t, y, z) \leq f^{\prime}(t, y, z) d \mathbb{P} \times d t$ a.e. $\forall(y, z) \in \mathbb{R} \times \mathbb{R}^{d}$.
iii) $S_{t} \leq S_{t}^{\prime}, 0 \leq t \leq T$ a.s.

Let $(Y, Z, K)$ be a solution of $\operatorname{RBDSDE}(\xi, f, g, S)$ and $\left(Y^{\prime}, Z^{\prime}, K^{\prime}\right)$ be a solution of $R B D S D E$ $\left(\xi^{\prime}, f^{\prime}, g, S^{\prime}\right)$. Then

$$
Y_{t} \leq Y_{t}^{\prime}, \quad 0 \leq t \leq T \quad \text { a.s. }
$$

Proof. Applying Itô's formula to $\left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2}$, and passing to expectation, we have

$$
\begin{aligned}
\mathbb{E} & \left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2}+\mathbb{E} \int_{t}^{T} 1_{\left\{Y_{s}>Y_{s}^{\prime}\right\}}\left|Z_{s}-Z_{s}^{\prime}\right|^{2} d s \\
& =2 \mathbb{E} \int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left(f\left(s, Y_{s}, Z_{s}\right)-f^{\prime}\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}\right)\right) d s \\
& +2 \mathbb{E} \int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left(d K_{s}-d K_{s}^{\prime}\right) \\
& +\mathbb{E} \int_{t}^{T}\left|g\left(s, Y_{s}, Z_{s}\right)-g\left(s, Y_{s}^{\prime}, Z_{s}^{\prime}\right)\right|^{2} 1_{\left\{Y_{s}>Y_{s}^{\prime}\right\}} d s .
\end{aligned}
$$

Since on the set $\left\{Y_{s}>Y_{s}^{\prime}\right\}$, we have $Y_{t}>S_{t}^{\prime} \geq S_{t}$, then

$$
\int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\left(d K_{s}-d K_{s}^{\prime}\right)=-\int_{t}^{T}\left(Y_{s}-Y_{s}^{\prime}\right)^{+} d K_{s}^{\prime} \leq 0
$$

Since $f$ is Lipschitz, we have on the set $\left\{Y_{s}>Y_{s}^{\prime}\right\}$,

$$
\begin{aligned}
& \mathbb{E}\left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2}+\mathbb{E} \int_{t}^{T} 1_{\left\{Y_{s}>Y_{s}^{\prime}\right\}}\left|Z_{s}-Z_{s}^{\prime}\right|^{2} d s \\
& \quad \leq\left(3 C+\frac{1}{\varepsilon} C^{2}\right) \mathbb{E} \int_{t}^{T}\left|Y_{s}-Y_{s}^{\prime}\right|^{2} 1_{\left\{Y_{s}>Y_{s}^{\prime}\right\}} d s \\
& \quad+(\varepsilon+\alpha) \mathbb{E} \int_{t}^{T}\left|Z_{s}-Z_{s}^{\prime}\right|^{2} 1_{\left\{Y_{s}>Y_{s}^{\prime}\right\}} d s .
\end{aligned}
$$

We now choose $\varepsilon=\frac{1-\alpha}{2}$, and $\bar{C}=3 C+\frac{1}{\varepsilon} C^{2}$, to deduce that

$$
\mathbb{E}\left|\left(Y_{t}-Y_{t}^{\prime}\right)^{+}\right|^{2} \leq \bar{C} \mathbb{E} \int_{t}^{T}\left|\left(Y_{s}-Y_{s}^{\prime}\right)^{+}\right|^{2} d s
$$

The result follows now by using Gronwall's lemma.

Lemma 25 i) a.s. for all, $t Y_{t}^{0} \leq Y_{t}^{n} \leq Y_{t}^{n+1} \leq U_{t}$.
ii) There exists $Z \in \mathcal{H}^{2}$ such that $Z^{n}$ converges to $Z$.

Proof. Assertion i) follows from Theorem (24). We shall prove ii).
Itô's formula yields

$$
\begin{aligned}
\mathbb{E}\left|Y_{0}^{n}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s= & \mathbb{E}|\xi|^{2}+2 E \int_{0}^{T} Y_{s}^{n} f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s+2 \mathbb{E} \int_{0}^{T} S_{s} d K_{s}^{n} \\
& +\mathbb{E} \int_{0}^{T}\left\|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)\right\|^{2} d s
\end{aligned}
$$

But, assumption H5) and the inequality $2 a b \leq \frac{a^{2}}{r}+r b^{2}$ for $r>0$, show that :

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s & \leq C+\left(r \kappa^{2}+(1+\varepsilon) \alpha\right) \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s+2 E \int_{0}^{T} S_{s} d K_{s}^{n} \\
& \leq C+\left(r \kappa^{2}+(1+\varepsilon) \alpha\right) \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s+\beta \mathbb{E}\left(K_{T}^{n}\right)^{2}
\end{aligned}
$$

On the other hand, we have from (2.17)

$$
\begin{equation*}
K_{T}^{n}=Y_{0}^{n}-\xi-\int_{0}^{T} f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d s-\int_{0}^{T} g\left(s, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}+\int_{0}^{T} Z_{s}^{n} d W_{s} \tag{2.19}
\end{equation*}
$$

then

$$
\mathbb{E}\left(K_{T}^{n}\right)^{2} \leq C\left(1+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s\right)
$$

which yield that

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s \leq C+\left(r \kappa^{2}+(1+\varepsilon) \alpha+\beta C\right) \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s
$$

Choosing $r=\varepsilon=\beta=\frac{1-\alpha}{2\left(\kappa^{2}+\alpha+C\right)}$, we obtain

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s \leq C
$$

For $n, p \geq K$, Itô's formula gives,

$$
\begin{aligned}
\mathbb{E}\left(Y_{0}^{n}-Y_{0}^{p}\right)^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s= & 2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)\left(f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f_{p}\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right) d s \\
& +2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) d K_{s}^{n}+2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{p}-Y_{s}^{n}\right) d K_{s}^{p} \\
& +\mathbb{E} \int_{0}^{T}\left\|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right\|^{2} d s
\end{aligned}
$$

But

$$
\mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) d K_{s}^{n}=\mathbb{E} \int_{0}^{T}\left(S_{s}-Y_{s}^{p}\right) d K_{s}^{n} \leq 0
$$

Similarly, we have $\mathbb{E} \int_{0}^{T}\left(Y_{s}^{p}-Y_{s}^{n}\right) d K_{s}^{p} \leq 0$.
Therefore,

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \leq & 2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)\left(f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f_{p}\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right) d s \\
& +\mathbb{E} \int_{0}^{T}\left\|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right\|^{2} d s
\end{aligned}
$$

By Hôlder's inequality and the fact that $g$ is Lipschitz, we get

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \\
& \leq\left(\mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)^{2} d s\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{T}\left(f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f_{p}\left(s, Y_{s}^{p}, Z_{s}^{p}\right)\right)^{2} d s\right)^{\frac{1}{2}} \\
& +C \mathbb{E} \int_{0}^{T}\left|Y_{s}^{n}-Y_{s}^{p}\right|^{2} d s+\alpha \mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{p}\right|^{2} d s
\end{aligned}
$$

Since $\sup _{n} \mathbb{E} \int_{0}^{T}\left|f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)\right|^{2} \leq C$, we obtain,

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \leq C\left(\mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)^{2} d s\right)^{\frac{1}{2}}
$$

Hence

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \longrightarrow 0 ; \text { as } n, p \rightarrow \infty
$$

Thus $\left(Z^{n}\right)_{n \geq 1}$ is a Cauchy sequence in $\mathcal{H}^{2}\left(\mathbb{R}^{d}\right)$.
Proof. of theorem 22. Put $Y_{t}=\sup _{n} Y_{t}^{n}$, we have $\left(Y^{n}, Z^{n}\right) \rightarrow(Y, Z)$ in $S^{2}\left(\mathbb{R}^{d}\right) \times \mathcal{H}^{2}\left(\mathbb{R}^{d}\right)$. Then, along a subsequence which we still denote $\left(Y^{n}, Z^{n}\right)$, we get

$$
\left(Y^{n}, Z^{n}\right) \rightarrow(Y, Z), \quad d t \otimes d \mathbb{P} \text { a.e }
$$

then, using Lemma 23, we get $f_{n}\left(t, Y_{t}^{n}, Z_{t}^{n}\right) \rightarrow f\left(t, Y_{t}, Z_{t}\right) \quad d \mathbb{P} \otimes d t$ a.e
On the other hand, since $Z^{n} \longrightarrow Z$ in $\mathcal{H}^{2}\left(\mathbb{R}^{d}\right)$, then there exists $\Lambda \in \mathcal{H}^{2}(\mathbb{R})$ and a subsequence which we still denote $Z^{n}$ such that $\forall n,\left|Z^{n}\right| \leq \Lambda, Z^{n} \longrightarrow Z, d t \otimes d \mathbb{P}$ a.e.

Moreover from H5), and Lemma 31 we have

$$
\left|f_{n}\left(t, Y_{t}^{n}, Z_{t}^{n}\right)\right| \leq \kappa\left(1+\sup _{n}\left|Y_{t}^{n}\right|+\Lambda_{t}\right) \in \mathbb{L}^{2}([0, T], d t), \quad \mathbb{P}-a . s
$$

It follows from the dominated convergence theorem that,

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left|f_{n}\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-f\left(s, Y_{s}, Z_{s}\right)\right|^{2} d s \longrightarrow 0, \quad n \rightarrow \infty \tag{2.20}
\end{equation*}
$$

We have,

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left\|g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}, Z_{s}\right)\right\|^{2} d s \\
& \leq C \mathbb{E} \int_{0}^{T}\left|Y_{s}^{n}-Y_{s}\right|^{2} d s+\alpha \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}\right\|^{2} d s \longrightarrow 0, \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

It is not difficult to show that $(Y, Z)$ is solution to our RBDSDE. Let

$$
\begin{equation*}
\bar{Y}_{t}=\xi+\int_{t}^{T} f\left(s, Y_{s}, Z_{s}\right) d s+K_{T}-K_{t}+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d B_{s}-\int_{t}^{T} \bar{Z}_{s} d W_{s} \tag{2.21}
\end{equation*}
$$

$\bar{Z} \in \mathcal{H}^{2}, \bar{Y} \in S^{2}, K_{T} \in \mathbb{L}^{2}, \bar{Y}_{t} \geq S_{t},\left(K_{t}\right)$ is continuous and nondecreasing, $K_{0}=0$ and $\int_{0}^{T}\left(\bar{Y}_{t}-S_{t}\right) d K_{t}=0$, and $\left(Y^{*}, Z^{*}, K^{*}\right)$ be a solution of (2.12). Then, by Theorem $(24)$, we have for every $n \in \mathbb{N}^{*}, Y^{n} \leq Y^{*}$. therefore, $\bar{Y}$ is a minimal solution of (2.12)

## Chapter 3

## Mean-Field Reflected Backward

## Doubly Stochastic Differential

## Equations

In this chapter we study the existence and uniqueness of the solutions to mean-field reflected backward doubly stochastic differential equation when the driver $f$ is lipschitz. We also study the existence in the case when the driver is of linear growth and continuous, in this case we establish a comparison theorem.

### 3.1 MF-RBDSDE with lipschitz condition

We shall consider the following MF - RBDSDE:

$$
\begin{align*}
Y_{t}= & \xi+\int_{t}^{T} \mathbb{E}^{\prime} f\left(s, \omega, \omega^{\prime}, Y_{s}, Y_{s}^{\prime}, Z_{s}, Z_{s}^{\prime}\right) d s+\int_{t}^{T} \mathbb{E}^{\prime} g\left(s, \omega, \omega^{\prime}, Y_{s}, Y_{s}^{\prime}, Z_{s}, Z_{s}^{\prime}\right) d B_{s}(3  \tag{}\\
& +K_{T}-K_{t}-\int_{t}^{T} Z_{s} d W_{s} .
\end{align*}
$$

### 3.1.1 Assumptions and Definitions

We consider the following assumptions,
H1) Let $f: \Omega \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $g: \Omega \times[0, T] \times \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be two measurable functions and such that for every $\left(y, z, y^{\prime}, z^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d}, f\left(., y, z, y^{\prime}, z^{\prime}\right)$ and, $g\left(., y, z, y^{\prime}, z^{\prime}\right)$ belongs in $\mathcal{H}^{2}(0, T, \mathbb{R})$

H2) There exist constants $L>0$ and $0<\alpha<\frac{1}{2}$, such that for every $(t, \omega) \in \Omega \times[0, T]$ and $\left(y, z, y^{\prime}, z^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d}$,

$$
\begin{aligned}
& \left|f\left(t, y_{1}, z_{1}, y_{1}^{\prime}, z_{1}^{\prime}\right)-f\left(t, y_{2}, z_{2}, y_{2}^{\prime}, z_{2}^{\prime}\right)\right| \\
& \leq L\left(\left|y_{1}-y_{2}\right|+\left|y_{1}^{\prime}-y_{2}^{\prime}\right|+\left|z_{1}-z_{2}\right|+\left|z_{2}^{\prime}-z_{2}^{\prime}\right|\right) \\
& \left|g\left(t, y_{1}, z_{1}, y_{1}^{\prime}, z_{1}^{\prime}\right)-g\left(t, y_{2}, z_{2}, y_{2}^{\prime}, z_{2}^{\prime}\right)\right|^{2} \leq \\
& L\left(\left|y_{1}-y_{2}\right|^{2}+\left|y_{1}^{\prime}-y_{2}^{\prime}\right|^{2}\right)+\alpha\left(\left|z_{1}-z_{2}\right|^{2}+\left|z_{1}^{\prime}-z_{2}^{\prime}\right|^{2}\right)
\end{aligned}
$$

H3) Let $\xi$ be a square integrable random variable which is $\mathcal{F}_{T}$-mesurable.
H4) The obstacle $\left\{S_{t}, 0 \leq t \leq T\right\}$, is a continuous $\mathcal{F}_{t}$-progressively measurable real-valued process satisfying $E\left(\sup _{0 \leq t \leq T}\left(S_{t}\right)^{2}\right)<\infty$.

We assume also that $S_{T} \leq \xi$ a.s.

Definition 26 A solution of equation (3.1) is a $\left(\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}_{+}\right)$-valued $\mathcal{F}_{t}$-progressively measurable process $\left(Y_{t}, Z_{t}, K_{t}\right)_{0 \leq t \leq T}$ which satisfies equation (3.1) and
i) $\left(Y, Z, K_{T}\right) \in S^{2} \times \mathcal{H}^{2} \times L^{2}(\Omega)$.
ii) $Y_{t} \geq S_{t}$.
iii) $\left(K_{t}\right)$ is continuous and nondecreasing, $K_{0}=0$ and $\int_{0}^{T}\left(Y_{t}-S_{t}\right) d K_{t}=0$.

### 3.1.2 Existence of a solution to the MF-RBDSDE with lipschitz condition

Theorem 27 Under conditions, H1), H2), H3) and H4), the MF-RBDSDE:(3.1)has a unique solution.

Proof. For any $(y, z)$ we consider the following MF-RBDSDE, with $t \in[0, T]$

$$
\begin{aligned}
Y_{t}= & \xi+\int_{t}^{T} \mathbb{E}^{\prime} f\left(s, \omega, \omega^{\prime}, Y_{s}, y_{s}^{\prime}, Z_{s}, z_{s}^{\prime}\right) d s+\int_{t}^{T} \mathbb{E}^{\prime} g\left(s, \omega, \omega^{\prime}, Y_{s}, y_{s}^{\prime}, Z_{s}, z_{s}^{\prime}\right) d B_{s} \\
& +K_{T}-K_{t}-\int_{t}^{T} Z_{s} d W_{s}
\end{aligned}
$$

According to Theorem 19, there exists a unique solution $(Y, Z) \in S^{2} \times \mathcal{H}^{2}$ i.e., if we define the process

$$
\begin{aligned}
K_{t}= & Y_{0}-Y_{t}-\int_{0}^{t} \mathbb{E}^{\prime} f\left(s, \omega, \omega^{\prime}, Y_{s}, y_{s}^{\prime}, Z_{s}, z_{s}^{\prime}\right) d s-\int_{0}^{t} \mathbb{E}^{\prime} g\left(s, \omega, \omega^{\prime}, Y_{s}, y_{s}^{\prime}, Z_{s}, z_{s}^{\prime}\right) d B_{s} \\
& +\int_{0}^{t} Z_{s} d W_{s},
\end{aligned}
$$

then $(Y, Z, K)$ satisfies Definition 26. Hence, if we define $\Theta(y, z)=(Y, Z)$, then $\Theta$ maps $S^{2} \times$ $\mathcal{H}^{2}$ itself. We show now that $\Theta$ is contractive. To this end, take any $\left(y^{i}, z^{i}\right) \in S^{2} \times \mathcal{H}^{2}(i=$ $1,2)$, and let $\Theta\left(y^{i}, z^{i}\right)=\left(Y^{i}, Z^{i}\right)$. We denote $(\bar{Y}, \bar{Z}, \bar{K})=\left(Y^{1}-Y^{2}, Z^{1}-Z^{2}, K^{1}-K^{2}\right)$ and $(\bar{y}, \bar{z})=\left(y^{1}-y^{2}, z^{1}-z^{2}\right)$. Therefore, Itô's formula applied to $|\bar{Y}|^{2} e^{\beta t}$ where $\beta>0$,
and the inequality $2 a b \leq\left(\frac{1}{\delta}\right) a^{2}+\delta b^{2}$, lead to

$$
\begin{aligned}
& \mathbb{E}\left|\bar{Y}_{t}\right|^{2} e^{\beta t}+\left(\beta-3 L-\frac{8 L^{2}}{1-2 \alpha}\right) \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{s}\right|^{2} e^{\beta s} d s+\frac{1}{2} \mathbb{E} \int_{t}^{T} e^{\beta s}\left|\bar{Z}_{s}\right|^{2} d s \\
& \leq \mathbb{E} \int_{t}^{T} e^{\beta s} \bar{Y}_{s}\left(d K_{s}^{1}-d K_{s}^{2}\right) \\
& +\mathbb{E} \int_{t}^{T} e^{\beta s}\left(\left(L+\frac{1-2 \alpha}{2 L}\right)\left|\bar{y}_{s}\right|^{2}+\left(\frac{1+2 \alpha}{4}\right)\left(\left|\bar{z}_{s}\right|^{2}\right)\right) d s
\end{aligned}
$$

Choosing $\beta=3 L+\frac{8 L^{2}}{1-2 \alpha}+\frac{1}{2}\left(\frac{4}{1+2 \alpha}\right)\left(L+\frac{1-2 \alpha}{2 L}\right)$ and setting $M=\left(\frac{4}{1+2 \alpha}\right)\left(L+\frac{1-2 \alpha}{2 L}\right)$ yield

$$
\begin{aligned}
& \mathbb{E}\left|\bar{Y}_{t}\right|^{2} e^{\beta t}+\frac{1}{2} M \mathbb{E} \int_{t}^{T}\left|\bar{Y}_{s}\right|^{2} e^{\beta s} d s+\frac{1}{2} \mathbb{E} \int_{t}^{T} e^{\beta s}\left|\bar{Z}_{s}\right|^{2} d s \\
& \leq \mathbb{E} \int_{t}^{T} e^{\beta s} \bar{Y}_{s}\left(d K_{s}^{1}-d K_{s}^{2}\right) \\
& +\frac{1+2 \alpha}{4} \mathbb{E} \int_{t}^{T} e^{\beta s}\left(M\left|\bar{y}_{s}\right|^{2}+\left|\bar{z}_{s}\right|^{2}\right) d s
\end{aligned}
$$

We have

$$
\mathbb{E} \int_{t}^{T} e^{\beta s} \bar{Y}_{s}\left(d K_{s}^{1}-d K_{s}^{2}\right)<0
$$

and

$$
\mathbb{E} \int_{t}^{T} e^{\beta s}\left(M\left|\bar{Y}_{s}\right|^{2}+\left|\bar{Z}_{s}\right|^{2}\right) d s \leq \frac{1+2 \alpha}{2} \mathbb{E} \int_{t}^{T} e^{\beta s}\left(M\left|\bar{y}_{s}\right|^{2}+\left|\bar{z}_{s}\right|^{2}\right) d s
$$

Consequently the mapping $\Theta$ is a strict contraction on $S^{2} \times \mathcal{H}^{2}$ equipped with the norm

$$
\|(Y, Z)\|_{\beta}=\left(\mathbb{E} \int_{t}^{T} e^{\beta s}\left(M\left|\bar{Y}_{s}\right|^{2}+\left|\bar{Z}_{s}\right|^{2}\right) d s\right)^{\frac{1}{2}}
$$

Moreover, it has a unique fixed point, which is the unique solution of the MF-RBDSDE with data $(\xi, f, g, S)$.

### 3.2 MF-RBDSDEs with continuous coefficient

In this section we prove the existence of a solution to the MF-RBDSDE where the coefficient is only continuous.

We consider the following assumption
H5) i) for a.e $(t, w)$, the mapping $\left(y, y^{\prime}, z, z^{\prime}\right) \mapsto f\left(t, y, y^{\prime}, z, z^{\prime}\right)$ is continuous.
ii) There exist constants $L>0$ and $\alpha \in] 0, \frac{1}{2}[$, such that for every $(t, \omega) \in \Omega \times[0, T]$ and $\left(y, z, y^{\prime}, z^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}^{d}$,

$$
\left\{\begin{array}{c}
\left|f\left(t, y, y^{\prime}, z, z^{\prime}\right)\right| \leq L\left(1+|y|+\left|y^{\prime}\right|+|z|+\left|z^{\prime}\right|\right) \\
\left|g\left(t, y_{1}, y_{1}^{\prime}, z_{1}, z_{1}^{\prime}\right)-g\left(t, y_{2}, y_{2}^{\prime}, z_{2}, z_{2}^{\prime}\right)\right|^{2} \leq L\left(\left|y_{1}^{\prime}-y_{2}^{\prime}\right|^{2}+\left|y_{1}-y_{2}\right|^{2}\right) \\
+\alpha\left(\left|z_{1}^{\prime}-z_{2}^{\prime}\right|^{2}+\left|z_{1}-z_{2}\right|^{2}\right)
\end{array}\right.
$$

Theorem 28 Under assumption H1), H3), H4) and H5), the MF-RBDSDE (3.1) has an adapted solution $(Y, Z, K)$ which is a minimal one, in the sense that, if $\left(Y^{*}, Z^{*}\right)$ is any other solution we have $Y \leq Y^{*}, P-a . s$.

Before giving the proof of Theorem 28, we recall the following classical lemma. It can be proved by adapting the proof given in Alibert and Bahlali [1].

Lemma 29 Let $f:[0, T] \times \bar{\Omega} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{d} \longmapsto \mathbb{R}$ be a measurable function such that:
(a) For almost every $(t, \bar{\omega}) \in[0, T] \times \bar{\Omega}, x \longmapsto f(t, \bar{\omega}, x)$ is continuous,
b) There exists a constant $K>0$ such that for every $\left(t, y^{\prime}, y, z\right) \in[0, T] \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{d}$

$$
\left|f\left(t, y^{\prime}, y, z\right)\right| \leq K\left(1+\left|y^{\prime}\right|+|y|+|z|\right) \text { a.s. }
$$

(c) For almost every $y, z, f\left(t, y^{\prime}, y, z\right)$ is increasing in $y^{\prime}$.

Then, the sequence of functions

$$
f_{n}\left(t, y^{\prime}, y, z\right)=\inf _{(u, v, w) \in \mathbb{Q}^{2+d}}\left\{f(t, u, v, w)+n\left(y^{\prime}-u\right)^{+}+n|y-v|+n|z-w|\right\}
$$

is well defined for each $n \geq K$ and satisfies:
(1) for every $\left(t, y^{\prime}, y, z\right) \in[0, T] \times \mathbb{R}^{2+d},\left|f_{n}\left(t, y^{\prime}, y, z\right)\right| \leq K\left(1+\left|y^{\prime}\right|+|y|+|z|\right)$,
(2) for every $\left(t, y^{\prime}, y, z\right) \in[0, T] \times \mathbb{R}^{2+d}, n \rightarrow f_{n}(t, x)$ is increasing,
(3) for every $\left(t, y^{\prime}, y, z\right) \in[0, T] \times \mathbb{R}^{2+d}, y^{\prime} \rightarrow f_{n}\left(t, y^{\prime}, y, z\right)$ is increasing,
(4) for every $n \geq K,\left(t, y^{1}, y^{1}, z^{1}\right) \in[0, T] \times \mathbb{R}^{2 d}$, $\left(t, y^{\prime 2}, y^{2}, z^{2}\right) \in[0, T] \times \mathbb{R}^{2 d}$

$$
\left|f_{n}\left(t, y^{\prime 1}, y^{1}, z^{1}\right)-f_{n}\left(t, y^{\prime 2}, y^{2}, z^{2}\right)\right| \leq n\left(\left|y^{\prime 1}-y^{\prime 2}\right|+\left|y^{1}-y^{2}\right|+\left|z^{\prime 1}-z^{2}\right|\right)
$$

(5) If $\left(y_{n}^{\prime}, y_{n}, z_{n}\right) \rightarrow\left(y^{\prime}, y, z\right)$, as $n \rightarrow \infty$ then for every $t \in[0, T] f_{n}\left(t, y_{n}^{\prime}, y_{n}, z_{n}\right) \rightarrow$ $f\left(t, y^{\prime}, y, z\right)$ as $n \rightarrow \infty$.

Since $\xi$ satisfies H3), we get from Theorem (27), that for every $n \in \mathbb{N}^{*}$, there exists a unique solution $\left\{\left(Y_{t}^{n}, Z_{t}^{n}, K_{t}^{n}\right), 0 \leq t \leq T\right\}$ for the following MF-RBDSDE

$$
\left\{\begin{array}{c}
Y_{t}^{n}=\xi+\int_{t}^{T} f_{n}\left(s,\left(Y_{s}^{n}\right)^{\prime}, Y_{s}^{n}, Z_{s}^{n}\right) d s+K_{T}^{n}-K_{t}^{n}+\int_{t}^{T} g\left(s,\left(Y_{s}^{n}\right)^{\prime}, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}  \tag{3.2}\\
-\int_{t}^{T} Z_{s}^{n} d W_{s}, \quad 0 \leq t \leq T \\
Y_{t}^{n} \geq S_{t} \\
\int_{0}^{T}\left(Y_{s}^{n}-S_{s}\right) d K_{s}^{n}=0
\end{array}\right.
$$

We consider the function defined by

$$
f^{1}(t, u, v, w):=L(1+|u|+|v|+|w|)
$$

since, $\left|f^{1}(t, u, v, w)-f^{1}\left(t, u^{\prime}, v^{\prime}, w^{\prime}\right)\right| \leq L\left(\left|u-u^{\prime}\right|+\left|v-v^{\prime}\right|+\left|w-w^{\prime}\right|\right)$, then similar argument as before shows that there exists a unique solution $\left(\left(U_{s}, V_{s}, K_{s}\right), 0 \leq s \leq T\right)$ to the following MF-RBDSDE:

$$
\left\{\begin{array}{c}
U_{t}=\xi+\int_{t}^{T} f^{1}\left(s, U_{s}^{\prime}, U_{s}, V_{s}\right) d s+K_{T}-K_{t}+\int_{t}^{T} g\left(s, U_{s}^{\prime}, U_{s}, V_{s}\right) d B_{s}-\int_{t}^{T} V_{s} d W_{s}  \tag{3.3}\\
U_{t} \geq S_{t} \\
\int_{0}^{T}\left(U_{s}-S_{s}\right) d K_{s}=0
\end{array}\right.
$$

We also need the following comparison theorem.

Theorem 30 (comparison theorem) Let $\left(\xi^{1}, f^{1}, g, S^{1}\right)$ and $\left(\xi^{2}, f^{2}, g, S^{2}\right)$ be two MFRBDSDEs. Each one satisfying all the previous assumptions H1), H2), H3) and H4). Assume moreover that :
i) $\xi^{1} \leq \xi^{2}$ a.s.
ii) $f^{1}\left(t, y^{\prime}, y, z^{\prime}, z\right) \leq f^{2}\left(t, y^{\prime}, y, z^{\prime}, z\right) d \mathbb{P} \times d t$ a.e. $\forall\left(y^{\prime}, y, z^{\prime}, z\right) \in \mathbb{R} \times \mathbb{R}^{d}$. iii) $S_{t}^{1} \leq S_{t}^{2}, 0 \leq t \leq T$ a.s.

Let $\left(Y^{1}, Z^{1}, K^{1}\right)$ be a solution of $\operatorname{MF-RBDSDE}\left(\xi^{1}, f^{1}, g, S^{1}\right)$ and $\left(Y^{2}, Z^{2}, K^{2}\right)$ be a solution of MF-RBDSDE $\left(\xi^{2}, f^{2}, g, S^{2}\right)$. We suppose also :
a) One of the two generators is independent of $z^{\prime}$.
b) One of the two generators is nondecreasing in $y^{\prime}$.
then

$$
Y_{t}^{1} \leq Y_{t}^{2}, \quad 0 \leq t \leq T \quad \text { a.s. }
$$

Proof. Suppose that (a) is satisfied by $f^{1}$ and (b) by $f^{2}$. Applying Itô's formula to $\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2}$, and passing to expectation, we have

$$
\begin{aligned}
& \mathbb{E}\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2}+\mathbb{E} \int_{t}^{T} 1_{\left\{Y_{s}^{1}>Y_{s}^{2}\right\}}\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s \\
&=2 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{+} E^{\prime}\left(f^{1}\left(s,\left(Y_{s}^{1}\right)^{\prime}, Y_{s}^{1}, Z_{s}^{1}\right)-f^{2}\left(s,\left(Y_{s}^{2}\right)^{\prime}, Y_{s}^{2},\left(Z_{s}^{2}\right)^{\prime}, Z_{s}^{2}\right)\right) d s \\
&+2 \mathbb{E} \int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{+}\left(d K_{s}^{1}-d K_{s}^{2}\right) \\
&+\mathbb{E} \int_{t}^{T}\left|E^{\prime}\left(g\left(s,\left(Y_{s}^{1}\right)^{\prime}, Y_{s}^{1},\left(Z_{s}^{1}\right)^{\prime}, Z_{s}^{1}\right)-g\left(s,\left(Y_{s}^{2}\right)^{\prime}, Y_{s}^{2},\left(Z_{s}^{2}\right)^{\prime}, Z_{s}^{2}\right)\right)\right|^{2} 1_{\left\{Y_{s}^{1}>Y_{s}^{2}\right\}} d s .
\end{aligned}
$$

Since on the set $\left\{Y_{s}^{1}>Y_{s}^{2}\right\}$, we have $Y_{t}^{1}>S_{t}^{2} \geq S_{t}^{1}$, then

$$
\int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{+}\left(d K_{s}^{1}-d K_{s}^{2}\right)=-\int_{t}^{T}\left(Y_{s}^{1}-Y_{s}^{2}\right)^{+} d K_{s}^{2} \leq 0
$$

Since $f^{1}$ and $f^{2}$ are Lipschitz, we have on the set $\left\{Y_{s}>Y_{s}^{\prime}\right\}$,

$$
\begin{aligned}
& \mathbb{E}\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2}+\mathbb{E} \int_{t}^{T} 1_{\left\{Y_{s}^{1}>Y_{s}^{2}\right\}}\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s \\
\leq & \mathbb{E} \int_{t}^{T}\left(6 L+\frac{L^{2}}{1-2 \alpha}\right)\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2}+\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2} d s
\end{aligned}
$$

then

$$
\mathbb{E}\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2} \leq \mathbb{E} \int_{t}^{T}\left(6 L+\frac{L^{2}}{1-2 \alpha}\right)\left|\left(Y_{t}^{1}-Y_{t}^{2}\right)^{+}\right|^{2} d s
$$

The result follows by using Gronwall's lemma.

Lemma 31 i) a.s. for all, $t Y_{t}^{0} \leq Y_{t}^{n} \leq Y_{t}^{n+1} \leq U_{t}$.
ii) There exists $Z \in \mathcal{H}^{2}$ such that $Z^{n}$ converges to $Z$.

Proof. Assertion i) follows from Theorem comparaison. We shall prove ii).
Itô's formula yields

$$
\begin{aligned}
\mathbb{E}\left|Y_{0}^{n}\right|^{2}+E \int_{0}^{T}\left|Z_{s}^{n}\right|^{2} d s= & \mathbb{E}|\xi|^{2}+2 \mathbb{E} \int_{0}^{T} Y_{s}^{n} \mathbb{E}^{\prime}\left(f_{n}\left(s,\left(Y_{s}^{n}\right)^{\prime}, Y_{s}^{n}, Z_{s}^{n}\right)\right) d s+2 \mathbb{E} \int_{0}^{T} S_{s} d K_{s}^{n} \\
& +\mathbb{E} \int_{0}^{T} \mathbb{E}^{\prime}\left(\left|g\left(s,\left(Y_{s}^{n}\right)^{\prime}, Y_{s}^{n}, Z_{s}^{n}\right)\right|^{2}\right) d s
\end{aligned}
$$

From assumption H5), and the inequality $2 a b \leq \frac{a^{2}}{\varepsilon}+\varepsilon b^{2}$ for $\varepsilon>0$, we get :

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}\right|^{2} d s & \leq \mathbb{E}|\xi|^{2}+\frac{L T}{\varepsilon}+\mathbb{E} \int_{0}^{T}|g(s, 0,0,0)|^{2} d s+\left(3 L \varepsilon+\frac{L}{\varepsilon}+4 L\right) \mathbb{E} \int_{0}^{T}\left|Y_{s}^{n}\right|^{2} d s \\
& +\left(\frac{L}{\varepsilon}+\alpha\right) \mathbb{E} \int_{0}^{T} \frac{1}{\varepsilon}\left|Z_{s}^{n}\right|^{2} d s+2 \mathbb{E} \int_{0}^{T} S_{s} d K_{s}^{n}
\end{aligned}
$$

On the other hand, we have from (3.2)

$$
\begin{equation*}
K_{T}^{n}=Y_{0}^{n}-\xi-\int_{0}^{T} \mathbb{E}^{\prime} f_{n}\left(s,\left(Y_{s}^{n}\right)^{\prime}, Y_{s}^{n}, Z_{s}^{n}\right) d s-\int_{0}^{T} \mathbb{E}^{\prime} g\left(s,\left(Y_{s}^{n}\right)^{\prime}, Y_{s}^{n}, Z_{s}^{n}\right) d B_{s}+\int_{0}^{T} Z_{s}^{n} d W_{s} \tag{3.4}
\end{equation*}
$$

then

$$
\mathbb{E}\left(K_{T}^{n}\right)^{2} \leq C\left(1+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s\right)
$$

We have

$$
\begin{aligned}
2 \mathbb{E} \int_{0}^{T} S_{s} d K_{s}^{n} & \leq \frac{1}{\beta} \mathbb{E}\left(\sup _{t}\left|S_{t}\right|^{2}\right)+\beta \mathbb{E}\left(K_{T}^{n}\right)^{2} \\
& \leq \frac{1}{\beta} \mathbb{E}\left(\sup _{t}\left|S_{t}\right|^{2}\right)+\beta C\left(1+E \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s\right),
\end{aligned}
$$

which yields that

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}\right|^{2} d s & \leq \mathbb{E}|\xi|^{2}+\frac{L T}{\varepsilon}+\beta C+\mathbb{E} \int_{0}^{T}|g(s, 0,0,0)|^{2} d s+\left(3 L \varepsilon+\frac{L}{\varepsilon}+4 L\right) \mathbb{E} \int_{0}^{T}\left|Y_{s}^{n}\right|^{2} d s \\
& +\left(\frac{L}{\varepsilon}+\alpha+\beta C\right) \mathbb{E} \int_{0}^{T} \frac{1}{\varepsilon}\left|Z_{s}^{n}\right|^{2} d s+\frac{1}{\beta} \mathbb{E}\left(\sup _{t}\left|S_{t}\right|^{2}\right)
\end{aligned}
$$

Choosing $\varepsilon, \beta$ such that $\left(\frac{L}{\varepsilon}+\alpha+\beta C\right)<1$, we obtain

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}\right\|^{2} d s \leq C
$$

For $n, p \geq K$, Itô's formula gives,

$$
\begin{aligned}
& \mathbb{E}\left(Y_{0}^{n}-Y_{0}^{p}\right)^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \\
& =2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) E^{\prime}\left(f_{n}\left(s, Y_{s}^{n},\left(Y_{s}^{n}\right)^{\prime}, Z_{s}^{n}\right)-f_{p}\left(s, Y_{s}^{p},\left(Y_{s}^{p}\right)^{\prime}, Z_{s}^{p}\right)\right) d s \\
& +2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) d K_{s}^{n}+2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{p}-Y_{s}^{n}\right) d K_{s}^{p} \\
& +\mathbb{E} \int_{0}^{T}\left\|E^{\prime}\left(g\left(s, Y_{s}^{n},\left(Y_{s}^{n}\right)^{\prime}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{p},\left(Y_{s}^{p}\right)^{\prime}, Z_{s}^{p}\right)\right)\right\|^{2} d s .
\end{aligned}
$$

But

$$
\mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) d K_{s}^{n}=\mathbb{E} \int_{0}^{T}\left(S_{s}-Y_{s}^{p}\right) d K_{s}^{n} \leq 0
$$

Similarly, we have $\mathbb{E} \int_{0}^{T}\left(Y_{s}^{p}-Y_{s}^{n}\right) d K_{s}^{p} \leq 0$.
Therefore,

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \leq 2 \mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right) \mathbb{E}^{\prime}\left(f_{n}\left(s, Y_{s}^{n},\left(Y_{s}^{n}\right)^{\prime}, Z_{s}^{n}\right)-f_{p}\left(s, Y_{s}^{p},\left(Y_{s}^{p}\right)^{\prime}, Z_{s}^{p}\right)\right) d s \\
&+\mathbb{E} \int_{0}^{T}\left\|\mathbb{E}^{\prime}\left(g\left(s, Y_{s}^{n},\left(Y_{s}^{n}\right)^{\prime}, Z_{s}^{n}\right)-g\left(s, Y_{s}^{p},\left(Y_{s}^{p}\right)^{\prime}, Z_{s}^{p}\right)\right)\right\|^{2} d s
\end{aligned}
$$

By Hôlder's inequality and the fact that $g$ is Lipschitz, we get

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \\
& \leq\left(\mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)^{2} d s\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{T} \mathbb{E}^{\prime}\left(f_{n}\left(s, Y_{s}^{n},\left(Y_{s}^{n}\right)^{\prime}, Z_{s}^{n}\right)-f_{p}\left(s, Y_{s}^{p},\left(Y_{s}^{p}\right)^{\prime}, Z_{s}^{p}\right)\right)^{2} d s\right)^{\frac{1}{2}} \\
& +L \mathbb{E} \int_{0}^{T}\left(\left|Y_{s}^{n}-Y_{s}^{p}\right|^{2}+\left|\left(Y_{s}^{n}\right)^{\prime}-\left(Y_{s}^{p}\right)^{\prime}\right|^{2}\right) d s+\alpha \mathbb{E} \int_{0}^{T}\left|Z_{s}^{n}-Z_{s}^{p}\right|^{2} d s
\end{aligned}
$$

Since $\sup _{n} \mathbb{E} \int_{0}^{T}\left|f_{n}\left(s, Y_{s}^{n},\left(Y_{s}^{n}\right)^{\prime}, Z_{s}^{n}\right)\right|^{2} \leq C$, we obtain,

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \leq C\left(\mathbb{E} \int_{0}^{T}\left(Y_{s}^{n}-Y_{s}^{p}\right)^{2} d s\right)^{\frac{1}{2}}
$$

Hence

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}^{p}\right\|^{2} d s \longrightarrow 0, \text { as } n, p \rightarrow \infty
$$

Thus $\left(Z^{n}\right)_{n \geq 1}$ is a Cauchy sequence in $\mathcal{H}^{2}\left(\mathbb{R}^{d}\right)$.
Proof. of theorem 28. Put $Y_{t}=\sup _{n} Y_{t}^{n}$, we have $\left(Y^{n}, Z^{n}\right) \rightarrow(Y, Z)$ in $S^{2}\left(\mathbb{R}^{d}\right) \times \mathcal{H}^{2}\left(\mathbb{R}^{d}\right)$. Then, along a subsequence which we still denote $\left(Y^{n}, Z^{n}\right)$, we get

$$
\left(Y^{n}, Z^{n}\right) \rightarrow(Y, Z), \quad d t \otimes d \mathbb{P} \text { a.e }
$$

then, using Lemma 29, we get $f_{n}\left(t, Y_{t}^{n},\left(Y_{t}^{n}\right)^{\prime}, Z_{t}^{n}\right) \rightarrow f\left(t, Y_{t},\left(Y_{t}\right)^{\prime}, Z_{t}\right) \quad d P \otimes d t$ a.e On the other hand, since $Z^{n} \longrightarrow Z$ in $\mathcal{H}^{2}\left(\mathbb{R}^{d}\right)$, then there exist $\Lambda \in \mathcal{H}^{2}(\mathbb{R})$ and a subsequence which we still denote $Z^{n}$ such that $\forall n,\left|Z^{n}\right| \leq \Lambda, Z^{n} \longrightarrow Z, d t \otimes d P$ a.e.

Moreover from H5), and Lemma 31 we have

$$
\left|f_{n}\left(t, Y_{t}^{n},\left(Y_{t}^{n}\right)^{\prime}, Z_{t}^{n}\right)\right| \leq K\left(1+\sup _{n}\left|Y_{t}^{n}\right|+\sup _{n}\left|\left(Y_{t}^{n}\right)^{\prime}\right|+\Lambda_{t}\right) \in \mathbb{L}^{2}([0, T], d t), \quad P-a . s
$$

It follows from the dominated convergence theorem that,

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left|\mathbb{E}^{\prime}\left(f_{n}\left(s, Y_{s}^{n},\left(Y_{t}^{n}\right)^{\prime}, Z_{s}^{n}\right)-f\left(s, Y_{s},\left(Y_{s}\right)^{\prime}, Z_{s}\right)\right)\right|^{2} d s \longrightarrow 0, \quad n \rightarrow \infty \tag{3.5}
\end{equation*}
$$

We have,

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{T}\left\|\mathbb{E}^{\prime}\left(g\left(s, Y_{s}^{n}, Z_{s}^{n}\right)-g\left(s, Y_{s}, Z_{s}\right)\right)\right\|^{2} d s \\
& \leq C \mathbb{E} \int_{0}^{T} \mathbb{E}^{\prime}\left(\left|Y_{s}^{n}-Y_{s}\right|^{2}+\left|\left(Y_{s}^{n}\right)^{\prime}-\left(Y_{s}\right)^{\prime}\right|^{2}\right) d s \\
& +\alpha \mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}\right\|^{2} d s \longrightarrow 0, \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

It is not difficult to show that $(Y, Z)$ is solution to our MF-RBDSDE. Let

$$
\begin{aligned}
& \bar{Y}_{t}=\xi+\int_{t}^{T} \mathbb{E}^{\prime} f\left(s, Y_{s},\left(Y_{s}\right)^{\prime}, Z_{s}\right) d s+K_{T}-K_{t} \\
& +\int_{t}^{T} \mathbb{E}^{\prime} g\left(s, Y_{s},\left(Y_{s}\right)^{\prime}, Z_{s}\right) d B_{s}-\int_{t}^{T} \bar{Z}_{s} d W_{s}
\end{aligned}
$$

where $\bar{Z} \in \mathcal{H}^{2}, \bar{Y} \in S^{2}, K_{T} \in \mathbb{L}^{2}, \bar{Y}_{t} \geq S_{t},\left(K_{t}\right)$ is continuous and nondecreasing, $K_{0}=0$ and $\int_{0}^{T}\left(\bar{Y}_{t}-S_{t}\right) d K_{t}=0$, and $\left(Y^{*}, Z^{*}, K^{*}\right)$ be a solution of (3.1). Then, by Theorem (30), we have for every $n \in \mathbb{N}^{*}, Y^{n} \leq Y^{*}$. Therefore, $\bar{Y}$ is a minimal solution of (3.1)

Remark 32 Using the same arguments and the following approximating sequence

$$
h_{n}(t, x, y, z)=\sup _{(u, v, w) \in \mathbb{Q}^{p}}\{h(u, v, w)-n|x-u|-n|y-v|-n|z-w|\},
$$

one can prove that the MF-RBDSDE (3.1) has a maximal solution.
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